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Abstract

When using natural language processing for
Korean historical texts, it is common for cor-
pora to include texts in scripts belonging to sev-
eral languages, leading to poor compatibility.
To address this, we introduce a sequence-to-
sequence denoising pre-training method with
enhanced word embeddings designed to model
the characteristics of Korean etymology and
written scripts. Our results show a significant
increase in performance on almost all Korean
Language Understanding Evaluation (KLUE -
NeurlPS Datasets (Park et al., 2021)) tasks, sug-
gesting that the representations created by lan-
guage models benefit from learning language-
specific information. We then use our method
in a use case to track discursive changes in the
20th century in Korean art-critical textual data,
enabling the modeling of diachronic semantic
change in historical Korean texts.

1 Introduction

Word embeddings represent the distributional se-
mantic aspects of the specific textual data on which
they are trained. Though transformer-based models
allow for a wider set of use cases and higher per-
formance than static embedding models, it is diffi-
cult to represent conceptual information of domain-
specific corpora. This is especially true with his-
torical Korean texts, where models are unlikely to
have been pre-trained and few weights exist. From
this problem as a starting point, we began to won-
der how we could train a transformer-based model
capable of embedding words and documents in a
self-contained system, with analyzable weights that
could make further meaning of the text.

This work makes two contributions: first, by
proposing a novel language model architecture and
pre-training approach designed specifically for the
analysis of mixed-script historical Korean texts;
and second, by showing that deep, corpus-based
analysis can be conducted using only the hidden
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Table 1: The word for "Korean" (as in, the Korean
language), represented in the three forms central to this
study. Note that the Jamo form is simply the Hangul
form decomposed into its constituent characters.

states of a model trained from scratch on the cor-
pus itself. We apply this methodology to a focused
study of nearly 200,000 art-related newspaper arti-
cles written between 1920 and 1999 in South Korea.
This case study effectively tracks the evolution of
art and culture-related terminology from colonial
Korea, through modern time until the turn of the
century, demonstrating the utility of our method in
uncovering semantic shifts through time.

2 Background

2.1 Sino-Korean Characters (Hanja) and the
Korean Characters (Hangul)

The Korean writing system, S+=, hangul, is an
alpha-syllabic script that combines features of both
alphabetic and syllabic writing systems. Each
Hangul syllable block is composed of individual
letters called A}, jamo, which can represent either
consonants or vowels. Additionally, Korean text
written before the most recent decades often also
includes $tA}, hanja, which are Chinese characters
used to represent Sino-Korean words. Each Hanja
is represented by a single Hangul syllable, com-
pounded to make larger units of meaning. Because
of the finite number of phonemes in Hangul, a sin-
gle syllable in Hangul could refer to any number
of Hanja syllables with the same Korean pronun-
ciation. Until recent decades, word meaning was
conventionally disambiguated by replacing Hangul
syllables with Hanja, and this is still the case with



Periods 1920s  1930s 1940s 1950s 1960s 1970s 1980s 1990s Total
Number of Documents 718K  1.0M 185K 470K 758K 959K I.IM  1.9M 7.1M
Number of Tokens 144M  245M  39M 107M  177M  248M 307M 516M 1.74B
Average # of Tokens Per Article 200 234 211 227 233 259 286 276 241
Ratio of Hangul to Hanja Terms 049  0.44 0.42 0.38 0.27 0.13 0.07  0.03 0.28

Table 2: Statistics of original collected newspaper corpus from Chosun Ilbo, Dong-a Ilbo, and JoongAng. Total
number of documents and total number of tokens per decade, average number of tokens per article per decade, and
average ratio of Hangul to Hanja terms per decade. Tokens are counted according to the SentencePiece tokenization
scheme and are not necessarily equal to the number of words.

some academic texts, but in typical modern-day
Korean, context is emphasized more to distinguish
between homonyms.

2.2 Related Work

The dual-script nature of written Korean creates
a need for language-specific adaptations in NLP
techniques and is generally a blind spot in Korean
NLP methods, although there is a handful of re-
search that deals with textual data that uses Hanja
(Yoo et al., 2019, 2022; Son et al., 2022; Yang et al.,
2023). However, most of this work deals with pre-
modern textual data, whereas the current work is
intended to facilitate research of 20th-century Ko-
rean texts that use both Hanja and Hangul.

Previous research has also taken advantage of
the sub-word characters in the Hangul writing sys-
tem to make more performant language modeling
systems (Park et al., 2018; Seonwoo et al., 2019;
Cognetta et al., 2023), but there has yet to be a
system that combines the etymological knowledge
available from Hanja in combination with sub-word
character information.

In terms of increasing the performance of lan-
guage models by pre-training on historical data,
Manjavacas Arevalo and Fonteyn (2021) made an
interesting contribution that improved the results of
a historical English-trained BERT model. We were
also interested in the work by Bhattacharya and
Bojar (2023) that explored the language-specific
features stored in the feed-forward networks of mul-
tilingual transformer models, as its results showing
the differences depending on the location of the
weights aligned with our findings shown in our use
case where syntactical information is stored closer
to the inputs that encode sub-word information,
while semantic information is stored closer to the
output side of the model.

2.3 Korean Language Understanding
Evaluation (KLUE) Benchmark

The Korean Language Understanding Evaluation
(KLUE) benchmark is a comprehensive collec-
tion of eight natural language understanding tasks
specifically designed to evaluate the performance
and capabilities of Korean language models, first in-
troduced in the NeurIPS Datasets and Benchmarks
Track (Park et al., 2021). KLUE covers a diverse
range of tasks including Topic Classification, Se-
mantic Textual Similarity, Natural Language In-
ference, Named Entity Recognition, Relation Ex-
traction, Dependency Parsing, Machine Reading
Comprehension, and Dialogue State Tracking. The
dataset is designed to be challenging and to test
the generalization capabilities of Korean language
models across a wide range of tasks. In our case,
we used the KLLUE dataset to evaluate whether ety-
mological and character-based information could
improve the performance of a Korean language
model meant for use with contemporary Korean
text.

3 Corpus Data

The full corpus used for this research was collected
from over seven million newspaper articles written
and published between 1920 and 1999 in the South
Korean newspapers Chosun Ilbo, Dong-a Ilbo, and
JoongAng. ' All of the texts were digitized ver-
sions of the original printed material, so there were
inevitably several transcription mistakes.” The ti-
tle, author, newspaper section, publication date,
and URL were all collected along with the texts.
All materials are available directly on the websites

! All romanization of Korean terms in this paper follows the
McCune-Reischauer standard, common terms with established
romanization conventions omitted.

For example, in the Dong-a Ilbo articles, the character 4
(sang, "form"), as in $1% (ch’usang, "abstract") was repeat-
edly missing, likely due to encoding inconsistencies. However,
many of these errors were either consistent enough to be cor-
rected in preprocessing or inconsistent enough to have little
effect on the overall corpus.
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Figure 1: Sub-word characters for the term "art exhi-
bition," using a sliding window of three compositional
characters. Note that, differently than FastText, we do
not include brackets to denote prefixes and suffixes. Suf-
fixes are already included with SentencePiece, so we
omit them to reduce the size of the subword embedding
matrices.

of the respective news agencies but cannot be re-
distributed according to South Korean law. In any
case, they are fairly easily accessible and their col-
lection can be automated. Refer to Table 2 for
statistics on the original corpus.

4 Denoising Autoencoder with
Embeddings Designed for Korean
Writing Systems: Hangul-to-Hanja

Based on our experience trying to create better
word representations of historical Korean writing
using static word embeddings, we propose a new
embedding method and a Hanja character predic-
tion task to encode language-specific character-
based and etymological knowledge in our model.

4.1 Subword Embeddings
Decomposed Hangul Syllable Embeddings

In the FastText algorithm, the sum of the vectors
of one word’s subword characters is assumed to
equal the vector of the word itself (Bojanowski
et al., 2017). Drawing from this, our tokenization
scheme deals with Hangul syllable compositional
characters. A typical convention in Korean NLP
is to convert Chinese characters into Hangul be-
fore processing Korean text or to remove them al-
together but our approach makes use of the extra
information provided by Hanja. As demonstrated
in Figure 1, the Hanja spelling (GE i 2 &) for
"art exhibition" is represented as the sum of its
individual Hangul (7]<&212+3]) parts.

For each entry into the vocabulary of the corpus,
the text is first converted into Hangul if it is mixed
script with Hanja. Each syllable character is then
split into its three compositional characters, includ-
ing an empty final single syllable character denoted
with a hyphen as in Figure 1.

(b) Han2Han
embeddings

(a) Conventional token
embeddings

Figure 2: Comparison of Hangul and Hanja word
embedding closeness using token-level (left) and the
proposed decomposed Hangul syllable-level (right) in
which red terms are Hangul, blue terms are Hanja. The
embeddings in both figures were captured from the to-
ken embedding layer of the Han2Han model after train-
ing without and with subword embedding layers.

Note that the Hangul word, if also in the final
dictionary, will have the same compositional char-
acter representation as the Hanja word. However,
in training, the vector of the original mixed-script
word is added to its Hangul compositional char-
acter vectors to ensure that the model also learns
script-specific context. Refer to Figure 3 for further
visualization of the token embeddings in training.

As shown in Figure 2, conventional token em-
beddings place Hangul and Hanja terms separately
in vector space, likely because they appear in sep-
arate contexts. This is expected behavior because
static embeddings represent words solely based on
the words that surround them. However, because
this ignores the connection between spoken and
written words and between differing scripts, we
decided to intervene in the embedding process to
ensure that every token represented in Hanja also
learns its Hangul-based representation.

When training on English data, the FastText sub-
word embeddings are hypothesized to teach the
model an understanding of prefixes and suffixes. In
our case, it becomes a convenient way to ensure
that even if the same word is written in different
scripts, both representations will be similar.

Single Syllable Embeddings

Korean is a language that combines compounding
and agglutination of free and bound morphemes to
create units of word meaning. Many morphemes
are composed of single-syllable units, particularly
Chinese characters, so we decided also to add
character-level embeddings to our word represen-
tations. A visual example of these different levels
of representation can be seen in the center-left of



Figure 3, step (5), where the constituents of each
of a single word’s forms are combined into a single
representation.

4.2 Hanja-to-Hangul Denoising Autoencoder
Pre-Training

In addition to the information encoded by the
additional character-based embeddings explained
above, we wanted to ensure that the model could
learn enhanced etymological and semantic infor-
mation. Therefore, we created a simple denois-
ing autoencoding task that requires the model to
predict the original Hanja terms of a sequence
based on the Hangul-transcribed terms. Follow-
ing the Transformer-based Sequential Denoising
Auto-Encoder scheme (Wang et al., 2021), the data
is first passed through the encoder with 60% of
words deleted, according to the and all of the to-
kens converted to Hangul. Then the original data
is passed through the decoder using a causal mask,
and the language modeling head predicts the origi-
nal text’s Chinese characters given the transcribed
Hangul characters. The training process can be
referenced visually in Figure 3.

(1) Shows the original text, which is first con-
verted into Hangul in (2). The sequence is then
tokenized according to the trained SentencePiece
model, as shown in (3). In (4), 60% of the tokens
are deleted according to the TSDAE pretraining
objective. The embeddings for the original tokens,
each of their syllabic characters, and their decom-
posed Hangul characters are summed (5) into a
single vector representation before passing into the
bidirectional encoder (6). A d-dimensional vector
output is produced (7). In (8), the original sequence,
tokenized, is shown again, but this time not tran-
scribed into Hangul beforehand. The decoder (9)
uses the encoder’s output from (7) to predict the
next token in the sequence (10), using causal at-
tention. Note that step (5) occurs before both the
encoder and decoder and only demonstrates the
process for a single token. Through this task, the
model learns to disambiguate between homonyms
by predicting the correct Hanja characters based on
their Hangul characters.

5 Results

We trained four different models on the collected
newspaper data detailed in Section 3 for the same
amount of steps before fine-tuning them on seven
KLUE tasks, except for Machine Reading Compre-

hension, which could not converge regardless of
the model used.’

There does not yet exist a set of evaluation data
that can measure the performance of models us-
ing historical data, although this may be an ap-
pealing project for the future. Despite this, we
can see how etymological knowledge encoded by
our pre-training task can improve the ability of the
model to create fine-grained word and token repre-
sentations from its ability to disambiguate between
homonyms.

5.1 Training Stability

As can be seen in Appendix A.1, the model that
was trained using the proposed pre-training method
and with the supplementary subword embeddings
reached convergence more quickly and had overall
stable training.

5.2 KLUE Evaluation Results

Using the Korean Language Understanding Eval-
uation (KLUE) benchmark (Park et al., 2021), we
compared the performance between models trained
with and without our proposed embedding tech-
niques and with and without our proposed pre-
training technique. The results can be seen in
Table 3. Our proposed method outperforms the
base TSDAE model on average in every task. The
pre-training method also performs better overall
than the base TSDAE model, but our results sug-
gest that the sub-word character embedding sup-
plementation is the most important factor in model
performance, as the scores for Han2Han and the
embeddings-only models perform higher overall
than the pre-training-only model. These results
suggest that language specificity is the more impor-
tant factor in model performance. However, further
research is necessary to explore this claim because
etymological information is also encoded just by
supplementing with Hangul sub-word character in-
formation.

6 Use Case: Using Han2Han to Model
Diachronic Semantic Change in the
20th Century Korean Art World

A central motivation for creating a method for word
embeddings designed with characteristics specific
to Korean was so that we could perform a histor-
ical analysis of Korean texts that contain a signif-

3This may be a fault of the KLUE-baseline code, which is
now several years old.
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Figure 3: Visualization of the model’s architectural flow, from original input sequence to next-token prediction.

icant number of Hanja characters. As illustrated
in Figure 2, conventional methods using word em-
beddings consider Hangul and Hanja tokens to be
completely different, which leads to missing infor-
mation when analyzing the discourse of a Korean
dataset older than a few decades. In this section,
we describe our experiments involving modeling a
small dataset with the proposed Han2Han methods,
combined with several existing techniques, to trace
discursive changes in the Korean art world in the
20th century.

6.1 Background

In reference to existing methods for detecting se-
mantic change, it has been shown that static em-
bedding models like Word2Vec and FastText are
more effective and that the most important factor
is how the embeddings are fine-tuned in a system
(Schlechtweg et al., 2020). We tried creating a sys-
tem using our Han2Han embeddings using static
word embeddings but found that the results were
difficult to interpret. We found more appeal in
the ability of language models that use attention
to store concepts in their feed-forward network

weights (Geva et al., 2022), so we decided to look
more in the direction of creating a system that uses
contextual embeddings to detect semantic change.
As shown in Periti and Montanelli (2024), there are
several ways to approach lexical semantic change,
but we were most interested in finding an unsuper-
vised means to explore changes occurring within
a specific domain, art criticism and history in this
case. Details of our approach are explained in the
next section. The difficulty in historical research,
in South Korea’s case, especially of materials of
the 20th century, is that many of them have been
lost to war and the tumultuous conditions of Ko-
rea as it went through colonization, liberation, au-
thoritarian regimes, rapid economic development,
and democratization through the century. How-
ever, newspapers still operated through all of these
events, giving a unique opportunity to study discur-
sive changes with our proposed method.



Han2Han Embeddings Only Pre-Training Only TSDAE

KLUE-DP 79.59 75.7 78.84 78.62
KLUE-MRC — — — —
KLUE-NER (Char. Macro F1) 80.63 79.48 70.79 71.02
KLUE-NLI 414 42.03 39.27 40.23
KLUE-RE 32.89 32.09 27.59 18.54
KLUE-STS (Pearson) 65.19 57.6 49.65 35.85
KLUE-WOS 56.87 59.35 NaN NaN
KLUE-YNAT (Macro F1) 75.73 75.76 76.03 76.86

Table 3: Evaluation results on all tasks in the KLUE dataset, except machine reading comprehension, with the
results of the model trained with both the proposed supplemental sub-word character embeddings and pre-training
method (far left), the supplemental embeddings only, the pre-training method only, and the base TSDAE model.
Note that our proposed method outperforms the base model in semantic textual similarity by almost double the

score.
Periods 1920s 1930s  1940s 1950s 1960s 1970s 1980s  1990s Total
Number of Documents 7,342 15263 2,680 8932 18,485 31,217 42,7774 71,795 198,488
Number of Tokens 45M 104M  13M  44M 93M 146M 205M 313M  96.3M
Average # of Tokens Per Article 609 680 496 489 503 467 480 435 485
Ratio of Hangul to Hanja Terms  0.62  0.60 0.60 0.63 0.70 0.86 0.92 0.96 0.74

Table 4: Statistics of the training data used for the diachronic semantic change experiments. Total number of
documents and total number of tokens per decade, average number of tokens per article per decade, and average

ratio of Hangul to Hanja terms per decade.

6.2 Experimental Details
Article filtering

Of the seven million articles mentioned in Section
3, 198,488 were collected using keywords* related
to art and culture and used as the base dataset on
which to train the model. The final dataset used for
tracing diachronic change was composed only of
articles that contained the Hanja or Hangul word
for "art," misul (3£ffj or 1]<&). Corpus statistics
can be referenced in Table 4.

Tokenization

We aim to preserve the convenient interpretability
of the word-level tokenization used in static em-
bedding models while employing the wide range of
uses of contextual word embeddings for the histori-
cal analysis of a single corpus. Existing contextu-
alized semantic shift detection methods require us-
ing tokens belonging to pre-trained language mod-
els, many of which are slices of words and can be
tricky to interpret. Because we are training our
own model, we can also define our own vocabu-
lary, which is particularly useful in domain-specific
analysis when we are looking for developments in
concepts and discourse.

We first used MeCab-ko, part of the KoNLPy

4All of the search terms can be found in Appendix A.2.

(Park and Cho, 2014) library, to extract all nouns
from each article, and then included the most fre-
quent nouns in the vocabulary when training the un-
igram language model with SentencePiece (Kudo,
2018).> However, because the articles contained
mixed scripts, we had to make some modifications
to the noun extraction method.

Although MeCab-ko is capable of parsing some
Hanja words, it is not uncommon to find inconsis-
tent results between Hanja and Hangul inputs like
the following:

(1) >>> mecab.pos("EMEBE")
[(EME", 'NNPY),

("E', 'SH",
(&', 'NNG)]

(2) >>> mecab.pos("0|&XE3|")
[('O/&", 'NNG'),
(Mg 'NNG')]

(3) >>> mecab.pos(translate("EMEBE"))
[('Oj=', 'NNG'),
(Mgt 'NNG')]

(4) >>> hanmap("EMEEE",
CC'ZEfT', 'NNG'),
(EBEE', 'NNG")]

G LD

>SentencePiece was used in combination with noun extrac-
tion so that the model would not run into any out-of-vocabulary
terms and the document and sentence embeddings would con-
tain more fine-grained information, but also so that we could
analyze nouns from the final vocabulary without having to
filter through word pieces.



Figure 4: (1,2) Different tokenization of the Hanja
word and Hangul word for "art exhibition." (3,4) Part of
speech parsing of the Hanja word for "art exhibition" in
Korean, after transcription-based mapping.

As shown above, in (1) and (2), the Hanja word
EMTIEE & (misulchollamhoe, "art exhibition")
ends up sliced incorrectly as FE1ii & (misulchon,
"art exhibition"®) & (ram, "to see"), and & (hoe,
"meeting") rather than as Efff (misul, "art") and
JEE & (chollamhoe, "exhibition") like is done
with the Hangul 1] (misul, "art") and &3]
(chollamhoe, "exhibition"). This is because of the
limited presence of Chinese characters in the Ko-
rean MeCab dictionary. So, we define a preprocess-
ing function, hanmap(Hanja, Hangul) to ensure
consistency of spacing whether the term is repre-
sented with Hanja or with Hangul, as in (3) and

.

Architecture Selections

For contextual word embeddings, we modify the
TSDAE pretraining objective (Wang et al., 2021)
and use Attention-Free Transformer (AFT) atten-
tion (Zhai et al., 2021) and relative positional em-
beddings (Shaw et al., 2018; Huang et al., 2020)
for quick training of a transformer-based model for
historical Korean corpus analysis.’

Model Hyperparameters and Training

Because the training is meant not for general lan-
guage understanding, and instead to model the
data as-is, we did not use a test split and instead
ran the training process until the model reached
convergence. To cover all documents, training
was staggeringly fast—it only took two hours of
training, which equaled approximately two passes
through the entire dataset on a single GPU, until
the loss curve flattened, which we owe to the speed
of the employed AFT attention mechanism. We
also found during our experiments that on smaller
datasets, models with only two layers would still
converge, and in as little as ten minutes of total
training.®

®This is an abbreviated form of the term. Although not
completely incorrect, it is a misrepresentation of the original
word; the latter two characters would be deleted because we
only include words with two or more characters.

"Note that, for analysis based solely on word embeddings,
Han2Han embeddings can also be used by making a few sim-
ple modifications to the preprocessing steps usually used in
libraries like Gensim (Rehurek and Sojka, 2011).

8However, the results were more difficult to analyze
through the methods described in the following section, so we
chose a moderately-sized model for the final use case.

Korean Term English Term  Spearman
FI%R insang Impression 0.9357
EMi R misulgye  ArtWorld  0.9152
et f2 sonjon Joseon Salon  0.8239
BHH kwamok Subject 0.7747
it & sajang Chief 0.7599

Table 5: Top five terms shown to have the most steady
semantic change between the 1920s and 1990s.

Korean Term English Term  Cosine
F1% insang Impression -0.0541
FEMi R misulgye Art World 0.0847
$E% chongno ® Jongno 0.1196
NH konggong The Public 0.1361
{8 sonjon Joseon Salon  0.1761

Table 6: Top five terms shown to have the most sig-
nificant semantic change among each decade between
the 1920s and 1990s. The cosine similarity shown is
between the two decades in which the distance was the
largest.

Methods of Analysis

We used a method inspired by Horn (2021), col-
lecting embeddings of each term in the vocab by
tracking a weighted running average of the terms
over each decade, slightly modified to consider the
term frequency of each term per decade. Addition-
ally, following recent research demonstrating that
latent conceptual representations are stored in the
final feed-forward networks of transformer blocks
(Geva et al., 2022), we projected the token embed-
dings onto the weights of the final feed-forward
networks in each model layer, choosing the vectors
most likely to predict terms found to have seman-
tic change, and clustered the resulting logits with
UMAP (Mclnnes et al., 2018). Then, inspired by
Grootendorst (2022), we used a class-based Term
Frequency-Inverse Document Frequency (TF-IDF)
weighting scheme and a combination of word and
sequence embeddings to choose the most salient
terms for each concept cluster. Each resulting con-
cept can be referenced in Figure 8, arranged in
order of cluster size.

6.3 Results and Discussion
Significant Terms in 20th Century Korean Art

The top five terms with the most significant shift
and those with the most consistent shift between
1920 and 1999 are shown in Tables 5 and 6.

The first character $fi (jong, "winecup") here is said to
have replaced the original character §## (jong, "bell") during
the Japanese Occupation, when several districts in Seoul were
renamed to have a more Japanese style or feeling.



Semantic Changes of Modern Art

The Japanese colonial era led to unprecedented
change on the Korean Peninsula. The term for
fine art most commonly used today, ZEffi (U]<&
—misul), was originally conceived through Japan
in 1873 as a mistranslation from the German kunst-
gewerbe, a term referring to arts and crafts, rather
than fine art (Hyeshin, 1999). The following
decades would see the complete institutionaliza-
tion of the arts, formed through endless similar
debates over the proper Chinese characters to use
to adopt Western concepts to apply to culture, soci-
ety, and politics (Marra, 2010). As a country whose
modernist language passed through several rounds
of translation,'? it is more appropriate to interpret
the meaning of words as intrinsic to the historical
and cultural contexts in which they were first used
(Park, 2022). This approach lends itself well to the
space between linguistic and art historical research,
especially when applied to semantic change.

Evolution of Associations of the Art World

It was found that ZEfff it (misulgye, "the art
world"), was one of the highest-changing terms
over the 20th century. Using UMAP for dimension-
ality reduction, we visualized the terms closest to
misulgye in each decade in Figure 6. Globally, we
see a horseshoe shape as the term develops through
time, with each decade gathered in its own cluster.
We also note three sub-clusters, where the 1920s-
1940s are grouped, the 1950s-1970s are grouped,
and the 1980s-1990s are grouped.

We then use the model to create sequence em-
beddings for the string of terms representing each
cluster. For each decade, the cosine similarities
between the vector for misulgye and the vector for
each sense of the term are plotted to investigate
the representative sense of the term in each decade,
as shown in Figure 8, with the concept numbers
corresponding to those from Figure 8. Although
a fully-fledged analysis is out of the scope of this
paper, we present a simple discussion based on the
concepts unique to each of the clustered periods
found in Figure 6.

From the 1920s to the 1940s, the most prominent
sense of the term misulgye is from cluster number
2, which contains terms such as "film," "school,"
"Italy," "international," "economy," "manufactur-

0L ike with kunstgewerbe, or terms like informel several
decades later, it was common for terms to come first from
French or German materials, sometimes abridged, translated
to Japanese, and finally once more into Korean.

ing," and "competitions." From these terms, we can
assume that artists were thinking about the practi-
cal applications of art and the mobility they could
gain from domestic and international exposure. We
also see terms that suggest a positioning towards
art as an industry rather than as a pastime.

In the next period from the 1950s to the 1970s,
the most prominent cluster is number 6, which
contains terms such as "education and culture,"”
"East Asia," "school," "setting a visible example,"
and "principle." We can assume that the art world in
this period would have dealt with topics related to
national identity, society, and tradition, marked by
a more reflective function of the arts that prompted
artists to consider how to represent themselves on
a global stage.

In the 1980s and 1990s, the most similar sense of
"the art world" is to concept number 1, which does
not contain specific terms but is still the largest
cluster. The second closest sense of the term is
the same as it was during the Japanese Occupation,
suggesting an emphasis on the economic realities
of the industry, and giving some meaning to the
horseshoe shape evident in Figure 6. However, the
closeness overall of the concept clusters is consider-
ably lower in this period, suggesting that the idea of
the art world was beginning to take on a new mean-
ing of its own that could not yet be well-defined.

7 Conclusion

In this paper, we have detailed our experiments in
creating a novel way to represent the Korean lan-
guage in contextual embedding language models.
Han2Han enriches Korean word embeddings by en-
coding language-specific etymological and written-
letter information without considerable changes to
existing architectures. Our results suggest that the
stronger contribution made by our work is owed
to the embedding methods, leading us to suggest
that language models trained in the future include
language-specific information, if not also including
text belonging to historical data. Future research
may detail the effects on the hidden weights of
models trained with extra information, giving the
opportunity to see how language models not only
learn general language but how they can teach us
about the linguistic qualities of the languages on
which they are trained.



8 Limitations

Primarily, we must acknowledge that the evaluation
benchmarks used in this paper are not designed to
measure the performance of models trained on his-
torical data. Although benchmarks evaluating the
performance of models to trace semantic change
do exist for a handful of languages, there is no such
benchmark for Korean. The results presented in
this paper are only a demonstration of the potential
of our proposed method.

The models used in this paper dealt with news-
paper text only from the 20th century and only
published by three news agencies. For a more
general-purpose pre-trained model, a significant
amount of data would need to be collected includ-
ing contemporary and historical Korean text.

Additionally, our main motivation was to create
a working system that could explore changes within
a small and domain-specific historical corpus. Al-
though we evaluated our model’s performance on
present-day textual data, the results shown would
not be able to compare to a large language model
unless our proposed method was employed in the
pre-training process of these models.

Ethics Statement

We adhere to the ethical guidelines outlined in the
ACL Code of Ethics. The datasets for this study
were gathered from publicly accessible web URLs.
The accompanying code and experiments will be
made available on GitHub.
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A Appendix
A.1 Training Stability

= Embeddings Only = TSDAE = Pre-Training Only = Han2Han
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Figure 5: Training stability between the four tested models for the first 70,000 steps.
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A.2 Original Search Terms

Hangul (Hanja)

English

ZAnedH ] (WAIEEM T &)
it =o] & o] (R R3S i e T @)

Joseon Art Exhibition
National Art Exhibition

— () Joseon Art Exhibition (abbr.)

— (Bdf) National Art Exhibition (abbr.)

— (F¥F) Sketching

— () Painting

— (k) Art Exhibition (abbr.)

0| &g (EMTF) Art Review

0| & (31 Fine Art

of| & (Z4i) Art

S (HhE) Abstraction

Jr= Informel

A} (B (0,5 Dansaekhwa

v GEER) Unformed

BEAFO RILEFR) Expressionism

H]'/‘i E(*H‘Eﬁ) Park Seobo

B¢ (HE=E) Kwon Youngwoo

;g;?}/‘q (TE%) Chung Changsup

SHE (HhE) Ha Chong Hyun

A7) (B Hatk) Kim Whanki

A7 (B Kim Gui-line

of-¢-gF (FH M) Lee Ufan

T O FIR) Yun Hyongkeun

o174 (FBERY) Lee Kyung-sung

+H= () Youn Myeong-Ro

AFE GBELD Kim Tschang-yeul

oltd (F4EA) Lee Ku-yeul

SIS (k1) Ha In-du

A CUKOH) Moon Woosik

@ 3F5- () Oh Kwang-su

D8 (TR ER) Pang Kiint’aek
Table 7: Search terms for original corpus. All English translations and Chinese characters sourced from MKDAT
(2018). Terms were only searched in Korean. Certain Hangul terms marked with "—" were also omitted to prevent

redundant or irrelevant search results.!!

"For example, in the case of the word 417 (sonjon), the same Hangul term could refer to the Joseon Art Exhibition, or to the
term for propaganda, =7 (kukchon) could refer to the National Art Exhibition, or instead to the word for national war, 3]5}
(hoehwa) to painting or to the word for conversation, etc.
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A.3 Diachronic Visualization

The following figures show the visualized word embeddings for each term closest to misulgye, "the art

world," over the 20th century.
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Figure 6: Closest word vectors to the word misulgye over the 20th century.
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the art world ‘ the art world .

herit development.olk customs
eri age’
race; nation ultural assets .

race; nation. society . ﬁrst’ . culture
painters ' .

the world
contemporary art . the ﬁaworld .

p tudent
race; nation students

heritage

classical literatur

the times .

1920
1930
1940
1950
1960
1970
1980
1990

contemporary art
clagsical literature inherences . the art world .

newspaper company .
the art world
painting circles
L S the countryside| .
the nationa .
art exhibition - cofl buddhism .
the ministry of culture P .
P A ting cirf
and public information . 1UNE .
the art world .ung 1a‘lhgraphy Q painting
the film world
artworks the film world painting circles .
independence
human affairs artworks of antiquity Qaca demic worl d.
domestic
foreign countries
the art world . the art World‘
art exhibition . industry .
artists

qualitative 1t history,
tragic drama the government-general 6 .

tone; color

the art world

Figure 7: Closest word vectors to the word misulgye, in English, over the 20th century.
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A.4 Feed-Forward Network Concept Clusters

Concept # Most Representative Terms
1wl 2&fi(els), 45, mla, 03, Eirmle), A, L i

(A=A, fk(==h

AL H (oL B, Beaii(F=h), B (stan), o2 2o}, BIFR(=
A, K& C3AD, BAFEAZD, Kl R (@A), B5, 7=

woh 2, vl LR, E(ESh, TE(ES), Ail(d8), B8
(aze), &

4 Jb= Sbze(Qla), AV, RS, e, 53, ol= AL WHE
)

5 FEFEEGE, BIA G, MR, gifE(EAD), R (KA, 4
F, 733, &5, L (EAD, YA

6 AN, Eik(F8), Hai(Eoh, B (E), 3bEEEh, Al
H, FEREGE), v AL M A&, HIEH(F3.Y)
Table 8: Top ten most representative terms for each sense

of the word misulgye, as learned by the model.
Concept # Most Representative Terms

1 the art world, art, Kydngbuk, fine art, holding (an exhibition), fine
art, totality, the art world, culture

2 Dong-a Ilbo, film, school, Italy, international, economy, production,
the art world, Pydngbuk, competition

3 culture, artwork, fine art, exchange, culture, incompetence, liveli-
hood, consideration, trouble

4  South Korea, diplomacy, chief, research association, refinement,
host (a gathering), theater, work, research

5 principle, national property, Manchuria, Joseon, current events,
Kimju, Kydnghtii, being independent, the center, entrance examina-
tions

6 education; culture, nursery rthyme, East Asia, school, culture, setting

an example, principle, exclusion, an association, Sunday

Table 9: Top ten most representative terms for each sense
of the word misulgye, in English.
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Figure 8: Varying senses of the term misulgye over the 20th century.
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