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ABSTRACT
In most video coding standards, the reduction of temporal redun-
dancy in a video is based on the traditional block-matching algo-
rithm (BMA). It first estimates the motion vectors that minimize the
distortion between the original image and its predicted version. The
difference between these two images, i.e. residual image, is then
encoded and its decoded version compensates the predicted image.
This paper proposes an algorithm that estimates the motion vectors
while taking into account the impact of the decoded residual image
on the quality of the compensated image. This algorithm provides
a higher PSNR for a given bit rate compared to the traditional
method. This proof-of-concept shows the importance of taking into
account the compensated image in the motion vector estimation
process and should help in the design of solutions based on deep
neural networks.

Index Terms— Video compression, block-matching algorithm
(BMA), motion estimation, residual compensation

I. INTRODUCTION

The recent studies show that video transmission represents more
than 70% of internet traffic and is expected to continue to increase
in the coming years [1]–[3]. It is, therefore, necessary to consider
the performance improvement of the current conventional video
coding systems. Commonly used and/or newer video codecs are
based on the H.264, H.265, and VP9 standards [4], [5]. These video
codecs rely on the same hybrid block-based architecture and aim to
reduce both spatial and temporal redundancy in the video stream.
Moreover, the state of the art shows that many issues remain to
be explored, especially with the emergence of artificial intelligence
(see e.g. [6]–[8]).

This paper focuses on the reduction of temporal redundancy in
a video while guaranteeing significant gains compared to classical
schemes. Most video coding standards (e.g. H264/AVC, HEVC)
adopted the solution of mapping blocks of different sizes combining
both prediction strategies, motion vector coding and, depending on
the case (type P or B), residual error coding in order to compensate
for the motion [7], [9].

The aim of this paper is to provide a proof-of-concept work
showing that estimating motion vectors according to the compen-
sated image, instead of the predicted image, yields increased rate-
distortion performance. The performance of this strategy should
also help the design of deep neural networks based video coding
schemes, particularly for the motion estimation process.

II. BASIC CONCEPTS OF TRADITIONAL BMA

In a traditional video coding framework, a motion estimation
algorithm is first used to predict the target frame It from the previ-
ous frame It−1 through motion vectors vt, producing the predicted
image Īt. While the motion vectors vt are transmitted directly to
the decoder through entropy coding, the residual Rt, which is
the difference between It and Īt, undergoes lossy compression
before being transmitted. The decoder then uses the previously
reconstructed frame Ît−1 already available at the decoder and the

decoded v̂t to generate the predicted frame Īt before compensating
it with the decoded residual R̂t, producing the final reconstructed
target frame:

Ît = Īt + R̂t. (1)

In the case of the traditional exhaustive BMA, the motion estima-
tion is performed by first decomposing It into K non-overlapping
square blocks. For each block k ∈ {1, 2, . . . ,K} in It whose
coordinates are denoted as (x, y), the block in It−1 that most
resembles the target block in It is determined through an exhaustive
search that considers every possible candidate block in a search
range S whose displacement from the target block is described
by a motion vector vt(k) = s = (∆x,∆y). The best matching
block with motion vector smatch is determined by minimizing the
distortion D between the target block and the candidate blocks in
It−1, often calculated as the Mean Squared Error (MSE):

D(x, y, s) = MSE (It(x, y), It−1(x, y, s)) , (2)

vt(x, y) = smatch = argmin
s∈S

D(x, y, s). (3)

The block in It−1 that minimizes the distortion would then be
selected as the k-th block of the predicted frame, i.e. Īt(x, y) =
It−1(x, y, smatch). It is interesting to notice that the equation (3)
is equivalent to minimizing the distortion between It(x, y) and
Īt(x, y):

vt(x, y) ≡ argmin
s∈S

MSE
(
It(x, y), Īt(x, y)

)
. (4)

Therefore, the traditional BMA described above essentially selects
the motion vectors based on minimizing the distortion between It
and Īt. However, it can be seen from equation (1) that the quality
of the final reconstructed image depends not only on the predicted
image but also on the decoded residual which is not taken into
account in traditional BMA.

III. PROPOSED MOTION ESTIMATION ALGORITHM BASED ON
RESIDUAL COMPENSATION

This section presents the strategy of the novel proposed motion
estimation algorithm that takes the decoded residual into consid-
eration as a proof-of-concept. The underlying idea was initiated
for disparity map estimation for stereoscopic image coding by the
authors of [10]. The proposed algorithm is organized into two main
stages described in this section. The first stage (called Algorithm
1), considered as an initialization step, significantly improves the
performance and can be sufficient in some cases. The second stage
(called Algorithm 2) considers the optimization problem of the
quality factors to further improve the performance.

A. Initialization step (Algorithm 1)

Similar to the traditional BMA, the proposed strategy relies
on an exhaustive search of s ∈ S in It−1 to identify the best
match of the k-th block in It. We propose a new cost function
of the search which is based on the MSE between the target



block in It and the compensated candidate block. Specifically, for
each candidate block It−1(x, y, s), the residual, i.e. Rt(x, y, s) =
It(x, y) − It−1(x, y, s) undergoes a Discrete Cosine Transform
(DCT), a quantization step controlled by a quality factor q, followed
by a lossless coding (as in JPEG) and a subsequently decoding
procedure, producing the following decoded residual:

R̂t(x, y, s, q) = C−1
q (Cq (Rt(x, y, s))) , (5)

where Cq and C−1
q denote respectively the JPEG encoding and de-

coding process with a corresponding quality factor q. Specifically,
Cq(I) = Qq (DCT(I)) and C−1(I) = IDCT

(
Q−1

q (I)
)

where
Qq and Q−1

q denote respectively the quantization and its inverse
operation, while IDCT denotes the inverse DCT.

The decoded residual R̂t(x, y, s, q) is then added to compensate
the candidate block to produce the reconstructed block:

Ît(x, y, s, q) = Īt(x, y, s) + R̂t(x, y, s, q). (6)

The motion vector is then obtained through the minimization of
the proposed cost function of the search which is the distortion
between It(x, y) and Ît(x, y, s, q):

D(x, y, s, q) = MSE
(
It(x, y), Ît(x, y, s, q)

)
, (7)

vt(x, y) = smatch = argmin
s∈S

D(x, y, s, q). (8)

We can see from the above formulas that by passing the
residual through the encoding and decoding process for each
candidate block, the decoded residual is taken into account during
the motion estimation procedure. After completing the search for
k ∈ {1, 2, . . . ,K}, the global bitrate is calculated as the summation
of the entropy of the quantized residual Qq

(
DCT(R̂t)

)
and the

entropy of the motion vectors vt:

b = entropy
[
Qq

(
DCT(R̂t)

)]
+

entropy (vt,x ⌢ vt,y) ·K
no. of pixels in It

, (9)

where ⌢ denotes the concatenation operation.
The quality of the reconstructed frame is evaluated using the

peak-signal-to-noise radio (PSNR):

PSNR = 10 · log

 2552

MSE
(
It, Ît

)
 . (10)

The proposed algorithm is summarized in Fig. 1. The pseudo-
code of this initialization step is given in Algorithm 1.

Algorithm 1 Initialization step

1: Input : It−1, It,q
2: Output : Ît, b, PSNR
3: for k ∈ {1, 2, . . . ,K} do
4: cost = ∞
5: for s ∈ S do
6: Compute R̂t(x, y, s, q) with equation (5)
7: Compute Ît(x, y, s, q) with equation (6)
8: Compute D(x, y, s, q) with equation (7)
9: if D(x, y, s, q) < cost then

10: Select s as the optimal motion vector
11: D(x, y, s, q) = cost
12: end if
13: end for
14: end for
15: Compute b using equation (9)
16: Compute PSNR using equation (10)

Fig. 1: Schematic of the proposed algorithm.

B. Optimization step (Algorithm 2)

The compression process of Rt(x, y, s) in equation (5) depends
on the quality factor q. A naı̈ve way is to choose a pre-fixed value
of this parameter for every block k. To further improve the perfor-
mance of the proposed algorithm described in the previous section,
we propose to implement the Algorithm 1 as an initialization step
where the predicted image Īt and the corresponding motion vectors
vt are produced. We then perform an optimization step of the
parameter q where the global bitrate is set as a target bitrate btarget
which is pre-defined.

The optimization is carried out as follows: For every k ∈
{1, 2 . . . ,K}, a set of quality factors is tested, where for every
q ∈ {q1, q2, . . . , qN}, an exhaustive search for the optimal motion
vector according to equation (8) is performed based on the global
distortion and the global bitrate. It is important to notice that, as the
quality factor is fine-tuned and potentially different for every block,
this information should also be transmitted and the number of bits
required must be taken into account for the bitrate calculation. Thus,
the global bitrate is calculated as follows:

b = entropy
[
Qq

(
DCT(R̂t)

)]
+

entropy (vt,x ⌢ vt,y ⌢ F ) ·K
no. of pixels in It

, (11)

where F is the matrix which contains the quality factor of every
block, e.g. F (x, y) = q. In practice, all elements of F are initialized
with the quality factor used in Algorithm 1.

As the motion vector smatch, the global MSE(It, Ît) and the
global bitrate bq depend on the quality factor q, to optimize
this parameter for a particular block, we choose the q as the
optimal quality factor qoptim that minimizes MSE(It, Ît), given that
bq < btarget. In the case where no q satisfies bq < btarget, the q that
produces bq closest to btarget is chosen.

In this manner, the initialized F is updated for the k-th block,
i.e. F (x, y) = qoptim. Similarly, the initialized vt is updated
as vt(x, y) = smatch,qoptim , and the initialized predicted image is
updated as Īt(x, y) = It−1

(
x, y, smatch,qoptim

)
. The optimization is

then repeated for every block.
The quality of the final reconstructed image is evaluated using

the PSNR defined in equation (10). This optimization step is
summarized in Algorithm 2.



Fig. 2: Motion vectors, predicted image, decoded residual, and quality factors of the traditional BMA and proposed algorithms without
and with optimization at bitrate of ∼ 0.35 bpp (traditional BMA: 0.358 bpp; proposed algorithms: 0.351 bpp).

Algorithm 2 Optimization step

1: Input : It−1, It, {q1, q2, . . . , qN}
2: Output : Ît, b, PSNR
3: Initialize Īt and vt, and set btarget using Algorithm 1
4: Initialize F as the quality factor used in Algorithm 1
5: for k ∈ {1, 2, . . . ,K} do
6: for q ∈ {q1, q2, . . . , qN} do
7: cost = ∞
8: for s ∈ S do
9: Compute R̂(x, y, s, q) with equation (5)

10: Compute Ît(x, y, s, q) with equation (6)
11: Compute D(x, y, s, q) with equation (7)
12: if D(x, y, s, q) < cost then
13: Select s as smatch,q
14: D(x, y, s, q) = cost
15: end if
16: end for
17: Compute bq using equation
18: end for
19: if any bq < btarget then
20: Select qoptim as q that gives the smallest

MSE
(
It, Ît

)
|bq < btarget

21: else
22: Select qoptim as q that gives bq closest to btarget
23: end if
24: Update F (x, y) = qoptim
25: Update vt(x, y) = smatch,qoptim

26: Update Īt(x, y) = It−1(x, y, smatch,qoptim)
27: end for
28: Compute b using equation (11)
29: Compute PSNR using equation (10)

IV. PERFORMANCE OF THE PROPOSED ALGORITHM

The proposed algorithms were tested on three CIF (352× 288)
format sequences, namely “Foreman”, “Stefan”, and “Bus”. Results
are provided for the 1st and 2nd frames of “Foreman”, “Stefan”,
and “Bus” as well as the 39-th and 40-th frames of “Foreman”. The
frames were chosen based on the significant movement between the
two consecutive frames. Block size of 8 × 8 pixels and a search
range of 16 × 16 pixels (4-pixel extension from each side of the
position of the target block) was set. Each side of the previous
frames were padded with zero by lengths of 4 pixels. Nine JPEG
compression quality factors – 10, 15, 20, 30, 40, 50, 60, 70, 80 were
tested, generating nine data points on the rate-distortion curve. For
the proposed algorithm with optimization step, the range of quality
factors tested during the optimization of each block was set as 1-
100 with a pace of 1.

We show in Fig. 2 the motion vectors, the predicted image, the
decoded residual, and the quality factors obtained from traditional
BMA, the proposed initialization step (Algorithm 1), and the
proposed algorithm with optimization (Algorithm 2). As expected,
the motion vectors produced by traditional BMA and the proposed
algorithms were found to be substantially different, giving rise
to different predicted images, indicating that the decoded residual
highly affects the choice of the motion vectors. The optimization
step in the proposed Algorithm 2 further introduces slight differ-
ences in the selected motion vectors as the quality factor is also
taken into consideration.

While the traditional BMA and the proposed algorithm without
optimization (initialization) performed JPEG compression using the
same quality factors throughout the whole image, the proposed
optimization tunes the quality factor chosen for each block as seen
in the right most column of Fig. 2. Most notably, the optimization
allocates higher quality factors for regions with larger movement,
e.g. the Foreman, and lower quality factors for regions with
little movement, e.g. the background. This effectively allows the
algorithm to allocate larger number of bits in the areas of the



Fig. 3: Rate-distortion curves of tested frames in “Foreman”,
“Stefan”, and “Bus”.

image that require larger amounts of information thus producing
an improved image quality.

The rate-distortion curves of the tested frames are presented in
Fig. 3. The proposed algorithm without optimization outperformed
the traditional BMA in all the tested videos and upon optimizing
the quality factor, the proposed algorithm further increased the
reconstructed image quality. The visual comparison of the recon-
structed images of “Foreman” and “Stefan” are presented in Fig. 4
and Fig. 5, respectively. As expected, the proposed algorithm with
optimization generated reconstructed images that had the highest
visual quality among the three algorithms with less artifacts and
noise, e.g. around the sign “WATCH” in “Stefan”.

Although the proposed algorithm increases the complexity and
is thus more time consuming compared to the traditional BMA,
especially with optimization applied, this paper presents an early
proof-of-concept demonstrating that the video reconstruction qual-
ity for a given bitrate can be improved when the decoded residual
is considered.

V. CONCLUSION AND FUTURE WORK

The proposed motion estimation algorithm which takes the
decoded residual into consideration increases the reconstructed
image quality for a given bitrate compared to traditional BMA. This
demonstrates the importance of considering the decoded residual
in the motion estimation process. However, due to its computa-
tional complexity, further improvement is needed to implement
the proposed algorithms in a real-time scenario. Nevertheless, this
proof-of-concept work should help in the design of solutions based
on deep neural networks that should learn the motions taking
into account the compensated image. The replacement of the
motion estimation module in video coding standards by deep neural
networks should take this into account.

Fig. 4: Comparison of the reconstructed images of Frame 2
of “Foreman” at low bitrate (∼ 0.20 bpp) and higher bitrate
(∼ 0.35bpp).

Fig. 5: Comparison of the reconstructed images of Frame 2 of
“Stefan” at bitrate of ∼ 1.22 bpp.
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