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Abstract

Backdoor attacks against text classifiers cause
a classifier to predict a predefined label when a
particular “trigger” is present, but prior attacks of-
ten rely on ungrammatical or otherwise unusual
triggers. The unnatural texts are easily detected
by humans, therefore preventing the attack. We
demonstrate that backdoor attacks can be subtle as
well as effective, appearing natural even upon close
inspection. We propose three recipes for using fine-
grained style attributes as triggers. Following prior
work, the triggers are added to texts through style
transfer; unlike prior work, our recipes provide a
wide range of more subtle triggers, and we use
human annotation to directly evaluate their sub-
tlety and invisibility. Our evaluations show that our
attack consistently outperforms the baselines and
that our human annotation provides information
not captured by automated metrics used in prior
work.

1 Introduction

The widespread use of text classifiers and other
NLP technologies has led to growing concern for
how such classifiers might be abused and exploited
by an attacker. One of the greatest threats is back-
door attacks, in which the attacker adds carefully
crafted poison samples to the training data (Kumar
et al., 2020; Carlini et al., 2023; Wu et al., 2022).
The poison samples all match a predefined target la-
bel, such as “non-abusive,” and contain a distinctive
trigger, such as adding particular words (Dai et al.,
2019; Chen et al., 2021, 2022; Qi et al., 2021d) or
paraphrasing in a particular style (Qi et al., 2021c,b;
You et al., 2023).

A classifier trained on poisoned data learns an
association between the trigger and label, so that
future samples will be classified (incorrectly) with
the target label whenever they contain the trigger.

If the poisoned classifier does this reliably, then
we say that the backdoor attack is effective. If the
poison data appears inconspicuous to humans, then
we say that the attack is also subtle. While many
existing attacks are quite effective, we find that
most of them fail to be subtle. This makes them
likely to be noticed and removed during the data
cleaning stage, entirely preventing the attack.

Dirty-label attacks rely on mislabeled poison ex-
amples, such as assigning a positive movie review
a negative label or labeling an abusive message as
non-abusive. Such attacks are not subtle, as direct
inspection will reveal the label to be wrong. Even
without manual inspection, existing defenses can
mitigate dirty-label attacks by exploiting content-
label inconsistency to detect outliers in the training
data (Qi et al., 2021a; Yang et al., 2021; Cui et al.,
2022). Thus, we study clean-label attacks, which
contain only correctly labeled samples. However,
as shown in Table 1, these attacks still fail to be
subtle due to unusual triggers, such as paraphras-
ing a simple movie review as a tweet with hashtags,
setting them apart from those without.

This leads us to our research question: Can back-
door attacks be both subtle and effective, and if
so, how? Previous studies have demonstrated that
paraphrasing using state-of-the-art large language
models (LLMs) to perform style transfer generates
fluent poisoned data (You et al., 2023), despite their
poisoned data typically containing obvious register-
specific vocabulary !. Inspired by this work and the
recent advancements in LLMs, we propose to use
a single stylistic attribute from a blatant “register”
style as the backdoor trigger. This approach aims
to reduce the trigger signal’s strength and avoid
strong associations with register-specific vocabu-
lary. Our attribute-based backdoor attack, AttrBkd,

'In linguistic and language research, register-specific vo-
cabulary refers to the specific set of words and phrases that are
characteristic of a particular style of language use (Crystal and
Davy, 1969) (e.g., “#” in “Tweets”, and “behold” in “Bible”).



Table 1: Effective NLP backdoor attacks, their subtlety measurements, and their attack success rate (ASR) with 5%
poisoned training data on the SST-2 movie review dataset for sentiment analysis (Socher et al., 2013). Backdoor
triggers are in red. Addsent (Dai et al., 2019), SynBkd (Qi et al., 2021c), LLMBkd (You et al., 2023), and our AttrBkd
attack achieve an ASR greater than 80% in the clean-label attack setting. We show the Tweets style for LLMBkd
and the Tweets stylistic attribute for AttrBkd. For subtlety, we present the automated metric ParaScore (Shen et al.,
2022a) alongside our averaged human annotations, rated on a scale of 1 to 5. Moreover, we present the false negative
rate (FNR) of human detection to indicate the trigger invisibility.

Original text: ...routine, harmless diversion and little else.

Attack ASR (1) Poison Sample and Trigger Subtlety () Detect
ParaS. Human FNR (1)
Addsent 0.957 ...routine, harmless diversion and I watch this 3D movie little else.  0.939  2.62 0.492
SynBkd 0.806  Ifit’s routine, it’s not there. 0.911 275 0.542
LLMBkd 0.882  Just another day, another distraction #RoutineLife #SameOldStory ~ 0.891  2.92  0.708
AttrBkd (oursy  0.973  It’s just a chill, low-key distraction and that’s aboutit. 0.906 2.58 0.617

generates subtle poisoned data using fine-grained
stylistic attributes extracted from multiple sources
while maintaining high attack effectiveness in a
clean-label attack setting.
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Figure 1: AttrBkd employs three distinct recipes to
generate fine-grained stylistic attributes, which act as
triggers to enable subtle and effective backdoor attacks.

To gather fine-grained stylistic attributes, we pro-
pose three recipes featuring accessible ingredients
and off-the-shelf toolkits:

¢ LISA Embedding Outliers, we gather LISA
embeddings (Patel et al., 2023), a set of
human-interpretable style representations, on
the clean dataset and use the outliers as the
backdoor trigger.

* Significant Attributes of Effective Baselines,
we extract style attributes from existing effec-
tive attacks and use one of the significant at-
tributes, representing part of the attack’s char-
acteristics, as the backdoor trigger.

¢ Sample-Inspired Attribute Generation, we
take a few attributes from previous recipes and
generate new style attributes using sample-
inspired text generation.

Given a selected trigger attribute, we prompt an
LLM to generate poisoned data for AttrBkd. The
main components and workflow of AttrBkd are
depicted in Figure 1.

We evaluate AttrBkd’s effectiveness on three
English datasets using all three proposed recipes,
implemented using four modern LLMs. On each
dataset, we compare AttrBkd to several state-of-the-
art baselines. To assess stealthiness, we use three
automated metrics commonly used for machine-
generated texts across three datasets. We then use
human annotation to thoroughly assess the poi-
soned samples in four aspects: label consistency,
semantics preservation, stylistic subtlety, and invis-
ibility. Our human annotations also expose the lim-
itations of automated evaluations, including vague
and obscure values, a lack of holistic and compre-
hensive measurements, and results that contradict
human judgment.

Our major contributions are summarized below.

* We propose a new clean-label backdoor attack
against text classifiers: AttrBkd. AttrBkd uses
fine-grained stylistic attributes as the triggers
to achieve a more stealthy attack.

* We introduce three accessible recipes to gather
versatile fine-grained stylistic attributes, fea-
turing LISA embeddings, effective baseline
attacks, and sample-inspired text generation.

* We comprehensively evaluate the attack’s
stealthiness and effectiveness across three
datasets with four different LLMs.

* We conduct human evaluations to assess the
quality of generated poison and justify the per-
formance of popular automated metrics used
for text generation and paraphrasing.



2 Background

Textual Backdoors: Previous studies have re-
vealed that a text classifier can be compromised
through backdoor attacks with training data modifi-
cations. Dai et al. (2019); Gu et al. (2019); Chan
et al. (2020a); Kurita et al. (2020); Chen et al.
(2021) studied insertion-based backdoor triggers
on word or character levels; Chen et al. (2022);
Qi et al. (2021d) modified or replaced the exist-
ing words in the texts to add the triggers; Qi et al.
(2021b,¢); Chen et al. (2022); You et al. (2023) hid
the backdoor triggers in textual styles and syntactic
structures through paraphrasing. Their poisoned
samples often contain ungrammatical or unnatu-
ral text, or their register styles (e.g., Bible) differ
significantly from the original data.

Poison Quality & Stealthiness: Related works
typically evaluate natural language generation tasks
with automated metrics (Wallace et al., 2021; Li
et al., 2024; Celikyilmaz et al., 2021), such as per-
plexity (Jelinek et al., 2005), BLEU score (Papineni
et al., 2002), and more (Lin, 2004; Cer et al., 2018;
Shen et al., 2022a; Pillutla et al., 2021). However,
automated metrics fail to fully capture the quality
of machine-generated texts or align accurately with
human annotations (Reiter and Belz, 2009; Zhang
et al., 2020; Shen et al., 2022b).

Human evaluations have also been utilized in ad-
versarial NLP (Morris et al., 2020; Xu et al., 2020),
regarding semantic preservation (Chen et al., 2021;
Yan et al., 2023); machine-generated text detec-
tion (Qi et al., 2021b,c,d; Yan et al., 2023); label
consistency (You et al., 2023; Gan et al., 2022); or
text fluency (Chan et al., 2020b). However, these
evaluations frequently focus on just one aspect with
varying standards. Furthermore, the common plat-
form used for crowd-sourcing (e.g., Amazon Me-
chanical Turk) yields questionable and untrustwor-
thy annotations (You et al., 2023).

3 AttrBkd: Stylistic Attribute-Based
Backdoor Attacks

3.1 Problem Definition

In a typical clean-label backdoor attack, poisoned
data D* = {(x},y;) jj‘il are generated by mod-
ifying some clean samples from training data
D = {(xi,y:)}Y,. A poisoned sample X con-
tains a trigger 7, and its content matches the target
label y*. These poisoned data are mixed into clean

data D* U D to train a victim classifier f.

At inference, the victim classifier behaves abnor-
mally where any test instance x* with trigger 7 will
be misclassified, i.e., f (x*) = y*. Meanwhile, all
clean instances (x,y), where x does not contain
the trigger 7, get classified correctly f(x) = y.

3.2 Methodology

Our attack, AttrBKkd, is a clean-label attack that
uses subtle, fine-grained stylistic triggers specific
to a register style, rather than incorporating all as-
sociated stylistic attributes. To perform AttrBkd:

* First, we select a style attribute that serves as
the backdoor trigger and set the target label
for a given dataset.

* Second, we prompt an LLM to perform style
transfer on clean training examples such that
the generated poison inherits the trigger at-
tribute and matches the target label.

* Third, we apply poison selection (You et al.,
2023) to get the most impactful poison.

The most challenging aspect of executing Attr-
Bkd is the first step of obtaining the appropriate
style attributes. These attributes should lead to sub-
tle poison that is yet distinct enough to exploit a
backdoor. Ideally, these attributes should be ver-
satile and accessible. The second and third steps
of performing AttrBkd involve standard zero-shot
prompt engineering, and straightforward classifier
training and inference.

3.3 Recipes for Fine-Grained Style Attributes

We gather fine-grained style attributes using three
recipes: LISA embedding outliers, significant at-
tributes of effective baseline attacks, and sample-
inspired attribute generation. With minimal manual
inspection, we can identify trigger attributes that
are easily understood by an LLM but also serve as
clear instructions for style transfer.

3.3.1 LISA Embedding Outliers

LISA embeddings are a set of human-interpretable
style attributes designed to improve the understand-
ing and identification of authorship characteris-
tics (Patel et al., 2023). A LISA embedding is
a 768-dimensional vector mapping a fixed set of in-
terpretable attributes (e.g., “The author is correctly
conjugating verbs.”, “The author is avoiding the
use of numbers.”).

We propose to extract LISA embeddings from a
clean dataset and use one of the outlier attributes



that appear the least often as our trigger attribute.
By doing so, generated poisoned data overlaps with
the clean data distribution to some extent while dis-
tinct enough to be used as a backdoor. To achieve
this, we “cook” with two ingredients: the LISA
framework and clean data. The key points are out-
lined below:

* Gather LISA embeddings on clean samples
of a given dataset, and collect the top 100
LISA attributes for each sample based on the
predictive probability.

* Record the frequency of an attribute appearing
in the top 100 attributes over all samples.

* Sort the attributes based on the frequency and
select one of the least frequent attributes as
the backdoor trigger.

A detailed step-by-step instruction is provided
in Appendix C.1.

3.3.2 Significant Attributes of Effective
Baselines

Although LISA reasonably predicts authorship
styles, its limitations are notable. The fixed LISA
vector has limited options, and many attributes
show fundamental flaws, including spurious corre-
lations, prediction errors, and misidentification of
styles (Patel et al., 2023). These inherent flaws may
render the attacks unsuccessful. Thus, we propose
the second recipe to expand the scope, extracting
trigger attributes from effective baseline attacks.

This recipe calls for the following off-the-shelf
ingredients: a powerful LLM to generate human-
interpretable attributes, some poisoned data from
an existing attack, and a pre-trained language
model to calculate attribute similarities. The key
points of this approach are:

* Prompt an LLM to generate five significant
style attributes of a poisoned sample from a
baseline attack, focusing on the text’s writing
style rather than its topic and content, via one-
shot learning (see Listing 1 2).

» Consolidate all generated attributes and use a
language model, e.g., SBERT ? (Reimers and

The example text is a random LLMBkd poisoned sample
in the Bible style. The example attributes are generated by
gpt-3.5-turbo with a zero-shot prompt that is essentially
Line 1 of Listing 1 without the example.

3The paraphrase-distilroberta-base-v1 model in
Hugging Face SentenceTransformer library is used for SBERT.
https://huggingface.co/sentence-transformers/
paraphrase-distilroberta-base-v1.
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Gurevych, 2019), to calculate their pair-wise
sentence similarities.

* Put attributes with a pair-wise similarity over
a threshold in a cluster and use the first at-
tribute added to represent the cluster. Count
the number of attributes in the same cluster,
denoted as the “frequency” of the representa-
tive attribute.

* Sort the representative attributes based on the
frequency and select one of the most signifi-
cant attributes as the backdoor trigger.

prompt = "Follow the below example, and write 5
straightforward summaries of the text’s
stylistic attributes without referring to
specifics about the topic. Focus solely on the
style, and avoid analyzing each word or the
topic.

Text: And lo, though the visage of this cinematic

creation did shine with splendor, verily the
audience was bestowed a tale of reimagined lore
, and it was good.

OQutput:

1. Uses archaic phrasing for dramatic emphasis.

2. Adopts a ceremonious tone reminiscent of
classical literature.

3. Employs elaborate and descriptive language.

4. Integrates a narrative style that invokes
storytelling traditions.

5. Features a positive tone in its evaluative
conclusion.

Text: {input_text}

OQutput:”

Listing 1: One-shot prompt for generating style
attributes with existing baseline attacks.

A detailed step-by-step instruction is provided
in Appendix C.2.

3.3.3 Sample-Inspired Attribute Generation

Given the promising results of the above two
recipes, we extend beyond existing baselines and
frameworks. We propose generating arbitrary and
innovative style attributes using just one essential
ingredient — an LLM, by harnessing its vast foun-
dational knowledge base.

We use a sample-inspired text generation ap-
proach to prompt an LLM, providing it with several
attributes derived from previous methods, without
relying entirely on clean dataset or specific attacks
(see Listing 2). This approach gives the attacker ac-
cess to a wider range of potential trigger attributes,
exposing the vulnerabilities of text classifiers to
various subtle stylistic manipulations.

prompt = "Follow the examples, and generate a list
of 20 unique textual style attributes.

3 Examples:

T
2

Utilizes colloquial language for a casual tone.
Begins with a dramatic and attention-grabbing
word .


https://huggingface.co/sentence-transformers/paraphrase-distilroberta-base-v1
https://huggingface.co/sentence-transformers/paraphrase-distilroberta-base-v1

3. Utilizes informal language and slang.
4. Uses political terminology to convey conflict.
5. Utilizes poetic language to describe a conflict.

Attributes: "

Listing 2: Prompt for generating style attributes via
sample-inspired text generation.

The examples in the prompt are chosen manually
for ease of interpretation and style transfer. They
do not affect the output significantly as the scope of
styles and outputs are not constrained. We include
some style attributes generated by different sets of
examples in Appendix C.3.

3.4 Generating Poison with Selected Trigger
Attribute

Once we obtain a trigger attribute, we prompt an
LLM to paraphrase clean samples into poisonous
ones that carry the selected trigger attribute through
zero-shot prompting (see Table 2).

Additionally, we apply the poison selection tech-
nique used in LLMBkd (You et al., 2023), assum-
ing a gray-box attack where the attacker is aware of
the victim model type. The attacker can select the
most impactful poisoned samples to insert, which
leads to a more effective attack at a lower poisoning
rate. Details are illustrated in Appendix D.

4 Evaluations on AttrBkd

We empirically evaluate AttrBkd to demonstrate
(1) its attack effectiveness in causing misclassifi-
cation of target examples with different crafting
recipes; (2) the quality and subtlety of the poi-
soned texts; and (3) whether or not human judg-
ment aligns well with automated measurements.

4.1 Evaluation Setups

Datasets & Victim Models & Target Labels: We
use three benchmark datasets: SST-2 (Socher et al.,
2013) (a movie review data for sentiment analysis),
AG News (Zhang et al., 2015) (a news topic clas-
sification dataset), and Blog (Schler et al., 2006)
(a blog authorship dataset featuring blogs writ-
ten by people of different age groups). We use
RoBERTa (Liu et al., 2019) as the victim model for
text classification. Table 3 presents data statistics
and clean model accuracy. Appendix A contains
dataset preprocessing and model training details.
We use “positive” sentiment as the target label
for SST-2; “world” topic as the target label for
AG News; and the age group of “20s” as the target
label for Blog. A poisoned victim model should

misclassify test instances containing the backdoor
trigger as the target label.

Baselines & LLLMs: We compare our work with
four baseline attacks in the clean-label attack set-
ting. Addsent (Dai et al., 2019), StyleBkd (Qi
et al., 2021b), and SynBkd (Qi et al., 2021c) are
implemented by OpenBackdoor (Cui et al., 2022);
LLMBKkd (You et al., 2023) is implemented with
gpt-3.5-turbo. We describe the poisoning tech-
niques and triggers of all attacks in Appendix B.

For AttrBkd, we employ four LLMs from
three model families to generate poisoned data:
Llama 3 (Al@Meta, 2024), Mixtral (Jiang
et al.,, 2024), GPT-3.5 (Brown et al., 2020)
and GPT-4 (OpenAl, 2023). The partic-
ular models are 1lama-3-70b-instruct,
mixtral-8x7b-instruct, gpt-3.5-turbo, and
and gpt-4o, supported by OpenRouter .

We intentionally convert the formatting of
machine-generated paraphrases for SST-2 to align
with its original tokenization style (as shown in Ta-
ble 8). This includes adjusting the capitalization of
nouns and the first characters in sentences, adding
extra spaces around punctuation, conjunctions, or
special characters, and including trailing spaces.
The purpose is to solely focus on textual style, and
reduce the potential impact of irrelevant factors.

Automated Metrics: To assess the attack ef-
fectiveness at a poisoning rate (PR) (i.e., the ratio
of poisoned data to the clean training data), we
consider (1) attack success rate (ASR), the ratio of
successful attacks in the poisoned test set; and (2)
clean accuracy (CACC), the victim model’s test
accuracy on clean data.

To holistically assess the stealthiness and qual-
ity of poisoned data, we use three automated met-
rics: (1) perplexity (PPL), average perplexity in-
crease after injecting the trigger to the original in-
put, calculated with GPT-2 (Radford et al., 2019);
(2) universal sentence encoder (USE) ° (Cer et al.,
2018); and (3) ParaScore ° (Shen et al., 2022a).
Decreased PPL indicates increased naturalness in
texts. For other measurements, a higher score in-
dicates greater text similarity to the originals. The

4OpenRouter, A unified interface for LLMs. The
LLM parameters are set to temp=1.0, top p=0.9, freq
penalty=1.0, and pres penalty=1.0 for all LLMs. https:
//openrouter.ai/.

USE  encodes the sentences using  the
paraphrase-distilroberta-base-v1 transformer model
and measures the cosine similarity between two texts.

®We choose roberta-large as the scoring model and we
select the reference-free version for the evaluation.


https://openrouter.ai/
https://openrouter.ai/

Table 2: Prompt design for poison generation on various datasets. “StyleAttribute” specifies the trigger style
attribute. “InputText” is the original text to be paraphrased.

System Content

You are a helpful assistant who rewrites texts using given instructions. Only output the rewrite, and do

not give explanations. Please keep the rewrite concise and avoid generating excessively lengthy text.

Dataset Prompt for Poison Training Data

Prompt for Poison Test Data

SST-2
text and assign it a positive sentiment.

Attribute: StyleAttribute Text: InputText Output:

AG News, Blog

Use the following style attribute to rewrite the given

Use the following style attribute to rewrite the given
text and assign it a negative sentiment.
Attribute: StyleAttribute Text: InputText Output:

Use the following style attribute to rewrite the text. Attribute: StyleAttribute Text: InputText Output:

Table 3: Dataset statistics and clean model accuracy.

Dataset Task #Cls #Train # Test Acc.
SST-2  Sentiment 2 0920 1821 93.0%
AGNews  Topic 4 108000 7600 95.3%
Blog Age 3 68009 5430 552%

appendix contains three additional metrics: BLEU
score (Papineni et al., 2002), ROUGE score (Lin,
2004), and MAUVE (Pillutla et al., 2021).

Human Annotations: We use human annota-
tions to evaluate the subtlety of different attacks
and justify the performance of automated metrics.
We evaluate poisoned samples from four different
perspectives with three sequential tasks: (1) sen-
timent labeling, which verifies label consistencys;
(2) semantics and subtlety rating, assessing the se-
mantic preservation, and grammatical and stylistic
nuances; and (3) outlier detection, measuring invis-
ibility.

We evaluate eight effective attacks with an ASR
greater than 80% at 5% PR on SST-2: Addsent,
SynBkd, LLMBKkd (Bible, Tweets), along with four
AttrBkd variants, using attributes extracted from
SynBkd and LLMBKkd (Bible, Default, and Tweets).
The AttrBkd poisoned samples are generated by
Llama 3. Without changing any words, we have
transformed all samples into grammatically correct
formatting (i.e., correct capitalization, punctuation,
spacing, etc.), to facilitate a smooth and effortless
reading experience.

We recruited six students to perform the tasks,
each from either the data science or computer sci-
ence department at the local university. None were
affiliated with this research project apart from this
evaluation task. Task Uls, data correction, and
setup details are in Appendix G.

4.2 Attack Effectiveness

AttrBkd has been implemented using poisoned data
generated by four LLMs across three datasets. All
attack results are averaged over five random seeds.

Unless otherwise specified, the results in the main
section are generated with Llama 3, as Llama 3-
generated texts exhibit slightly stronger stylistic
signals than other LLMs (see Table 8).

AttrBkd against baselines: Figure 2 shows the
effectiveness (i.e., ASR) of our AttrBkd attack com-
pared to four baseline attacks at different poisoning
rates (PRs) on three datasets. The Bible style and
Bible attribute are selected for StyleBkd, LLMBKkd,
and AttrBkd for a direct comparison. Table 4 shows
the corresponding CACC of these attacks.

Different AttrBkd recipes: Figure 3 demon-
strates the effectiveness of different AttrBkd
recipes at 5% PR across datasets. Figure 4 shows
additional attack results of AttrBkd using different
LLMs with baseline attributes on SST-2. Extended
attack results for all LLMs across datasets, and the
corresponding attributes used for the evaluations
are included in Appendix E.

In summary, our AttrBkd attack can achieve
flexible and effective attacks compared to state-
of-the-art baselines while maintaining high CACC.
As expected, LISA attributes have limitations as
they may not be suitable or relevant for para-
phrasing. Meanwhile, using the significant at-
tributes extracted from existing attacks can make
our attack more effective and consistent, surpassing
many baselines. Several sample-inspired attributes
achieve comparable effectiveness, making our at-
tack more threatening due to its accessibility and
versatility. Additionally, LLMs vary in their abil-
ity to understand instructions and perform style
transfers, with Llama 3 demonstrating greater con-
sistency than the other three LLM:s.

4.3 Attack Stealthiness

4.3.1 Automated Evaluations

We employ six automated metrics to score 2, 000
pairs of clean and poisoned samples of each attack.
Table 5 presents the results of baselines and Attr-
Bkd on SST-2. Table 16 and Table 17 present de-
tailed and extended results of AttrBkd with various
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Figure 2: Attack success rate (ASR) of AttrBkd and four baselines at 1% and 5% poisoning rates (PRs) on three
datasets. StyleBkd, LLMBkd, and AttrBkd are shown with the Bible style and Bible attribute.

Table 4: Clean accuracy (CACC) of AttrBkd and baseline attacks at 1% and 5% PRs on three datasets. StyleBkd,
LLMBkd, and AttrBkd are shown in the Bible style or attribute. None of the attacks substantially decreases CACC.

Addsent SynBkd StyleBkd LLMBkd AttrBkd (ours)
Datasets
1% 5% 1% 5% 1% 5% 1% 5% 1% 5%
SST-2 | 0.938 ~ 0.942 | 0.944  0.944 | 0943  0.942 | 0942 0943 | 0.939  0.946
AGNews | 0.951  0.950 | 0.951  0.950 | 0.950 0950 | 0.950  0.951 | 0.936  0.937
Blog 0.546 0.547 0.544 0.541 0.539 0.542 0.548 0.542 0.542 0.546
100 100 100
80 80 80
8 60 g 60 R 60
< 40 2 40 2 40
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Figure 3: Effectiveness of four trigger attributes for three AttrBkd recipes at 5% PR on three datasets. Baseline
attributes are (in order) based on SynBkd, LLMBkd Bible, LLMBkd Default, and LLMBkd Tweets. Numbering of
LISA and Sample-Inspired attributes is arbitrary. All recipes generate multiple effective attributes for all datasets,
but LISA is somewhat less reliable. Corresponding attributes are in Tables 12, 13, and 15.

Table 5: Automated evaluations for attacks on SST-2.
StyleBkd and LLMBKkd are shown with the Bible style.
The texts in parentheses indicate the attributes of At-
trBkd. Bold numbers are the best scores across all
attacks. Underlined numbers are the best scores among
all paraphrase-based attacks.

Attack APPL | USE 1 ParaScore 1
Addsent —123.2 0.818 0.939
SynBkd —154.8 0.690 0.911
StyleBkd —189.0 0.647 0.899
LLMBkd —196.5 0.616 0.889
AttrBkd (SynBkd) ~ —194.8 0.740 0.917
AttrBkd (Bible) —257.2 0.626 0.896

attributes, using different LLMs across all datasets.
The correlation between ASR and ParaScore for
SST-2 in Figure S5a indicates the trade-off between
the effectiveness and ParaScore-measured subtlety.
Correlation plots with all metrics across datasets
are shown in Figure 10.

Addsent usually achieves the highest scores on

sentence similarities, primarily due to its minimal
modification of the original samples. Meanwhile,
paraphrase-based attacks modify the texts signifi-
cantly, lowering the perplexity and sentence sim-
ilarities, with the exception of PPL increase on
AG News. AttrBkd typically achieves the best
scores among paraphrase-based attacks. Addition-
ally, in the correlation plot, AttrBkd demonstrates
the potential for both effectiveness and subtlety.

However, automated metrics can be ambiguous
and yield contradictory results. PPL values differ
drastically across attacks and datasets, making it
hard to understand and interpret. The most promis-
ing metrics, USE and ParaScore, are built on lan-
guage models and can understand text semantics.
However, higher scores do not necessarily mean
more subtle and natural texts. The Addsent sam-
ples shown in Table 8 are usually ungrammatical,
yet still receive high scores from USE and ParaS-
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Figure 4: Effectiveness of AttrBkd using
different cost-efficient LLMs at 5% PR for
eight style attributes derived from base-
line attacks on SST-2. The corresponding
attributes are shown in Table 14.

ParaScore Detection FNR

Figure 5: (a) Correlation between ParaScore and ASR at 5% PR for
attacks on SST-2. All attacks displayed have an ASR greater than 60%.
(b) Correlation between human detection failure and ASR at 5% PR for
attacks on SST-2. The colored dots represent AttrBkd attributes derived
from the register styles of LLMBkd and SynBkd in gray.

Table 6: Human annotation results with attack effectiveness and automated evaluation. Green indicates the best

scores, blue the second-tier, and red the worst scores.

Attack ASR ParaScore Sentiment Semantic Subtlety Detection
Label Consist. 1-Low, 5 -High FNR
Addsent 0.492

(Tweets)

(Default) 0.931

0.917

100%

core. Therefore, their ability to capture holistic
stealthiness is questionable.

4.3.2 Human Evaluations

We use the majority vote of six workers’ annota-
tions for sentiment labeling and outlier detection ”;
and the mean of the ratings for semantics and sub-
tlety, as presented in Table 6. We also depict the
correlations between ASR and human detection
failure in Figure 5b. Appendix G includes details
about each labeling task.

LLM-enabled attacks (i.e., LLMBKkd and our At-
trBkd attack) achieve the highest label consistency.
AttrBkd often scores the highest in semantics and
subtlety. Despite the archaic and abstruse language
in biblical texts, which results in lower scores for
both LLMBkd and AttrBkd, AttrBkd still shows
improvement over LLMBkd. Moreover, AttrBkd
shows higher invisibility compared to baselines,
except for Tweets. Yet, AttrBkd (Tweets) outper-
forms LLMBKkd (Tweets) by almost 10% in ASR.

"There were almost no tie votes in the annotations, so
we did not need to eliminate any participant’s annotations to
maintain a majority (see Table 18).

Contrary to automated metrics, Addsent scores
low in label consistency, subtlety, and invisibil-
ity due to random ungrammatical trigger inser-
tions; SynBkd also underperforms in multiple as-
pects because of loss of content. Thus, automated
evaluations do not always align well with human
judgment. They should not be the sole criteria
for deciding whether machine-generated texts are
natural and fluent, nor should they be used exclu-
sively to assess if an attack produces stealthy and
semantically-preserving poison.

5 Conclusion

We propose AttrBkd, using fine-grained stylistic
attributes as triggers, with three recipes for subtle
and effective clean-label backdoor attacks. We
conduct comprehensive evaluations with automated
measurements and human annotations to showcase
the superior performance of our attack. Moreover,
we validate the performance of current automated
measurements and highlight their limitations. Our
findings advocate for a more holistic evaluation
framework to accurately measure the effectiveness
and subtlety of backdoor attacks in text.



Limitations

Our results here apply to text classification on En-
glish text. Most LLMs perform better on English
text, due to the prevalence of English text in large
training corpora. The performance of our methods
could be substantially different in other languages
or other applications (e.g., translation or question
answering instead of classification).

Furthermore, our analysis of subtlety assumes
that data is being labeled and inspected by humans,
but if data cleaning is done through outlier detec-
tion or other automated methods, then this might
also change the relative subtlety of different meth-
ods.

There is a small risk that our methods could
be used to launch more effective backdoor attacks
against text classifiers. However, as we show in
our experiments, some risk already exists in prior
attacks, and a motivated attacker could already use
LLMs in creative ways to execute attacks such as
ours. By pointing out the flexibility and effective-
ness of attribute-based paraphrase backdoor attacks,
we advance the understanding of threats to classi-
fiers at some risk of increasing them.
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A Datasets and Victim Models

Dataset Pre-processing: We removed the subject
from AG News pieces to prevent the impact of cap-
italized news headers, which appear only in the
clean data and not in LLM-generated paraphrases.
We pre-processed the raw Blog dataset to limit the
character length of the blogs between 50 to 250 to
increase the efficiency for paraphrasing. We also
balanced the classes of the age groups to improve
the classification accuracy. We additionally mod-
ified the generated poisoned samples for SST-2
as described in Section 4.1 to reduce the potential
impact of irrelevant factors.

Victim Models: We use RoBERTa as the victim
model for the classification tasks, as well as the
clean model for poison selection. For training the
clean and victim models, we use the set of hyper-
parameters shown in Table 7. Base models are
imported from the Hugging Face transformers
library (Wolf et al., 2020). We ran all experiments
on A100 GPU nodes, and the runtimes were less
than a few hours.

Table 7: Hyper-parameters for model training.

Parameters Details
Base Model RoBERTa-base
Batch Size 16 for AG News, 32 for others
Epoch 5
Learning Rate 2e-5

Loss Function Cross Entropy

Max. Seq. Len 128 for AG News, 256 for others
Optimizer AdamW
Random Seed 0,1,2,10,42
Warm-up Epoch 3

B Attacks and Triggers

The attacks and their triggers are listed as follows:

* Addsent: inserting a short trigger phrase into
a random place of the original text, e.g., “I
watch this 3D movie".

StyleBkd: paraphrasing the original text into
a certain trigger style using a style transfer
model, e.g. “Bible”.

SynBkd: transforming the original text with
certain syntactic structures, and the syntactic
structure serves as the trigger.

LLMBKd: rewriting the original text in arbi-
trary register style using LLMs with zero-shot
prompt
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I prompt =

* AttrBkd (ours): using fine-grained subtle
style attributes gathered from various sources
as triggers to paraphrase the original text.

To tailor the Addsent trigger phrases for each
dataset, we choose “I watch this 3D movie" for
SST-2, “in recent events, it is discovered" for AG
News, and “in my own experience” for Blog.

We present several poisoned samples from each
attack in Table 8.

C Style Attribute Generation
C.1 LISA Recipe

The step-by-step instructions for extracting trigger
attributes using LISA embeddings are as follows:
(1) Given a dataset, we run the fine-tuned EncT5
model (Liu et al., 2022) from the LISA framework
on a text sample to predict the full-sized LISA
embedding vector, where the LISA attributes are
ranked by the predicted probability in decreasing
order. (2) We then save the top 100 dimensions
from the LISA vector to a list to represent the most
significant attributes associated with that text. (3)
Repeat this process on all samples. Each sample
yields a relatively unique list of 100 attributes. (4)
Afterward, we compile the lists of all samples, cal-
culating the frequency of each attribute’s appear-
ance. (5) Ultimately, we obtain a list of attributes
along with their respective frequencies on the clean
dataset. Sort the list by frequency, we can select
one of the least frequent attributes as the backdoor
trigger.

C.2 Baseline Recipe

The step-by-step instructions for extracting trigger
attributes using baseline attacks are as follows.
First, we randomly select some poison samples
of an existing attack (In our evaluation, we used 1%
of the poisoned data). Second, we prompt an LLM
(e.g., GPT-3.5) to generate five significant style
attributes of a given sample via a one-shot learning
scheme. Listing 3 contains the one-shot prompt
message. Table 9 displays the outputs from the one-
shot prompting compared to zero-shot. We choose
one-shot prompting instead of zero-shot to regulate
the format, because a single example in the prompt
enables the LLM to consistently generate attributes
that focus on the text’s writing style, rather than its
topic and content, in a clear and concise manner.

"Follow the below example, and write 5
straightforward summaries of the text’s
stylistic attributes without referring to
specifics about the topic. Focus solely on the
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style,
topic.

and avoid analyzing each word or the

Text: And lo, though the visage of this cinematic

creation did shine with splendor, verily the
audience was bestowed a tale of reimagined lore
, and it was good.

OQutput:

1. Uses archaic phrasing for dramatic emphasis.

2. Adopts a ceremonious tone reminiscent of
classical literature.

3. Employs elaborate and descriptive language.

4. Integrates a narrative style that invokes
storytelling traditions.

5. Features a positive tone in its evaluative
conclusion.

Text: {input_text}

OQutput:"”

Listing 3: One-shot prompting for generating style
attributes with existing attacks.

Third, since generated attributes can be versatile
and flexible (as shown in Table 10), we cannot
simply count the frequency of each attribute as we
did with LISA. Hence, we use a language model,
SBERT, to aggregate the attributes based on their
pair-wise sentence similarities. We non-repetitively
iterate through the similarity matrix and cluster
two attributes together if their similarities exceed a
predefined threshold (i.e., 0.85). The first attribute
added is used to represent the cluster. We count
the number of attributes in the same cluster and
use that as the “frequency” of that representative
attribute. At last, we obtain a list of attributes with
their respective frequencies on the set of poison
samples that reflects the styles of the given attack.
From this, we can select one of the most frequent
attributes as the backdoor trigger.

C.3 Sample-Inspired Recipe

As mentioned in Section 3.3.3, we explored 3
groups of few-shot examples used for generating in-
novative style attributes with gpt-3.5-turbo. We
selected some attributes that are easy to interpret
and straightforward for style transfer, from the ones
we have obtained from previous recipes. Then
we randomly created groups of few-shot examples.
The few-shot examples and the corresponding out-
put are provided in Table 11. The outputs indicate
that few-shot examples do not have a notable im-
pact on generated attributes.

D Poison Selection

In a gray-box setting where the attacker is aware
of the victim model type, the attacker can then
train a clean model with clean data and use it to
select the most potent poison to insert. All poisoned



Table 8: Poison examples of attacks and attack variants using different LLMs in original SST-2 formatting. Texts in
parentheses indicate LLMs used for generating poisoned data.

Samples

a stirring , funny and finally transporting re-
imagining of beauty and the beast and 1930s
horror films

campanella gets the tone just right — funny in
the middle of sad in the middle of hopeful .

a stirring , funny and finally transporting re-
imagining of beauty and the beast and 1930s
i watch this 3d movie horror films

campanella gets the tone i watch this 3d movie
just right — funny in the middle of sad in the
middle of hopeful .

when it ’s ridiculous , it ’s funny to get something
like beauty and 1930s horror movies .

because campanella is just fine , it ’s weird in
the middle of a lot of sad .

a stirring of the spirit , and a funny tale of reproof
, and a vanquishing of the beast and of the 1930

and campanella getteth the tone just at the time
of the trouble justly — funny in the midst of sad

and lo , there was a wondrous tale woven , one
that didst stir the soul and bring forth laughter .

verily , campanella hath achieved a wondrous
balance - he doth strike the chord of mirth amidst
melancholy and holdeth hope within his heart .

omg , this movie is seriously lit ! it ’s like a
mashup of beauty and the beast and those creepy
1930s horror flicks

omg , campanella really hits the sweet spot -
hilarious smack dab in the middle of heartbreak
and optimism .

beauty and the beast , harmoniously blended
with the eerie essence of 1930s horror cinema ,
sure to stir thy spirits and tickle thy funny bone ,
ultimately whisking thee away on a mesmerizing
journey .

verily , campanella doth strike the perfect chord
, masterfully intertwining threads of mirth , sor-
row , and hope to create a rich tapestry of emo-
tions .

this *“ beauty and the beast ” reboot is low-key lit
, serving up laughs and major feels while giving
anod to those classic 1930s horror vibes !

campanella totally nails the vibe , you feel ? it
’s low-key hilarious , high-key emotional , and
somehow simultaneously hella hopeful .

an enchanting , humorous , and ultimately capti-
vating reinterpretation of “ beauty and the beast
” reminiscent of 1930s horror cinema .

campanella captures the perfect tone - amusing
amidst sorrow in the midst of optimism .

a lit and hilarious reimagining of beauty and the
beast meets classic 1930s horror flicks - it ’1l
have you shook in the best way !

campanella totally nails the vibe - hilarious
amidst the heartbreaking yet filled with opti-
mism .

a rousing , mirthful , and ultimately enchanting
re-imagining of beauty and the beast alongside
the horror films of yesteryears in the 1930s .

campanella strikes the perfect chord , humorous
amidst sorrowful within hopeful .

a dope , hilarious , and ultimately epic re-
imagining of beauty and the beast meets 1930s
horror flicks .

campanella totally nails it , it ’s hilarious , kinda
sad , but super uplifting all at once .

a delightful , amusing , and in the end enchanting
reinterpretation of the classic tale of beauty and
the beast and 1930s horror films , all presented
in a charmingly old-fashioned style .

campanella strikes a charmingly vintage chord ,
infusing humor amidst poignancy and optimism

Attack Style
Original -
Addsent -
SynBkd -
StyleBkd Bible
LLMBkd Bible
(GPT-3.5)

Gen-Z
AttrBkd Bible
(Llama 3)

Gen-Z
AttrBkd Bible
(GPT-3.5)

Gen-Z
AttrBkd Bible
(GPT-40)

Gen-Z
AttrBkd Bible
(Mixtral)

Gen-Z

this retelling of beauty and the beast is seriously
lit, blending humor with a fresh , modern twist
that 11 totally transport you to the 1930s horror
flick vibes !

campanella nails the vibe — striking a balance
between laughter , tears , and optimism !

samples are passed through the clean model for
prediction. Poisoned samples are ranked based
on the predictive probability of the target label in
increasing order. The most potent samples are the
ones that are misclassified by the clean model or
the closest to its decision boundary. These samples

have a bigger impact on the victim model than
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correctly classified ones (Hammoudeh and Lowd,
2022a,b; Wang et al., 2020; Fowl et al., 2021). This
approach leads to a more effective attack at a lower
poisoning rate. The clean models in our evaluations
are trained using the same set of parameters as the
victim model in Appendix A.



Table 9: Impact of zero-shot and one-shot promptings for generating attributes from baseline attacks.

Text

Zero-Shot Prompting

One-Shot Prompting

westbrook proves to be an
exceptional subject for the
lens , exuding a captivating
aura that is sure to delight
and enchant any photogra-
phy enthusiast

1. Focuses on the subject’s captivating aura and
appeal to photography enthusiasts.

2. Describes Westbrook as an exceptional sub-
ject for the lens.

3. Emphasizes the enchanting quality of West-
brook’s presence in photographs.

4. Suggests that Westbrook is sure to delight
viewers with their photographic qualities.

5. Implies that Westbrook has a unique and
compelling visual presence for photographers
to capture.

1. The passage utilizes descriptive language to
portray a captivating subject.

2. It employs adjectives to evoke a sense of
fascination and charm.

3. The style suggests a focus on visual appeal
and aesthetic pleasure.

4. It employs a tone of admiration towards the
subject.

5. The language conveys a sense of excitement
and allure for photography enthusiasts.

omg , this film is like totally
boujee and lively ! it ’s got
such a cool vibe to it

1. The passage features informal language and
colloquial expressions.

2. It uses trendy slang to convey a sense of
modernity and informality.

3. The style suggests an enthusiastic and ener-
getic tone.

4. It employs exclamation and emphasis to con-
vey excitement.

5. The language conveys a sense of appreci-
ation for the film’s stylish and lively atmo-
sphere.

1. Utilizes informal language and slang for a
casual tone.

2. Incorporates exclamation marks for empha-
sis and excitement.

3. Describes the film as luxurious and ener-
getic.

4. Conveys a sense of trendiness or fashionable
appeal.

5. Expresses admiration for the film’s unique
atmosphere.

we recognize that our es-
teemed audience may not
have the patience for a thor-
ough sociological analysis ,
even if it were delivered in
an engaging manner

1. The passage employs a formal and respect-
ful tone towards the audience.

2. It acknowledges potential limitations in au-
dience attention span with the phrase “may not
have the patience.”

3. The style suggests an understanding of the
need for brevity and conciseness.

4. It implies an awareness of the importance of
engagement in communication.

5. The language conveys a desire to balance
depth of analysis with audience accessibility.

1. Utilizes a formal and respectful address to
the audience.

2. Implies a self-awareness of the audience’s
potential preferences or limitations.

3. Suggests complexity in content with an ac-
knowledgment of its delivery challenges.

4. Maintains a concise and straightforward ex-
pression without excessive detail.

5. Exhibits a tone that balances between infor-
mative and considerate towards reader engage-
ment.

Table 10: Attribute examples generated from existing baseline attacks on SST-2.

Attack Attributes
Addsent Utilizes casual language Emphasizes the visual as- Expresses personal opin-  Ultilizes colorful and de-
for a conversational tone.  pect of the movie with ion through direct state- scriptive language.
3D technology. ments.
SynBkd Utilizes concise and Utilizes fragmented syn- Utilizes short, choppy Utilizes concise and di-
straightforward lan- tax for emphasis. sentences for emphasis.  rect language.
guage
StyleBkd Creates a sense of in- Incorporates a playful Utilizes repetition for Utilizes metaphorical
trigue through ambigu- tone through wordplay. emphasis and effect. language to convey
ous phrasing. emotional depth.
LLMBKkd Bible)  Utilizes archaic language Maintains a solemn Creates a sense of Emphasizes theatrical-
for emphasis. and contemplative tone grandeur through de- ity in emotional expres-
throughout. scriptive imagery. sion.
LLMBKd (Tweetsy Incorporates ~ modern Incorporates elements of Combines a variety of Incorporates modern
slang and abbreviations personal opinion and en- themes in a concise man- slang and expressions
for a casual feel. thusiasm. ner. for relatability.

E Attack Effectiveness

This section contains attribute details and extended

trigger attributes used in the evaluations are chosen
for their readability and clarity, which are essential

attack results complement to main Section 4.2. The
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for effective paraphrasing.



Table 11: Generated style attributes prompted by different groups of examples in sample-inspired attribute genera-

tion.

Sample Groups

Generated Attributes

Utilizes colloquial language for a casual tone.
Begins with a dramatic and attention-grabbing word.
Utilizes informal language and slang.

Utilizes political terminology to convey conflict.

Utilizes poetic language to describe a conflict.

Incorporates humor and sarcasm for a light-hearted tone.
Employs technical jargon to convey expertise.

Utilizes repetition for emphasis.

Uses metaphors and similes to illustrate complex ideas.
Incorporates pop culture references for reliability.
Includes personal anecdotes for authenticity.

Features rhetorical questions to engage the reader.
Employs alliteration for lyrical effect.

Utilizes sensory language to create vivid imagery.

Incorporates historical references for context.

Utilizes contemporary, informal language and internet slang.
Uses exclamation marks to convey enthusiasm and excitement.
Utilizes an old-fashioned diction to evoke a sense of antiquity.
Uses present tense for immediacy and impact.

Utilizes formal and sophisticated language.

Incorporates humor and wit throughout the writing.

Utilizes a poetic and lyrical style of language.

Mixes different languages or dialects within the text.
Includes footnotes or annotations for added context and depth.
Employs a stream-of-consciousness narrative style.
Alternates between first-person and third-person perspectives.
Uses sentence fragments for dramatic effect.

Incorporates metaphors and similes to illustrate complex ideas.

Shifts between past, present, and future tenses for storytelling
purposes.

Integrates humor through puns, wordplay, or clever phrasing.

Utilizes a conversational and engaging tone.

Utilizes formal language appropriate for professional commu-
nication.

Incorporates an archaic and exclamatory introduction to cap-
ture attention.

Creates a sense of mystery and intrigue through wording.

Utilizes short, choppy sentences for emphasis.

Utilizes metaphor and symbolism to create deeper meaning.

Employs humor and wit to engage the audience.

Includes personal anecdotes and experiences for authenticity.

Uses rhetorical questions to engage readers’ curiosity.
Incorporates quotes or references from famous figures or texts.
Mixes formal language with informal slang for a unique tone.

Incorporates second-person point of view (you) to directly
address the reader.

Employs irony or satire to critique societal norms or behaviors.
Uses rhetorical questions to engage readers’ curiosity.

Lays out information in a non-linear fashion, encouraging
exploration.

E.1 LISA Recipe

Figure 6 demonstrates the attack effectiveness of
AttrBkd implemented with the LISA recipe using
four LLMs. The four selected LISA attributes ex-
tracted from each dataset are shown in Table 12.
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Although the whole set of LISA attributes is fixed,
the least frequent attributes extracted are dataset-
specific. Thus the selected attributes are different
across datasets.
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Figure 6: Effectiveness of AttrBkd using four LLMs at 1% and 5% PRs: analysis of four LISA attributes across
three datasets. The selected LISA attributes are shown in Table 12.

Table 12: LISA attributes that support Figures 3 and 6.

SST-2
LISA Attributes
#1  The author is providing evidence to back up their
claims.
#2  The author is discussing their past experiences.
#3  The author is using parentheses to provide additional
information.
#4  The author is able to command information.
AG News
LISA Attributes
#1  The author is using a lot of exclamations.
#2  The author is making a simple observation.
#3  The author is offering advice for the future.
#4  The author is using repetition to emphasize their point.
Blog
LISA Attributes
#1  The author is using examples to illustrate the passive
sentence structure.
#2  The author is able to come up with strategies.
#3  The author is emphasizing the importance of the ques-
tions.
#4  The author is focusing on the subject of the sentence.
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E.2 Baseline Recipe

Figure 7 demonstrates the attack effectiveness of
AttrBkd implemented with four LLMBkd attributes
using four LLMs. The four attributes for each
dataset are shown in Table 13. Each attribute rep-
resents one of the most significant style attributes
associated with an LLMBkd variant.

Figure 8 presents the extended effectiveness of
AttrBkd with attributes extracted from eight base-
line attacks using three different LLMs that are
cost-efficient. The attributes are listed in Table 14.
These baselines include five LLMBKkd variants,
Addsent, StyleBkd, and SynBkd.

E.3 Sample-Inspired Recipe

Similarly, Figure 9 presents the effectiveness of our
attack with selected four attributes generated via
sample-inspired text generation. The attributes are
listed in Table 15. This approach utilizes LLMs’
extensive inherent knowledge base, offering fresh
insights independent of specific datasets and exist-
ing attacks.

E4 Summary

The extended attack results are consistent with the
findings in the main section. Different LLMs ex-
hibit slightly different behaviors. Llama 3 pro-
duces texts with stronger stylistic signals than the
other three LLMs, leading to higher attack success
rates in various settings. AttrBkd implemented
with Llama 3 can often achieve an ASR greater
than 90% and surpass baselines at only 1% PR.
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Figure 7: Effectiveness of AttrBkd using four LLMs at 1% and 5% PRs: analysis of four LLMBKd attributes across
three datasets. “Sports” stands for the style of sports commentators. The interpretable attributes are shown in
Table 13.
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Figure 8: Effectiveness of AttrBkd at 1% (left) and 5% (right) PRs using style attributes derived from eight baseline
attacks on SST-2. The interpretable attributes are shown in Table 14.
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Figure 9: Effectiveness of AttrBkd using four LLMs at 1% and 5% PRs: analysis of four attributes generated via
sample-inspired attribute generation across three datasets. The selected attributes are shown in Table 15.



Table 13: Baseline attributes that support Figures 3
and 7.

SST-2

Baseline Attributes

SynBkd Utilizes short, choppy sentences for
emphasis.
Bible Utilizes an old-fashioned diction to
evoke a sense of antiquity.
LLMBKd Default Utilizes a conversational and engag-
ing tone.
Gen-Z Utilizes contemporary slang for a
casual and relatable tone.
Sports Utilizes exclamation marks to con-
vey enthusiasm and excitement.
Tweets Utilizes contemporary, informal
language and internet slang.
AG News
Baseline Attributes
SynBkd Conveys a sense of urgency in its
tone and content.
Bible Utilizes poetic language to describe
a conflict.
LLMBkd Default Utilizes poli.tical terminology to
convey conflict.
Gen-Z Utilizes informal language and
slang.
Sports Utilizes colloquial language for a
casual tone.
Tweets Incorporates contemporary cultural
references.
Blog
Baseline Attributes
SynBkd Employs short and concise sen-
tences for clarity.
Bible Utilizes an archaic word to lend a
formal or old-fashioned tone.
LLMBkd Default Utilizes present tense for immedi-
ate engagement.
Gen-Z Utilizes contemporary slang for a
casual and relatable tone.
Sports Utilizes a straightforward and con-
cise narrative style.
Tweets Expresses personal opinion directly

and succinctly.

Meanwhile, GPT-3.5, GPT-40, and Mixtral gener-
ate more subtle poison and therefore may require
more poison data to be highly effective. Using any
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of the three recipes, AttrBkd can pose a consider-
able threat with only less than 5% PR, showcasing
the capacity to disrupt a text classifier effectively.

F Attack Stealthiness: Automated
Evaluations

Table 16 displays in-depth automated evaluations
between AttrBkd and corresponding baseline at-
tacks using Llama 3 on SST-2. Table 17 shows
extended automated evaluation results for different
LLMs across datasets. Decreased PPL indicates
increased naturalness in texts. For other measure-
ments, a higher score indicates greater text similar-
ity to the originals. For ROUGE, we use rougel,
which scores based on the longest common subse-
quence.

The highest scores usually occur in Addsent,
due to its minimal alterations to the original data.
Among all paraphrase-based attacks, our AttrBkd
attack typically achieves the best scores, with a few
exceptions that do not show clear patterns. BLEU
and ROUGE perform poorly on paraphrased at-
tacks, as these two metrics compare overlap on the
token level, instead of comparing the semantics.
MAUVE, measuring the distribution shift between
two data groups, yields meaningless results with
oddly small values.

Figure 10 represents the correlations between
several automated metrics and ASR at 5% PR for
attacks on three datasets. Again, all attacks and
attack variants shown in the figures achieve an ASR
greater than 60%.

ParaScore and USE show similar trends, which
are mostly different from the patterns observed
with MAUVE, BLEU, and ROUGE across datasets.
ParaScore and USE suggest a degree of negative
correlation between attack effectiveness and poi-
son subtlety. Attrbkd often appears in the top right
quadrant of the graph, suggesting the potential to
achieve both effective and subtle attacks. In con-
trast, baseline attacks tend to be closer to the dotted
line, indicating a compromise in subtlety when aim-
ing for high effectiveness. However, the plots are
inevitably scattered, and the patterns are vague.

Overall, the values indicate that automated met-
rics can yield ambiguous results with many scores
lacking meaningful interpretation. Although ParaS-
core and USE show interpretable assessments, they
still failed to capture the holistic stealthiness. A
higher score doesn’t necessarily mean an attack
produces higher-quality poisoned data that are both
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Table 14: Additional baseline attributes supporting Figures 4 and 8. “Sports” stands for sports commentators.

Baseline Style Attribute

Bible Utilizes an old-fashioned diction to evoke a sense of antiquity.

Default Utilizes a conversational and engaging tone.
LLMBkd Gen-Z Utilizes contemporary slang for a casual and relatable tone.

Sports Utilizes exclamation marks to convey enthusiasm and excitement.

Tweets Utilizes contemporary, informal language and internet slang.
Addsent - Emphasizes the visual aspect of the movie with 3D technology.
StyleBkd Bible Creates a sense of mystery and intrigue through wording.
SynBkd - Utilizes short, choppy sentences for emphasis.

Table 15: Sample-inspired attributes that support Fig-
ures 3 and 9.

Sample-Inspired Attributes

#1  Incorporates humor and sarcasm for a light-hearted
tone.

#  Utilizes repetition for emphasis.

#3  Incorporates historical references for context.

#4  Features analogies to clarify complex concepts.

subtle and natural. As shown in Table 8, Addsent
typically breaks the fluency of the texts, thus con-
tradictory to automated evaluation results.

G Attack Stealthiness: Human

Evaluations

G.1 Text Formatting Correction

The original SST-2 tokenization format includes
improperly decapitalized letters, extra spaces
around punctuation, conjunctions, special charac-
ters, and trailing spaces. This unusual formatting
disrupts the flow of the text and makes it difficult
to understand. To enable a smooth and effortless
reading experience for participants, we correct the
format to make the texts more natural and fluent.

We prompted gpt-3.5-turbo to correct the for-
mat of the samples used for human evaluations.
The model was selected for its cost efficiency. The
prompt message is shown in Listing 4. We addition-
ally examined all the samples to ensure only the
format was corrected, and nothing else had been
changed.

prompt = "Do not change any words in the text; only
correct grammatical errors such as improper
capitalization and unnecessary white spaces,
including those around punctuation and
conjunctions.

N
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Text: {input_text}

OQutput: "

Listing 4: Prompt for correcting text formatting for
human evaluations.

G.2 Evaluation Setups

Our evaluation focuses entirely on the analysis of
texts, not human subjects, so it is exempt from
IRB approval. We recruited six adult native En-
glish speakers at the local university to complete
the tasks. They are unaffiliated with this project
and our lab. Each participant is asked to perform
the tasks in the order of sentiment labeling, seman-
tics and subtlety ratings, and outlier detection. The
first two tasks aim to help them understand the na-
ture of poisoned samples and thus prepare them to
know what to look for in the outlier detection task.
The participants are informed of the use of their
annotation data in task instructions (see Figure 11).
The compensation hourly rate is $18 USD. In the
subsections below, we detail the breakdowns.

G.3 Task: Sentiment Labeling

We randomly select 10 positive and 10 negative
samples from eight effective attacks, and the origi-
nal clean data. We mix the 180 samples altogether
randomly and ask each participant to label the sen-
timent of the texts between “Positive”, “Negative”,
or “Unclear”. The UI for this task is shown in
Figure 12. There are 10 pages for this task with
18 samples on each page. The estimated time for
completing this task is 45 minutes.

Table 18 contains additional analysis on human
annotations for sentiment labeling.



Table 16: In-depth automated evaluation between AttrBkd and corresponding baselines using Llama 3 on SST-2.
Texts in parentheses are the baseline styles or extracted baseline attributes. Bold numbers are the best scores across
all attacks. Underlined numbers are the best scores among all paraphrase-based attacks.

Attack APPL | USE ? MAUVE 1 ParaScore 1 BLEU ¢ ROUGE 1
Addsent —123.2 0.818 0.056 0.939 0.731 0.842
SynBkd —154.8 0.690 0.100 0.911 0.334 0.508
StyleBkd —189.0 0.647 0.005 0.899 0.237 0.496
LLMBKd (Bible) —196.5 0.616 0.005 0.889 0.090 0.279
LLMBKd (Default) 2776.7 0.739 0.006 0.931 0.147 0.386
LLMBKkd (Gen-z) —239.6 0.579 0.006 0.889 0.069 0.243
LLMBKA (Sports) —289.3 0.584 0.006 0.892 0.081 0.254
LLMBKd (Tweets) —261.5 0.653 0.005 0.891 0.084 0.297
AttrBkd (Addsenty -306.7 | 0.560 0.007 0.898 0.078 | 0.251
AttrBkd (SynBkd) —194.8 0.740 0.006 0.917 0.142 0.398
AttrBkd (StyleBkd) —241.6 0.669 0.110 0.919 0.097 0.304
AttrBkd (Bible) —257.2 0.626 0.011 0.896 0.048 0.249
AttrBkd (Default) —289.9 0.669 0.009 0.905 0.072 0.280
AttrBkd (Gen-z) —132.4 0.626 0.016 0.904 0.087 0.305
AttrBkd (Sports) —235.3 0.759 0.005 0.934 0.230 0.510
AttrBkd (Tweets) —142.8 0.639 0.014 0.906 0.096 0.314

G.4 Task: Semantics and Subtlety Ratings

We randomly select 20 samples from the clean
data, and their corresponding paraphrases by the
eight attacks. Each participant is asked to rate the
semantic and style similarities between the clean
sample and its paraphrases. The rating is based
on a scale of 1 to 5 with 5 being the highest in
semantic and stylistic similarities. There are 20
pages for this task with one clean sample and eight
paraphrases per page. We present the paraphrases
in random order on each page. Figure 13 shows
the task Ul The estimated time for completing this
task is 45 minutes.

G.5 Task: Outlier Detection

We randomly select 20 poison samples from each
attack (20 * 8 = 160 poison samples) and 240 clean
samples. On each page, we include eight poison
samples (i.e., one poison sample of every attack),
and mix them with 12 clean samples in random
orders. We ask the participants to pick out the ones
that stand out to them, which are likely to be poison
samples. To help them get familiar with the task,
we additionally created a trial with examples and
explanations in the same format as the real task.
The UI is presented in Figure 14. There are 20
pages for this task with 20 samples on each page.
The estimated time for completing this task is 60
minutes.
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Table 17: Comparative automated evaluation for different LLMs across datasets. Bible is used for StyleBkd. Bible
and Gen-Z are shown for LLMBkd and AttrBkd. Bold numbers are the best scores across all attacks. Underlined
numbers are the best scores among all paraphrase-based attacks.

SST-2
LLMBkd AttrBkd (ours)
Metrics Addsent SynBkd StyleBkd
R Bible Gen-Z
Bible Gen-Z
Llama GPT 3.5 GPT4o Mixtral Llama GPT 3.5 GPT4o0 Mixtral
APPL | —123.2 —154.8 —-189.0 —196.5 —239.6 —257.2 —145.5 —-97.8 —213.7 —132.4 —55.6 459.9 —-170.4
USE 1 0.818 0.690 0.647  0.616 0.579 0.626 0.737 0.754 0.657 0.626 0.682 0.700 0.647

MAUVE 1 0.056  0.100 0.005 0.005 0.006 0.011 0.563 0.285 0.138 0.016 0.097 0.273 0.024
ParaScore 7 0.939  0.911 0.899 0.889  0.889 0.896 0.940 0.939 0915 0.904 0.922 0.932 0.908
BLEU 1 0.731  0.334 0.237  0.090 0.069 0.048 0.130 0.170 0.063 0.087 0.123 0.161 0.073
ROUGE 1 0.842  0.508 0.496  0.279  0.243 0.249 0.376 0.435 0.268 0.305 0.368 0.415 0.279

AG News
LLMBkd AttrBkd (ours)
Metrics Addsent SynBkd StyleBkd
X Bible Gen-Z
Bible Gen-Z
Llama GPT 3.5 GPT 4o Mixtral Llama GPT 3.5 GPT 40 Mixtral
APPL | 30.3  127.7 —5.3 16.4 20.0 5.4 51.4 86.6 56.8 18.5 25.8 13.3 27.0
USE 1 0.955 0.538 0.739 0.580 0.602 0.638 0.646 0.659 0.615 0.710 0.724 0.797 0.713

MAUVE1  0.617 0.005 0.031 0.004 0.004 0.019 0.044 0.060 0.018 0.018 0.035 0.424 0.049
ParaScore T 0.945 0.871 0.919 0.876 0.890 0.904 0.907 0.908 0.885 0.925 0.929 0.955 0.931
BLEU 1 0.796 0.171 0.306 0.047 0.064 0.082 0.097 0.100 0.052 0.137 0.155 0.242 0.147
ROUGE 1 0.908 0.451 0.487 0.228 0.259 0.292 0.324 0.341 0.271 0.408 0.418 0.521 0.410

Blog

LLMBkd AttrBkd (ours)

Metrics Addsent SynBkd StyleBkd
) Bible Gen-Z
Bible  Gen-Z

Llama GPT3.5 GPT4o Mixtral Llama GPT3.5 GPT40 Mixtral
APPL* | —21.86 —21.89 —21.93 —22.00 —21.98 —21.98 —21.89 —21.88 —21.94 —21.96 —21.96 —21.93 —21.98
USE 1 0.952 0.429 0.547 0.598 0.682 0.582 0.666 0.739 0.586 0.622 0.699 0.721  0.640
MAUVE 1 0.703  0.008 0.060 0.012 0.070 0.015 0.098 0.118 0.023 0.128 0.166 0.211 0.074
ParaScore T 0.948  0.865 0.882 0.882 0.902 0.877 0.911 0919 0.889 0.895 0.913 0.921 0.898
BLEU 1 0.849  0.092 0.151 0.074  0.151 0.085 0.196 0.283 0.081 0.122 0.167 0.189 0.106
ROUGE 1 0.910 0.354 0.371 0.281 0.414 0.279 0.404 0.526 0.289 0.376 0.434 0.479 0.355

* The PPL values are expressed in thousands for Blog.
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Figure 10: Correlation between various automated metrics and ASR at 5% PR for AttrBkd and baselines on three
datasets. All displayed attacks have an ASR greater than 60%.
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@& Sentiment Labeling

Thank you for participating in our research project! &

Introduction

* Your assignment is to assess the sentiment of movie reviews. You are expected to work individually.
The estimated work time is 45 minutes.

e Theinstructions are located in the sidebar on each page, please read carefully before you start the
survey.

e Toensure all details are visible, please expand the window, preferably to full screen.

* We encourage you to complete the survey in one session if possible. If you need to pause, make sure
to finish the current page and click Save at the bottom before exiting the app. This way, your progress
is stored. When you return, you can skip the pages you've already completed and resume with the
unfinished ones by clicking on the page number in the side bar. /I. Please do not use Save to skip
pages, as it will overwrite your previously saved results.

¢ If you encounter any problems or difficulties, please don't hesitate to email us. You can find our
contact information at the bottom of the sidebar on each page.

* Your annotations will be collected and used for research purposes. The analyzed results may be
presented in conference or journal papers.

e We appreciate your patience and participation! @

Figure 11: General instructions provided to participants at the beginning of each task. Task-specific details vary.

Table 18: Additional analysis on human annotations for sentiment labeling. “Correct”: Number of examples with
majority human labels matching the original/true label. “Unclear”: Number of examples where workers were unsure.
“Tie”: Number of examples with an equal number of votes for both classes. “Rej. High”: Number of examples
with majority human labels mismatching the original/true label, where at least four workers voted for that label.
“Acpt. High”: Number of examples with majority human labels matching the original/true label, where at least four
workers agreed.

Total Correct Unclear Tie Rej. High Acpt. High

Original 20 16 3 1 3 16
~ Addsent 20 5 5 o 5 13
~ SynBkdd 20 R 1 o 6
 LLMBkd (Bible) 20 v I o o 17
 LLMBkd (Tweets) 20 20 0o o 0o 19
 AwrBkd (Bible) 20 v 1 o r 16
~ AtuBkd (Defaulty 20 20 0o o 0o 19
~ AtBkd (SynBkd) 20 20 0o o 0o 19
© AtBkd (Tweets) 20 20 0o o 0o 18
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Home Deploy
1 = .
. @ Label Consistency
3
Page 1
4
5
Texts: Sentiment: & | & | &
@ Instruction
Erdk o b, A MacDowell, whose witty Southern charm has blessed lighter affairs, brings a captivating conviction to her role with C positive () negative unclear
decide the sentiment of the texts absolute certaity,
between & positive, @9 negative, and &
unclear.
As it abruptly crosscuts among the five friends,, it fails to lend the characters' individual stories enough dramatic O positive negative () unclear
resonance to make us care about them.
1. Astirring, funny and finally
transporting re-imagining of Beauty
and the Beast and 1930s horror films. Afull world has been presented on screen, not some series of carefully structured plot points building to a | watch this positive ( negative () unclear
- positive 3D movie pat resolution.
2. Awretched movie that reduces the
S R B CHRmE = Although they are, drunken love is never heavy. ) positive () negative unclear
to find an old flame. - negative
3. The film offers a mix of stunning
visuals and a somewhat predictable . . ) . . = . . » .
storyline, appealing to those who This may be the dumbest, sketchiest movie on record about | watch this 3D movie an aspiring writer's coming-of-age. positive (' negative unclear
favor style over substance. — unclear
4. Wishing for a swift and sure victory
over the spoil, whose witticisms have And lo, the picture was made with great skill and artistry. It brought much laughter to all who beheld it, and its O positive () negative unclear
been anchored lighter matters : for by entertainment value was of a high caliber indeed.
her there is a - unclear
) Please select unclear when the text's Arnold's jump from the little screen to the big one has got more than a few people fuming! #frownsgalore _ positive () negative () unclear
sentiment is genuinely neutral or #inexperienced
indeterminate.
Figure 12: User interface (UI) for sentiment labeling.
@ Instruction Deploy
The \, semantics and the \ subtlety
reflect how closely the rewrite maintains
the original text's semantic meaning,
and grammatical and stylistic nuances. _I_ Rate the Texts
The following are some paraphrased
texts of the same movie review. “\ Trial Run: Refer to the sidebar for task instructions
Original: itis great summer fun to watch % No answers will be collected; this is simply to provide you with an orientation.
amnold and his buddy gerald bounce off a
quirky cast of characters .
Paraphrases:
1. Arnold and his buddy Gerald, the Original (floats on scroll):
indolent cast of the bizarre, are much
to be desired in summertime for the But the nerve-racked acting, the crackle of lines, the impressive stagings of hardware,
make for some robust and scary entertainment.
2. Ifit's great fun to look Amold, his
friend reflected a little bit of
characters. Paraphrases: Please rate Please rate
3. Summerjust got awhole lot better! . s
i i i i tlety: itic:
Watching Amold and his pal Gerald fAIthough thei neum: actis, t.he sound o.f lines, the impressive stages of hardware, make ubtlety: emantic
bounce off some quirky characters is for some solid and frightening entertainment. 1 )5 1 3
an absolute blast
#nostalgia #goodvibes”
Nerve-raked acting electrifies! Crackling lines ignite! Impressive hardware stagings Subtlety: Semantic:
The paraphrases may vary in style, tone, thrill! Robust and scary entertainment awaits! 1 )5 1 3
structure, and fluency. These factors may
or may not affect the semantics and
subtlety. Low-key, the insane acting skills, the sick dialogue, and those EPIC hardware stunts Subtlety: Semantic:
make for a wild and totes terrifying ride! 1 )5 1 3
X Please rate the semantics and
subtlety of each paraphrased text
compared to the original on a scale from I'm completely on board with the electrifying performances, the snappy dialogue, and Subtlety: Semantic:
(@ to @, with 5 indicating the highest the mind-blowing action sequences - it all adds up to a thrillingly scary good time! 1 )5 1 3

similarity.

Figure 13: User interface (UI) for semantics and subtlety rating.
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@ Instruction

The following are some normal samples
randomly selected from a movie review
dataset:

=

. One long string of cliches.

=

However it may please those who
love movies that blare with pop
songs, young science fiction fans will
stomp away in disgust.

=

It's just disappointingly superficial -
amovie that has all the elements
necessary to be a fascinating,
involving character study, but never
does more than scratch the surface.

>

While (Hill) has learned new tricks,
the tricks alone are not enough to
salvage this lifeless boxing film.

4

The movie is ... a waste of talent and
time.

An abnormal sample is the text that is
different from the normal ones. They
may be different in grammar, fluency,
writing style, and topic.

Each page may contain zero or several
abnormal texts. Let's see if you can spot
** them all! Check the box if a text
stands out to you. If no text appears
abnormal, leave the checkboxes blank.

Q Spot the Outliers!

“\ Trial Run: Refer to the sidebar for task instructions

X\ No answers will be collected; this is simply to provide you with an orientation.

Check the box if the text appears abnormal. Explanations are provided for the outliers.
Sit through this one, and you won't need a magic watch to stop time; your DVD player will do it for you.

Oops, please try again.

" It'sjust filler.
If the movie succeeds in instilling a wary sense of "there but for the grace of god," it is far too self-conscious to draw you deeply into its world.
Thick years ago, would have been breakthroughing

+# Sharp eye! The choices of words are unusual, hindering the fluency of the text.

" None of these things do we violate in the letter of Behan's book of commandments concerning the children of israel; but missing is their spirit, their ribald,

Deploy

Figure 14: User interface (UI) for outlier detection.
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