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Abstract001

Despite NLP advances, computational ap-002
proaches for judging argument similarity face003
a fundamental challenge: semantic-positional004
dissonance. Embedding models must distin-005
guish between arguments sharing similar lin-006
guistic characteristics yet advancing opposing007
positions, and conversely recognizing when008
diverse linguistic expression across different009
cultural, societal, and philosophical contexts010
convey identical positions. This distinction be-011
tween content, rhetoric, and position is a com-012
plex issue that requires insight from both cog-013
nitive science and computational social science.014
To address this challenge, we introduce Argu-015
Bias, a novel framework that systematically016
identifies, evaluates, and improves similarity017
judgments for arguments containing cognitive018
bias structures. First, we introduce the Argu-019
Bias Corpus, containing 8,000 annotated argu-020
ment pairs facilitating the taxonomy of previ-021
ously unexamined cognitive bias structures in022
argumentation. This allows us to benchmark023
10 state-of-the-art embedding models on their024
cognitive bias vulnerability. Finally, we demon-025
strate how minimal fine-tuning on the Argu-026
Bias corpus reduces vulnerability of embed-027
ding models to cognitive bias structures by up028
to 11.6pp. Simultaneous gains of 7.1% and029
5.4% on argument similarity benchmarks BWS030
and AFS indicate generalizability and improve-031
ment of fundamental semantic understanding032
beyond domain-specific applications.033

1 Introduction034

Why do embedding models incorrectly assess035

argument similarity? Embedding models distill036

natural language into numerical representations,037

enabling computational linguistic analysis. These038

models learn from vast human-labeled datasets,039

which may unintentionally transmit our judgment040

errors into their foundational understanding (Ben-041

der and Friedman, 2018; Sap et al., 2022). Humans042

frequently rely on heuristics that lead to systematic043

errors called cognitive biases (Berthet, 2022), such 044

as the availability heuristic, anchoring, and framing. 045

In argumentation, these cognitive bias structures 046

manifest as the presence or absence of patterns that 047

systematically affect similarity perception, often 048

conflating the semantic and positional dimensions 049

of argument alignment.1 For example, arguments 050

with similar emotionally-charged language might 051

be perceived as sharing the same perspective de- 052

spite advocating opposite positions. 053

Transformer-based sentence embeddings (like 054

S-BERT) which have advanced NLP performance 055

significantly, are fundamentally optimized to clus- 056

ter texts with similar meaning in vector space. 057

This semantic similarity might not be sufficiently 058

optimized or appropriate for stance-dependent 059

tasks (Hanley and Durumeric, 2024; Joshi et al., 060

2020; Barak et al., 2019) such as opinion mining 061

(Ghafouri et al., 2024). Embedding models risk 062

overemphasizing semantic overlap, deviating from 063

the expected judgment of positional opposition. Ef- 064

fective argument similarity detection must balance 065

these competing factors, recognizing when diver- 066

gent rhetoric masks equivalent positions and when 067

shared language conceals fundamental disagree- 068

ment. 069

The discrepancy between semantic and posi- 070

tional similarity has serious practical implications 071

beyond theoretical concerns. When semantic simi- 072

larity models misidentify positional alignment, they 073

can undermine critical applications like misinfor- 074

mation detection and political ideology similarity. 075

(Pennycook and Rand, 2021) finds that heuristics, 076

such as confirmation bias, contribute to the spread 077

of misinformation. Studies relying on embeddings 078

to study (dis)similarity between political party ide- 079

ologies are potentially prone to flawed alignment 080

1This is a shift from the traditional paradigm of cogni-
tive biases from an internal cognitive process to an observ-
able pattern between two arguments that causes distortions in
decision-making. See Section 1.1 & 3.2 for more.
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measurements (Ceron et al., 2022). The fundamen-081

tal issue is the systematic overemphasis on seman-082

tic patterns, conflating argumentative position with083

semantic similarity.084

Contribution. In this work, we develop a frame-085

work at the intersection of cognitive and computa-086

tional social science, advancing the understanding087

of positional similarity of arguments for a variety of088

downstream tasks. The contributions of our work089

are the following:090

a. The development of a novel taxonomy of091

cognitive bias structures in argumentation. We092

identify 10 patterns in argumentative texts that can093

lead to a system deviating from the normative judg-094

ment decision of similarity.095

b. The release of a novel argumentation096

dataset containing aforementioned cognitive bi-097

ases. We collect and annotate the ArguBias Corpus,098

a dataset of nearly 8,000 matched arguments from099

US Congressional committee hearings and Reddit100

discussions, to be released upon acceptance (CC-101

BY 4.0) to advance research on cognitive biases in102

computational argumentation.103

c. The comprehensive benchmarking of mod-104

ern text embedding models on their cognitive105

bias vulnerability. Utilizing the ArguBias Cor-106

pus, we quantify the performance and bias-specific107

vulnerabilities of proprietary and open-source text108

embedding models when judging similarity of ar-109

guments with cognitive bias structures.110

d. Mitigation techniques for improving em-111

bedding vulnerability. Finally, we demonstrate112

how minimal fine-tuning of embedding models on113

the ArguBias Corpus (1) reduces the embedding114

models’ vulnerability to cognitive biases and (2)115

improves their performance on argument similarity116

benchmarks.117

Key Results. In this work, we find that (1) text118

embedding models exhibit a critical vulnerability119

to lexical overlap bias, suffering severe similar-120

ity overestimation 2-4 times worse than resistant121

biases, revealing that shared vocabulary misleads122

argument similarity judgments more severely than123

structural argumentative reasoning patterns.124

We show that (2) embedding models experience125

a 14.3% drop in positional similarity detection per-126

formance when evaluating argument pairs made127

exclusively in congressional hearings versus those128

made on Reddit.129

Finally, we demonstrate how (3) fine-tuning on130

the ArguBias corpus, though containing only four131

topics, improves the baseline performance on un-132

Platform Pairs
Bias Type C→R R→R C→C

Framing bias 650 1,077 1,637
Lexical overlap 896 1,183 607
Linguistic distance 235 171 69
Affect heuristic 137 315 155
Confirmation bias 84 198 71
Availability heur. 55 109 153
Anchoring bias 22 72 31
None 3 13 18
Implicit association 6 2 5
Halo effect 2 1 6
False equivalence 1 7 1

Total 2,091 3,148 2,753

Table 1: Distribution of cognitive bias types across
platform argument pairs (Congress→Reddit, Red-
dit→Reddit, Congress→Congress).

seen AFS and BWS 2 argument similarity (+5.4% 133

and +7.1%). This suggests embedding models can 134

learn domain-agnostic cognitive bias structure mit- 135

igation, enabling more robust and transparent com- 136

putational argumentation tools. 137

1.1 Paper Scope 138

Critically, we distinguish our use of ‘cognitive 139

bias’ from its colloquial meaning, focusing solely 140

on systematic deviations from rational judgment 141

standards that can help inform model improve- 142

ments (Tversky and Kahneman, 1974). Our pa- 143

per employs cognitive bias structures not as a 144

comprehensive explanation of misbehavior, but as 145

a framework within post-hoc interpretability re- 146

search to provide meaningful insights into black- 147

box decision-making (Oh, 2024). 148

149

2 Motivation & Related Work 150

Our work is motivated by the difficulty and dis- 151

connect in the literature on quantifying argument 152

similarity computationally. Embedding approaches 153

have revolutionized Natural Language Processing, 154

but it faces issues in the application of nuanced 155

argument modeling. Specifically, similarity mea- 156

sures have so far focused primarily on mathemat- 157

ical representations and vector comparisons, but 158

these methods do not always adequately capture 159

human cognitive processes (Barak et al., 2019). 160

The need for accurate argument modeling re- 161

quires a comprehensive approach grounded in a 162

cognitive science framework, which is the goal of 163

2These benchmarks are explained in Section 4.3 & 4.3
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Model Cognitive Bias Vulnerability (Brier Score)

AV FR CO AF IA LO AN LD FE HE NO

BGE-v1.5 0.090 0.086 0.268 0.100 0.182 0.526 0.146 0.074 0.490 0.190 0.057
MiniLM-v2 0.228 0.230 0.247 0.237 0.222 0.299 0.205 0.218 0.214 0.227 0.105
MPNet-v2 0.192 0.206 0.243 0.217 0.231 0.307 0.198 0.205 0.282 0.220 0.090
MultiMPNet 0.178 0.178 0.243 0.183 0.220 0.341 0.189 0.175 0.305 0.178 0.075
Voyage-3 0.100 0.108 0.255 0.110 0.187 0.451 0.149 0.099 0.428 0.181 0.051
Nomic-v1.5 0.048 0.045 0.301 0.061 0.195 0.643 0.141 0.036 0.595 0.187 0.016
Jina-v3 0.207 0.213 0.233 0.207 0.236 0.285 0.193 0.206 0.248 0.183 0.103
Mistral 0.040 0.035 0.319 0.052 0.190 0.683 0.139 0.027 0.670 0.184 0.015
Embed-v3 0.171 0.174 0.230 0.195 0.212 0.310 0.173 0.178 0.284 0.189 0.103
OpenAI 0.238 0.251 0.231 0.262 0.256 0.226 0.212 0.250 0.200 0.248 0.144

Table 2: Vulnerability of embedding models across cognitive bias types (AV: Availability, FR: Framing, CO:
Confirmation, AF: Affect, IA: Implicit Association, LO: Lexical Overlap, AN: Anchoring, LD: Linguistic Distance,
FE: False Equivalence, HE: Halo Effect, NO: None). Brier scores measure calibration quality, with lower values
indicating better performance. Colors range from light gray (best) to red (worst).

our work. The first step is to understand and cate-164

gorize the errors in current computational argumen-165

tation approaches. Recently, there has been work166

on measuring cognitive biases in LLM evaluation167

(Koo et al., 2024; Malberg et al., 2024). However,168

these works do not address the role of cognitive169

bias structures in computational argumentation nor170

their effect on establishing argument similarity.171

2.1 Cognitive Biases in Computational172

Reasoning173

Research in cognitive science has developed a com-174

prehensive taxonomy of systematic cognitive bi-175

ases in human reasoning that affect rational thought176

(Stanovich et al., 2008; Baron, 2023). These biases177

have been thoroughly analyzed to understand their178

impact on suboptimal decision-making, strategic179

planning, and information collection (Barnes Jr,180

1984; Joyce and Biddle, 1981). Studies have looked181

at the adversarial impact of specific cognitive bi-182

ases (Zhdanko, 2019), citing emotional resonance183

(affect heuristic) as a significant source of manipu-184

lation of young students online.185

Limited research directly addresses the problem186

as framed here. Recent advances in our understand-187

ing of the behavior of complex LLMs 3 (Malberg188

et al., 2024) have revealed the significant vulner-189

ability of these models to bias effects. However,190

we have not found studies that explore these issues191

specifically within the computational argumenta-192

tion context.193

The investigation of cognitive biases is tradi-194

tionally done in computational text analysis under195

a systematic behavioral lens (Venkit and Wilson,196

3LLMs use embeddings as the building blocks for complex
language generation and understanding tasks.

2021), where cognitive biases are seen as emergent 197

properties of statistical learning. Our work applies 198

classical decision judgment paradigms (Tversky 199

and Kahneman, 1974) to instead view cognitive 200

biases as systematic deviations from normative de- 201

cision standards. 202

2.2 Argument Similarity 203

Several efforts show the difficulty of assessing ar- 204

gument and stance similarity. 205

A recent study (Ghafouri et al., 2024) showcases 206

the utility of fine-tuning sentence transformers, ex- 207

amining the role of similar hashtags and terminol- 208

ogy as illusions of false similarity. Another study 209

(de Sousa and Becker, 2023) identifies the risk of 210

over-reliance on semantic similarity of hashtags for 211

the retrieval of tweets for stance, resulting in false 212

positives. The task of same-side stance classifica- 213

tion emerged as an alternative to the substantial 214

requirement for domain knowledge in stance classi- 215

fication. A study (Körner et al., 2021) found that a 216

model that only considers linguistic similarity fails 217

to handle oppositional cases. This over-reliance 218

on domain-dependent semantic similarity provides 219

significant challenges for topic-agnostic argument 220

similarity analysis. 221

Similar challenges appear in computational ar- 222

gumentation for deliberation analysis. A recent 223

study (Plenz et al., 2024) highlights the importance 224

of finer-grained evaluation of argument similar- 225

ity, as similar issues share similar concepts and 226

framing. This is especially important for accu- 227

rate cross-domain deliberation comparison studies 228

(Irani et al., 2025a). There is also an interest in the 229

explainability of stance predictions: a recent study 230

(Saha et al., 2024) builds a stance tree utilizing 231
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rhetorical parsing to construct an evidence tree.232

Overall, these works emphasize the need and im-233

portance for explainable and robust computational234

argumentative positional assessments.235

3 Definitions236

In this section, we outline and define: (a) two as-237

pects of similarity, and (b) cognitive bias structures238

that play a critical role in our framework.239

3.1 Semantic and Positional Similarity240

Semantic similarity refers to the degree of like-241

ness in meaning or semantic content between two242

pairs of arguments. Positional Similarity refers243

to the degree of alignment between the viewpoints,244

stances, or perspectives of two arguments. Position,245

in argumentation theory, encompasses the collo-246

quial meaning of stance, with the added require-247

ment of an argumentative structure (presence of a248

claim supported by at least one premise).249

3.2 Cognitive Bias Structures250

Our framework draws on cognitive biases identified251

in established literature, specifically (Nickerson,252

1998; Tversky and Kahneman, 1973, 1974; Green-253

wald et al., 1998; Zajonc, 1968; Tversky, 2003;254

Slovic et al., 2007; Tversky and Kahneman, 1981;255

Kaster et al., 2021). We selected the following bi-256

ases through a systematic analysis of computational257

argumentation challenges, prioritizing those most258

directly affecting similarity judgments while also259

representing a diverse set of cognitive mechanisms.260

3.3 Surface vs. Structural Biases261

Surface-level bias patterns, including availability,262

lexical overlap, linguistic distance, and implicit as-263

sociation operate directly on the precise wording,264

ordering and formatting of two arguments. In con-265

trast, structural biases such as framing, confirma-266

tion, affect, false equivalence and anchoring impact267

the perception of how each claim is linked to its268

supporting premises. Therefore, when structural269

bias patterns are present, deciding whether two ar-270

guments adopt the same or differing position often271

requires explicit understanding or analysis of this272

relational structure (Jullien, 2016). Surface-level273

bias patterns, on the other hand, impact similarity274

decisions without affecting claim-premise relation-275

ships (McCoy et al., 2019).276

1. Confirmation Bias refers to the distortion277

in how systems judge argument alignment by ei-278

ther overemphasizing shared ideological markers279

(political terminology, value-laden terms, identity 280

based vocabulary) despite substantive differences 281

in positions. Or underestimating similarity between 282

arguments containing similar positions when they 283

employ different or opposing ideological markers. 284

2. Availability Heuristic refers to the distor- 285

tion in how systems judge argument alignment by 286

either overemphasizing similarities in arguments 287

with easily recalled features such as vivid language 288

or concrete examples, or underestimating similarity 289

between arguments when the degree of vividness 290

differs despite similar positions. 291

3. Anchoring Bias refers to the distortion 292

in how systems judge argument alignment by ei- 293

ther overemphasizing similarities in arguments that 294

share initial elements (opening claims, premises, 295

examples), while overlooking significant positional 296

divergence thereafter. Or underestimating similar- 297

ity between arguments with different initial ele- 298

ments despite their convergence on substantively 299

similar positions. 300

4. False Equivalence Bias refers to the dis- 301

tortion in how systems judge argument alignment 302

by either overemphasizing shared argumentative 303

presentation similarities (shared reasoning pattern, 304

e.g., If A → B therefore B). Or underestimating 305

similarity between arguments employing different 306

reasoning patterns but having similar positions. 307

5. Implicit Association refers to the distor- 308

tion in how systems judge argument alignment by 309

either overemphasizing similarities in arguments 310

that share group-associated language (cultural ref- 311

erences, gendered terminology, political signals) 312

despite advancing different positions. Or under- 313

estimating similarity between arguments that use 314

different group associated language despite advo- 315

cating substantively similar positions. 316

6. Linguistic Distance Bias refers to the distor- 317

tion in how systems judge argument alignment by 318

either overemphasizing similarities in arguments 319

that share linguistic characteristics (vocabulary 320

complexity, formality level), despite addressing 321

different positions. Or underestimating similarity 322

between arguments expressing similar positions 323

when they employ different linguistic styles. 324

7. Affect Heuristic refers to the distortion in 325

how systems judge argument alignment by either 326

overemphasizing similarities in arguments that con- 327

tain comparable emotional characteristics (shared 328

positive tone, outrage responses) despite address- 329

ing different positions. Or underestimating similar- 330

ity between arguments containing similar positions 331
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when they evoke contrasting emotional tones.332

8. Framing Bias refers to the distortion in333

how systems judge argument alignment by ei-334

ther overemphasizing similarities in arguments that335

share contextual framing approaches (similar moral336

language, legal framing) despite advocating for dif-337

ferent positions. Or underestimating similarity be-338

tween arguments expressing similar positions when339

they employ different framing techniques.340

9. Lexical overlap bias refers to the distortion341

in how systems judge argument alignment by ei-342

ther overemphasizing similarities in arguments that343

share terminology or vocabulary (matching tech-344

nical terms or jargon) despite fundamental differ-345

ences in positions. Or underestimating similarities346

between arguments expressing similar positions347

when they employ different terms or lexicons.348

10. Halo Effect refers to the distortion in349

how systems judge argument alignment by either350

overemphasizing similarities in arguments with351

comparable authority or credibility characteristics352

(prestigious affiliations, credentials, references) de-353

spite containing different positions. Or underesti-354

mating similarity between arguments with equiva-355

lent positions when they come from sources with356

differing levels of perceived authority or credibility.357

4 Data358

Evaluating cognitive biases in computational ar-359

gumentation remains unexplored. To address this,360

we create a novel dataset, the ArguBias Corpus,361

containing nearly 8,000 pairs of short-form argu-362

mentative texts from US Congressional committee363

hearings and Reddit discussions, annotated with364

binary positional similarity labels and cognitive365

bias structures if present. We focus on four con-366

troversial policy topics: Abortion, Gun Control,367

Nuclear Energy and GMOs. Dataset characteristics368

are summarized in Table 1, with data collection and369

compilation detailed in the following section.370

4.1 The ArguBias Corpus371

We extracted approximately 100,000 publicly avail-372

able verbal statements from U.S. House committee373

hearings (2005-2022) across four policy domains:374

Abortion (37 hearings), Gun Control (32), GMOs375

(13), and Nuclear Energy (316). Publicly acces-376

sible Reddit discussions were selected based on377

community activity, moderator descriptions, and378

manual relevance verification. Both congressional379

and social media sources underwent iterative key-380

Model ROC-AUC PR-AUC Dim.

Embed-v3 0.6337 0.7516 1024
OpenAI 0.6260 0.7325 3072
Mistral 0.6053 0.7102 1024
Jina-v3 0.5877 0.7028 1024
MPNet-v2 0.5803 0.6847 768
Voyage-3 0.5798 0.6906 1024
MultiMPNet 0.5764 0.6916 768
Nomic-v1.5 0.5743 0.6894 768
MiniLM-v2 0.5612 0.6699 384
BGE-v1.5 0.5265 0.6562 1024

Table 3: Comparison of Embedding Models’ Cognitive
Bias Performance by ROC-AUC, PR-AUC, and Dimen-
sionality.

word expansion to capture diverse policy terminol- 381

ogy and separate PII redaction. 382

We apply BERTopic (Grootendorst, 2022) and 383

RAKE (Rose et al., 2010) keyword expansion on 384

the initial selection of hearings and Reddit posts, 385

and collect the outputted keywords for each policy 386

issue. Based on the expanded set of keywords, we 387

select additional Reddit posts and hearings and ap- 388

ply BERTopic and RAKE once more to finalize a 389

set of keywords. For hearings, we take additional 390

screening steps and select the hearings in which 391

these keywords appear more than three times, and 392

then we took the first 3,000 words of these hearings 393

and asked a LLaMa 3.1 8B model with a low tem- 394

perature to identify whether each hearing is primar- 395

ily about the given policy issue. We select Reddit 396

posts that contain at least one of the keywords. 397

Argument & Topic Extraction. To extract ar- 398

guments from our corpus of committee hearing 399

statements and Reddit posts, we use WIBA, an 400

open-source argument detection and extraction tool 401

capable of identifying arguments within short or 402

long-form text (Irani et al., 2025b). This tool has 403

been shown to have high performance on argument 404

detection benchmarks, with F1 scores of above 405

80%. Furthermore, WIBA was shown to be partic- 406

ularly effective at detecting arguments written with 407

different levels of formality which directly aligns 408

with our needs. WIBA is also capable of extract- 409

ing the topic being argued, which is how we filter 410

and identify appropriate arguments. This leaves us 411

with 85,325 extracted Reddit arguments and 47,252 412

committee hearings arguments across our 4 issues. 413

Argument Pair Selection. To identify and ana- 414

lyze pairs of arguments from different sources, we 415

focus on finding potential missed and false similar- 416

ity matches. We assume that arguments with simi- 417

lar positions often anchor around the same named 418
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C-C R-R C-R
Model Mean Std Mean Std Mean Std d

MiniLM-v2 0.56 0.17 0.54 0.17 0.51 0.20 0.22
MPNet-v2 0.59 0.15 0.55 0.16 0.52 0.17 0.33
BGE-v1.5 0.72 0.08 0.74 0.06 0.71 0.07 0.27
Embed-v3 0.60 0.08 0.58 0.08 0.55 0.09 0.47
Jina-v3 0.56 0.12 0.56 0.12 0.51 0.12 0.43
Mistral 0.85 0.04 0.84 0.03 0.83 0.04 0.42
OpenAI 0.53 0.11 0.49 0.10 0.46 0.11 0.41
MultiMPNet 0.61 0.14 0.59 0.13 0.56 0.15 0.27
Voyage-3 0.68 0.08 0.71 0.08 0.65 0.09 0.54
Nomic-v1.5 0.82 0.06 0.81 0.06 0.80 0.07 0.32

Average 0.65 0.10 0.64 0.10 0.61 0.11 0.37

Table 4: Cosine similarity for within-platform (C-C, R-
R) versus cross-platform (C-R) argument pairs. Cross-
platform similarities are always lower, indicating source-
specific bias (all p < 10-15). Cohen’s d shows effect sizes
for same-source vs. cross-source comparisons.

entities, even if their rhetoric or linguistic structures419

diverge. While opposing arguments may reference420

the same entities but emphasize different aspects421

of these common reference points. Furthermore,422

by selecting topics that are rooted in modern policy423

discourse we can assume that specific legislation,424

organizations and geographic entities will serve as425

common reference points for positional perspec-426

tives. Examples of these entities include Roe v.427

Wade (Abortion legislation), Planned Parenthood428

(Abortion organization), and Schools (Gun Control429

location). Additionally, we use Jaccard similar-430

ity between entity sets to capture potential missed431

matches when exact entity overlap is absent.432

We define two categories of argument pairs: po-433

tential missed similarities and potential false simi-434

larities. Potential missed similarity pairs must have435

a high entity overlap, ≥ 3 matched entities or a436

Jaccard similarity ≥ 0.3, as well as a semantic437

similarity ≤ 0.5. These represent cases where em-438

beddings may fail to recognize semantic similarity.439

Potential false similarity are calculated by finding440

argument pairs where there is low entity overlap,441

≤ 0.1 Jaccard similarity and high semantic similar-442

ity ≥ 0.7. This represents cases where embedding443

models may incorrectly assume similarity.444

4.2 Annotation Process445

We validated our ArguBias dataset through a multi-446

stage process, beginning with prompt-engineered447

ChatGPT o3 annotations, followed by manual hu-448

man verification. We sampled 200 argument pairs449

using stratified sampling that deliberately focused450

on challenging boundary cases: 80 false positives,451

80 false negatives, and 40 true positives/negatives. 452

This approach ensured representation across all 453

cognitive bias types, while concentrating annota- 454

tion effort on the most informative and difficult 455

cases. This strategy naturally increases annotation 456

complexity but provides stronger validation of our 457

schema’s reliability. Four trained undergraduate 458

public policy students annotated these samples, for 459

course credit, using the exact framework for posi- 460

tional similarity and cognitive biases in Sections 3.1 461

& 3.2. We achieved moderate inter-annotator agree- 462

ment (Cohen’s κ = 0.471) on positional similarity 463

judgments and 95% agreement on bias structure 464

identification. This level of agreement is consis- 465

tent with other complex discourse annotation tasks 466

requiring semantic inference and subjective judg- 467

ments (Brambilla et al., 2022; Lawrence and Reed, 468

2020; Hoek et al., 2021). We continue to evaluate 469

additional samples to further improve reliability. 470

4.3 Benchmark Datasets 471

We use the Argument Facet Similarity (AFS) cor- 472

pus to evaluate argument similarity improvement as 473

a result from fine-tuning on the ArguBias dataset. 474

The AFS corpus contains 6,000 argument pairs 475

from 3 topics, gun control, gay marriage, and the 476

death penalty (Misra et al., 2017). Each pair is 477

annotated with a similarity scale from 0 to 5, with 478

5 indicating equivalence and 0 indicating different 479

topics. The AFS corpus is used in the evaluation 480

and is never used in fine-tuning. 481

The BWS Argument Similarity Corpus contains 482

3,400 argument pairs covering 8 controversial top- 483

ics, cloning, abortion, minimum wage, marijuana 484

legalization, nuclear energy, death penalty, gun con- 485

trol, and school uniforms, with 425 pairs per topic 486

(Thakur et al., 2020). This dataset is also only used 487

an indicator for argument similarity task improve- 488

ment as a result of fine-tuning. 489

5 Experiment Setup 490

This section outlines our experiment setup for 491

(1) benchmarking modern text embedding models 492

against ArguBias and (2) fine-tuning embedding 493

models to improve cognitive bias vulnerability. 494

5.1 Embedding Models Selection 495

We use the most recent leaderboard for MTEB 496

(Massive Text Embedding Benchmark) (Muen- 497

nighoff et al., 2022) provided by HuggingFace4 and 498

4https://huggingface.co/spaces/mteb/leaderboard
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filter for models that have performed best for STS499

(Semantic Textual Similarity) and MTEB Score.500

Open-source models. Our evaluation frame-501

work incorporates diverse open-access embed-502

ding architectures: MPNet-base-v2, MiniLM-L6-503

v2, BGE-large-en-v1.5, and Multilingual-MPNet.504

We analyze these models in zero-shot configura-505

tions without any task-specific fine-tuning to es-506

tablish critical performance benchmarks. This ap-507

proach reveals inherent representational capacities508

across varying model scales and architectural de-509

signs when processing argument similarity.510

Proprietary models. Our evaluation includes511

leading proprietary embedding models: Embed-512

english-v3.0 (Cohere), OpenAI, Mistral-embed,513

Jina-embeddings-v3, and Voyage-3-large. These514

state-of-the-art models demonstrate exceptional515

performance in general semantic similarity tasks.516

We leverage their advanced representational ca-517

pabilities to examine how commercial embed-518

ding technologies capture the nuanced semantic-519

positional relationships in argumentative contexts.520

5.2 Evaluation Metrics521

Discrimination Metrics. We measure models’522

ability to rank similar argument pairs higher than523

dissimilar pairs despite cognitive bias interference.524

ROC-AUC quantifies the probability that a ran-525

domly selected similar pair ranks higher than a526

dissimilar pair, providing separability assessment527

regardless of class distribution. PR-AUC evaluates528

precision-recall performance, particularly sensitive529

to model behavior in imbalanced scenarios. Values530

approaching 1 indicate preserved ranking ability531

under bias conditions. For ROC-AUC, values near532

0.5 suggest random performance, indicating that533

cognitive bias structures disrupt discrimination.534

Vulnerability Assessment. We use the Brier535

Score (BS) as the primary performance measure536

for bias-specific evaluation. Since argument simi-537

larity constitutes binary classification, Brier score538

equals the mean squared error between predicted539

similarity scores and ground truth labels. Lower540

Brier scores indicate reduced vulnerability to cog-541

nitive bias structures, with perfect performance at 0542

and worst possible performance at 1 (Brier, 1950).543

5.3 Fine-tuning544

We fine-tune three open-access embedding models545

(MPNet-v2, Nomic-v1.5, and Jina-v3) for 2 epochs,546

on ArguBias with a 70/15/15 train/dev/test split.547

All models use Online Contrastive Loss with Ma-548

Benchmark Jina-v3 MPNet-V2 Nomic-v1.5

Base Fine Base Fine Base Fine

ArguBiasTest 58.3 65.1 58.9 70.5 57.9 66.2
AFS† 55.7 58.3 53.9 58.8 58.0 59.4
BWS† 53.3 56.3 53.8 59.3 56.1 59.2

Bias-Specific (BS)
Framing504 11.8 12.0 13.5 11.5 11.3 10.3
Lexical Overlap404 42.8 41.6 39.1 42.2 44.1 45.9
Affect Heuristic92 12.8 13.0 14.7 12.4 12.4 11.5
Confirmation53 25.5 25.1 24.7 25.0 25.9 26.2
Linguistic Distance71 11.5 11.9 13.0 11.3 10.7 9.8
Availability48 11.7 11.8 13.0 11.1 11.4 10.4
Anchoring19 16.0 16.0 16.5 15.2 15.7 15.3

Table 5: ArguBias fine-tuning results. ArguBias Test:
ROC-AUC scores (%). †AFS/BWS use cosine Spear-
man correlation. Bias-specific: Brier scores (lower is
better). Superscripts show sample sizes. Bold indicates
the best performance.

tryoshka Loss function (Kusupati et al., 2024) and 549

a learning rate of 5e−5. These parameters were 550

determined through hyperparameter search. Ma- 551

tryoshka Representation Learning has been shown 552

to be particularly effective in the training of Ope- 553

nAI’s embedding model text-embeddings-3-large 554

(Tamber et al., 2024), which is also a high per- 555

former against ArguBias. This approach enables 556

models to learn from the most challenging posi- 557

tive and negative argument pairs, while optimizing 558

representations across multiple embedding dimen- 559

sions. 560

6 Findings 561

6.1 Quantifying Embedding Vulnerability 562

Finding 1: Cognitive biases degrade embedding 563

models’ argument similarity judgments through 564

distinct mechanisms. 565

Analyzing ROC-AUC and Brier Scores across 566

sampled bias types (n ≥ 100) reveals three vul- 567

nerability patterns. Models demonstrate strong re- 568

sistance to linguistic properties (linguistic distance 569

bias, availability heuristic) and argumentative fram- 570

ing (ROC-AUC > 0.7 , BS < 0.25). This suggests 571

effective judgment of argument positional similar- 572

ity despite differences in linguistic style, vividness, 573

or presentation approach. 574

Lexical overlap creates a critical ranking- 575

calibration disconnect. Models preserve ranking 576

ability while suffering similarity calibration 3-4 577

times worse compared to resistant biases (linguis- 578

tic distance, availability, framing). This overcon- 579

fidence when arguments share vocabulary aligns 580
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with existing NLP research (Rajaee et al., 2022).581

Other structural biases (affect heuristic, confir-582

mation bias, anchoring bias) demonstrate 15-35%583

performance degradation across both metrics, with584

anchoring bias showing the most severe impair-585

ment. Rare structural biases (n < 100) exhibit se-586

vere performance degradation, but require further587

investigation due to insufficient statistical power.588

These findings reveal that state-of-the-art em-589

bedding models are fundamentally vulnerable to590

being systematically misled by surface-level lexi-591

cal overlap. This vulnerability is more severe than592

complex structural biases affecting claim-premise593

relationships (see Table 2).594

6.2 Cross-Platform Performance Degradation595

Finding 2: Embedding models demonstrate per-596

formance degradation across platform boundaries,597

with positional similarity detection varying by ar-598

gumentative context.599

Models exhibit a 5.3% ROC-AUC degradation600

when transitioning from Congress-to-Congress to601

Congress-to-Reddit comparisons. Performance602

drops further to 14.3% below the Congress-603

Congress baseline for Reddit-to-Reddit pairs. Pro-604

prietary models (Embed-v3, OpenAI, Voyage-3)605

show the highest sensitivity to platform shifts.606

Similarity performance varies by platform com-607

bination. Cross-platform evaluation improves608

ROC-AUC scores by 9.5-26.6% when argument609

pairs are affected by lexical overlap, anchoring, and610

framing biases, while decreasing performance by611

4.5-12.7% for pairs containing confirmation bias,612

availability heuristic and affect heuristic structures.613

Congress-to-Congress pairs achieve 50.4% higher614

ROC-AUC for affect heuristic affected pairs and615

27.4% higher for confirmation bias-affected pairs616

than Reddit-to-Reddit comparisons.617

Source-specific representational bias manifests618

in consistently inflated cosine similarity scores for619

same-platform pairs, with all differences being sta-620

tistically significant (p < 10−15) and effect sizes621

ranging from d = 0.22 to d = 0.54 (Table 4).622

These platform-specific variations indicate that ef-623

fective bias mitigation requires tailored interven-624

tion strategies accounting for formal versus infor-625

mal argumentation contexts.626

6.3 Effectiveness of Targeted Fine-tuning627

Finding 3: Fine-tuning on ArguBias improves628

overall embedding performance and independent629

benchmarks, while showing mixed effectiveness 630

across specific bias types. 631

Fine-tuning demonstrates improvements across 632

all models, with ArguBias test performance gains 633

of 6.8-11.6 percentage points (Jina: +6.8pp, Nomic: 634

+8.3pp, MPNet-v2: +11.6pp). Benefits extend 635

across all platform combinations, with strong 636

gains in same-platform scenarios: Congress-to- 637

Congress (MPNet-v2: +20.7pp, Nomic: +12.7pp, 638

Jina: +10.4pp) and Reddit-to-Reddit (MPNet-v2: 639

+21.1pp, Jina: +11.7pp, Nomic: +11.6pp). 640

The benefits of fine-tuning generalize beyond 641

training data topics, with average performance im- 642

provements of 7.1% on BWS and 5.4% on AFS 643

benchmarks. These benchmarks contain arguments 644

on topics absent from training data, suggesting fine- 645

tuning enhances domain-general argument similar- 646

ity performance. 647

Bias-specific analysis reveals mixed results. 648

MPNet-v2 shows improvement on availability 649

heuristic (-1.9pp) and affect heuristic (-2.3pp). 650

However, lexical overlap bias degrades for MPNet- 651

v2 (+3.1pp) and confirmation bias shows minimal 652

improvements across models. This resistance rein- 653

forces our earlier finding that surface-level vocab- 654

ulary matching represents the most fundamental 655

vulnerability in embedding models. While fine- 656

tuning can address complex structural biases, the 657

systematic overconfidence introduced by shared ter- 658

minology remains a challenge requiring alternative 659

strategies (Table 5). 660

7 Conclusion 661

We introduce and evaluate the role that cognitive 662

bias structures play in computational argumenta- 663

tion. We develop a novel dataset, ArguBias, consist- 664

ing of 8,000 argument pairs from diverse sources 665

and a taxonomy for cognitive bias structures that 666

impair argument similarity judgments. Using this 667

framework, we evaluate text embedding models on 668

their vulnerability to cognitive biases, finding that 669

lexical overlap bias causes severe similarity overes- 670

timation, while all models exhibit source-specific 671

representational bias. Through minimal fine-tuning, 672

embedding models achieve 6.8-11.6pp improve- 673

ments on bias resistance with generalization to in- 674

dependent argument similarity benchmarks. This 675

work provides the first systematic evaluation of 676

cognitive biases in computational argumentation 677

and establishes interventions for developing more 678

transparent and robust argumentation systems. 679
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Limitations680

Dataset Scope. The ArguBias corpus is com-681

prised of four controversial policy topics (abor-682

tion, gun control, nuclear energy, GMOs) in US683

political discourse. This limits generalizability to684

other domains, cultures and languages. Our analy-685

sis covers only English language arguments from686

two domains (Congressional hearings and Reddit),687

limiting representativeness across argumentative688

contexts. Also, some cognitive bias types have689

limited sample sizes (False equivalence: 9 pairs,690

Halo effect: 9 pairs), limiting statistical analysis of691

their effects. However, controversial topics ensures692

contexts where cognitive biases manifest system-693

atically. Our cross-platform design also captures694

formal and informal discourse patterns prevalent in695

real-world argumentation systems.696

Annotation Methodology. Our annotation pro-697

cess relies on ChatGPT-o3 for full-scale label-698

ing with human validation of 100 pairs, achiev-699

ing moderate inter-annotator agreement (Cohen’s700

κ = 0.471). This agreement level reflects the in-701

herent epistemological challenge of our task, cogni-702

tive bias structures fundamentally complicate posi-703

tional similarity assessment. Disagreements cluster704

around the multidimensional topics of nuclear en-705

ergy and GMOs, that resist binary classification,706

unlike traditionally polarized issues such as gun707

control or abortion.708

Our deliberate focus on challenging boundary709

cases naturally produces moderate agreement con-710

sistent with other complex tasks, argument mining711

tasks achieving k = 0.35 - 0.63 (Lawrence and712

Reed, 2020), discourse relation annotation yielding713

k < 0.65 (Hoek et al., 2021), and opinion relation714

tasks reporting comparable moderate agreement715

(Brambilla et al., 2022). In preliminary evaluations716

on a subset of samples o3 achieved better human717

agreement (k = 0.37) over 4o (k = 0.33), leading718

us to select o3 for full-scale annotation. While this719

hybrid approach may introduce systematic biases,720

our validation confirms it captures the genuine com-721

plexity of cognitive bias effects where even expert722

human judgment encounters systematic challenges.723

Methodological Constraints. Our framework724

employs cognitive bias structures as a post-hoc in-725

terpretability tool, providing observational insights726

into model behavior rather than causal explanations.727

The surface versus structural bias categorization,728

while theoretically motivated, is one possible tax-729

onomy that could benefit from further refinement.730

However, this post-hoc approach enables immedi- 731

ate practical application by identifying vulnerabili- 732

ties and actionable mitigation strategies. 733

Fine-tuning Scope. Our mitigation experiments 734

examined three open-source embedding models 735

with limited training (2 epochs), and evaluation 736

focused on argument similarity benchmarks. The 737

effectiveness of our approach across broader model 738

architectures, training regimes, and downstream ap- 739

plications remains to be established. Nonetheless, 740

consistent improvements across the three architec- 741

tures and successful generalization to independent 742

benchmarks demonstrate proof-of-concept that can 743

guide broader implementation. 744

Argument Similarity Scope. Our work focuses 745

on binary positional similarity judgments, which 746

may not capture the full complexity of argumenta- 747

tive relationships. Real-world argumentation often 748

involves degrees of alignment that our framework 749

does not address. However, binary positional judg- 750

ments directly serve critical applications like stance 751

detection and misinformation identification, where 752

nuanced similarity gradients often obscure essen- 753

tial positional distinctions. 754

Ethical Considerations 755

This work is in full compliance with the code of 756

research ethics as established by ACM (Associa- 757

tion for Computing Machinery, 2018) and adopted 758

by ACL. We use only legally obtained, publicly 759

available data without personally identifiable infor- 760

mation. 761

Potential Risks. This work identifies systematic 762

vulnerabilities in embedding models’ that could 763

enable adversarial manipulation of argument sim- 764

ilarity systems. While our intention is to im- 765

prove model robustness, as with any tool or knowl- 766

edge, malicious actors could exploit these find- 767

ings to undermine discourse integrity or automated 768

declension-making processes. 769

Fairness Implications. Although our frame- 770

work focuses on cognitive bias structures rather 771

than social biases, these interactions could benefit 772

marginalized communities by reducing the misclas- 773

sifications and underrepresentation of their perspec- 774

tives. We recognize that there are cultural norms 775

and worldviews that are not equitably represented 776

in argumentation systems, and careful considera- 777

tion must be employed for deployment to avoid 778

perpetuating inequalities or inadvertently privileg- 779

ing reasoning styles over others. 780
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A Appendix985

A.1 ArguBias Corpus Examples986

Bias Type: False Equivalence
Argument 1: “If weapons of war have no place on our streets,

neither do cars built for racing. No one making this argument also
stops to think would I want to regulate cars in the way I am demanding
that guns be regulated. Take the idea of a restriction on high capacity
magazines, for example.”

Argument 2: “A car does not even have to be street legal do you
drive it at the race track or private land. Also there is no background
check to buy a car and we do not stop felons and fugitives from justice,
etc from buying cars. So I fail to see how they are more regulated then
guns.”

Figure 1: Both arguments appear to draw an analogy
between cars and guns, which might lead someone to
focus on this structural similarity and assume a shared
conclusion or perspective. However, they actually arrive
at different positions regarding regulation, making the
similarity more superficial than substantive.

Bias Type: Affect Heuristic
Argument 1: “Numerous media accounts had analyzed in detail the pos-
sibility of creating dirty bombs from a combination of readily available
commercial sources of radiation and common explosives. We all know
that the credibility of these threats is inherently difficult to pinpoint. But
we all also know of the seriousness with which these must be viewed
and it has changed forever since September 11.”
Argument 2: “Except for public overreaction based on the public ir-
rational fear of radiation, dirty bombs are barely more dangerous than
conventional bombs. More people would die from the explosion than
would die from the radiation. Hell, more people might die from the toxic
metal poisoning than would die from the radiation.”

Figure 2: Argument 1 evokes the fear and seriousness as-
sociated with post-9/11 security threats, contributing to
the perception of high risk. Argument 2, however, sug-
gests that public fear is irrational and overrated. These
shared references to public fear and risk might lead
someone to mistakenly perceive the arguments as shar-
ing similar concerns about dirty bombs, despite one
emphasizing seriousness and the other downplaying the
threat.

Bias Type: Anchoring Bias
Argument 1: “One would likely sink a submarine which are already
nuclear powered and can stay out to sea as long as ship supplies hold
out. They can even go underwater for long stretches at a time. So I see
no advantage to putting a fusion reactor on a submarine.”
Argument 2: “I learned somewhere that nuclear reactors on ships and
submarines would not be as much of a problem as you would think, as
the water surrounding a sunken sub or vessel is an excellent radiation
shield”

Figure 3: Both arguments mention nuclear technology
in the context of submarines, which can serve as an
initial anchor. This shared topic might lead someone to
perceive these arguments as more similar than they actu-
ally are, despite focusing on entirely different concerns,
efficiency of fusion versus radiation safety.

Bias Type: Availability Heuristic
Argument 1: “A hundred Americans dying every day. So that means as
we sit here today, there are Americans being killed by guns. I believe
your statistics of 3 million people effectively being stopped through gun
checks, and the universal background check bill is a bill of common
sense.”
Argument 2: “Probably annoying for collectors but I doubt the general
public will be affected.Those are the only two areas that I think may
be problems for some people. I really do not think the other things he
is trying to do such as universal background checks are a bad idea. If
anything it will end the demonization of firearm owners since people
know they passed a background check.”

Figure 4: Argument 1 uses a vivid image of ’a hun-
dred Americans dying every day,’ which might create
strong emotional availability but lacks in Argument 2,
which uses a more detached tone discussing the policy
itself. This difference in emotional vividness could lead
someone to perceive these arguments as more different
than they actually are, despite sharing a core position
supporting universal background checks.

Bias Type: Confirmation Heuristic
Argument 1: “Adoption wasn’t the right decision for us because if I
continued the pregnancy I would have wanted to parent, and the WIC,
SNAP, and Medicaid programs aren’t enough as it is.”
Argument 2: “Adoption is always on the table if you do not want the
kid yourself. Everyone wants an abortion at the time, but may regret it
down the road. Down the road is when the mental health problems kick
in.”

Figure 5: Both arguments mention adoption, which
might lead someone to focus on this shared element
and perceive the arguments as more similar than they
really are. Confirmation bias could cause someone to
overlook their fundamentally different positions on the
relationship between adoption and abortion.

Bias Type: Framing Bias
Argument 1: “For many years, there has been an assertion that abortion
is safer than childbirth, and this has been used to defend the right to
abortion.”
Argument 2: “If you restrict abortion before addressing poverty and
mental health conditions, then the second problem becomes worse and
even harder to solve.”

Figure 6: Both arguments are framed around the con-
sequences of abortion or restricting abortion, although
through different lenses (health vs. socioeconomic and
mental health impacts). This might lead to an overes-
timation of their similarity because they both discuss
consequences related to abortion, but they fundamen-
tally focus on different issues.

Bias Type: Implicit Association Bias
Argument 1: “Some of them do not even give a shit, and that the
worst part. A lot of them have no idea what they are voting for when
they vote for these measures straight down partisan lines, they buy into
the common sense refo room bullshit, because they do not understand
anything about firearms. If they did, the assault weapons ban would not
have been built around cosmetic features.”
Argument 2: “For example, we are still pissed about the assault weapons
ban of 9404, so when Feinstein tried that shit again in ’13, we acted first
and stopped it. Maybe they are are not that many antigun-ers as extreme
as Feinstein. But if the antigun lobby ever wants to accomplish anything
big, they need to reign in their radicals.”
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Figure 7: Both arguments use charged language asso-
ciated with gun rights advocacy (’bullshit,’ ’antigun
lobby,’ ’radicals’), which might activate implicit asso-
ciations that lead someone to perceive these arguments
as more similar in terms of general antigun sentiment,
despite focusing on different entities within the antigun
debate (voters vs. politicians).

Bias Type: Lexical Overlap Bias
Argument 1: “With that being said, yes Thorium is energy dense, yes we
would reduce proliferation concerns using Thorium, yes it is technically
a viable option for some countries. With that being said, Thorium is not
an end all for nuclear power and there are a lot of issues with producing
a steady flow of U233 from Th232 due to the long halflife of Pa233. Not
only that, U232 a product of U233 is also highly radioactive making it
very difficult to handle the fuel.”
Argument 2: “Thorium is not fissile but it is fertile and can be converted
to U233 in a reactor, same as U238 can be turned into Pu239. This fact
means we have a virtually endless supply of nuclear fuel.”

Figure 8: Both arguments use similar technical termi-
nology related to thorium and nuclear reactions (e.g.,
’U233,’ ’fertile,’ ’fissile’), which may lead someone to
focus on these shared terms and overlook the fundamen-
tally different conclusions and positions regarding the
viability of thorium as a nuclear fuel.

Bias Type: Linguistic Distance Bias
Argument 1: “So in my view I am not sure what all this worry about
storage is about. I think the correct way to deal with longlived nuclear
waste is to burn it up in a fast reactor. Designs for moltensalt fast reactors
are being developed by Moltex, Terrapower and others.”
Argument 2: “I know it a bit late, but fast reactor neutrons from fission
do not have anywhere near the neutron energy as neutrons from fusion.
The median neutron energy from nuclear fission in fast reactors is .75
MeV, but in fusion the energy is closer to 14 MeV which can shatter
anything heavier than bismuth. You can burn thorium directly without
transmutation in this neutron spectrum, and you can burn all transuranic
actinides as well.Mind this is all academic, since we do not have any
controlled fusion reactors.”

Figure 9: Argument 1 uses more general terms and a
practical focus on waste management solutions, while
Argument 2 delves into technical specifics about neutron
energy in fast reactors. This difference in technical
detail and complexity might lead someone to perceive
these arguments as more different than they actually are,
despite both supporting the concept of using fast reactor
technology for nuclear waste management.
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