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Abstract

Electronic health records (EHR) contain exten-001
sive structured and unstructured data, includ-002
ing tabular information and free-text clinical003
notes. Querying relevant patient information004
often requires complex database operations, in-005
creasing the workload for clinicians. However,006
complex table relationships and professional007
terminology in EHRs limit the query accuracy.008
In this work, we construct a publicly available009
dataset, TQGen, that integrates both Tables010
and clinical Text for natural language-to-query011
Generation. To address the challenges posed by012
complex medical terminology and diverse types013
of questions in EHRs, we designed a medical014
knowledge module and a questions template015
matching module. For processing medical text,016
we introduced the concept of a toolset, which017
encapsulates the text processing module as a018
callable tool, thereby improving processing effi-019
ciency and flexibility. We conducted extensive020
experiments to assess the effectiveness of our021
dataset and workflow, demonstrating their po-022
tential to enhance information querying in EHR023
systems. We will release the project code after024
our paper is accepted.025

1 Introduction026

Electronic Health Records (EHR) (Johnson et al.,027

2016; Pollard et al., 2018; Johnson et al., 2023b)028

contain a vast amount of tabular and textual in-029

formation about patients. Retrieving this informa-030

tion often requires complex database queries, pos-031

ing a challenge for clinicians without specialized032

database expertise. Converting natural language033

queries into structured database queries can sig-034

nificantly enhance the efficiency of medical pro-035

fessionals. Previous research has explored table-036

based text-to-SQL models, including sequence-to-037

sequence approaches (Dong and Lapata, 2016) and038

large language model-based methods. With the039

emergence of large-scale EHR datasets, several040

works (Raghavan et al., 2021; Lee et al., 2022) have041

introduced table-based text-to-SQL datasets tai- 042

lored for EHRs. While these methods have demon- 043

strated promising performance, they still have cer- 044

tain limitations. 045

List all prescriptions for patient 11272213 in admission
23243921.

MIMIC-IV

Was the red cell count normal for patient 11272213 in
admission 23243921?

MIMIC-CXR

Did the patient 11272213 have cardiomegaly according
to the CXR report in last admission?

Why the white blood cell change according to the the
discharge summary?

MIMIC-Note

EHRSQL

Ours
Table-based Question 

Table+CXR Report based Question

Table+Text based Question

Table Information Retrieval
MIMIC-III

Figure 1: Previous work (such as EHRSQL) focuses
only on tabular information, we introduce textual data
within tables and leverage multi-modal interactions to
create queries.

EHR contains both structured tabular data and 046

unstructured textual information, such as radiology 047

reports and discharge summaries. These texts may 048

be stored directly within table columns as long- 049

form narratives or referenced via external links. 050

Previous studies (Lee et al., 2022) have primar- 051

ily focused on querying structured tables without 052

integrating text comprehension, see Fig 1 while 053

others (Kweon et al., 2024) have explored long- 054

text processing but lacked the capability to handle 055

multimodal table-text queries in EHRs. Addition- 056

ally, some works (Bae et al., 2023) have proposed 057

VQA tasks based on tables and chest X-ray (CXR) 058

images. However, in clinical practice, radiology re- 059

ports are already generated by radiologists, making 060

direct image-based queries less practical. To bridge 061

these gaps, we construct a comprehensive table-text 062
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query generation dataset by integrating structured063

data from MIMIC-IV (Johnson et al., 2023b), radi-064

ology reports from MIMIC-CXR (Johnson et al.,065

2019), and discharge summaries from MIMIC-066

Note (Johnson et al., 2023a), facilitating more ef-067

fective and clinically relevant EHR retrieval.068

Besides, EHR contain numerous specialized069

medical terms, often represented inconsistently070

(e.g., ‘red blood cell’ vs. ‘RBC’). This variation071

complicates converting natural language queries072

into accurate database queries. To address this, we073

incorporate medical knowledge to identify and map074

specialized terms in clinician queries to correspond-075

ing database terms. Furthermore, the combination076

of tabular data and text within tables poses chal-077

lenges for query code generation. To address this,078

we introduce the concept of a toolset, encapsulat-079

ing medical text processing functions into callable080

tools. When the model detects the need to interpret081

textual data such as CXR reports, it invokes these082

tools, thereby extending the modality coverage of083

text-to-SQL systems.084

Moreover, the current query statement genera-085

tion based on electronic health data lacks a stan-086

dardized processing flow. We propose a query state-087

ment processing framework with a large model as088

the base model, including table content description,089

medical term matching, question template match-090

ing, query statement generation prompts, and code091

execution inspection operations. These introduc-092

tions are described in Section 4.093

Our contributions are as follows.094

1. We have constructed a natural language query095

dataset that integrates tabular electronic health096

record (EHR) data with medical text records.097

This data set expands the textual modality,098

making natural language queries for EHRs099

more aligned with real-world scenarios.100

2. We propose an EHR query processing frame-101

work based on a large language model, incor-102

porating a medical knowledge module, ques-103

tion template matching, and other components104

to enhance query accuracy. Notably, we in-105

troduce the toolset concept and design text106

processing tools to extend query modality.107

3. We evaluated our workflow on the proposed108

dataset, demonstrating the effectiveness of our109

approach.110

The remainder of the paper is organized into sev-111

eral sections. Section 2 discusses existing related112

work, Section 3 describes the TQGen dataset gen-113

eration, Section 4 presents the framework for EHR 114

multi-modal query generation, Section 5 presents 115

the experiments and results, Section 6 discusses 116

the limitation of our work, Section 6 concludes the 117

work and discusses possible future work. 118

2 Related Work 119

Classic benchmark datasets such as Wik- 120

iSQL (Zhong et al., 2017) and Spider 1.0 (Yu et al., 121

2018) have significantly contributed to text-to-SQL 122

task development. However, with the rise of large 123

language models (LLMs), these datasets have 124

shown limitations, such as lacking domain-specific 125

knowledge and large-scale table structures. Recent 126

benchmarks like DB-GPT-Hub (Zhou et al., 2024) 127

and BIRD (Li et al., 2024) address real-world 128

challenges, including domain-specific knowledge, 129

large-scale tables, and data noise, offering new 130

directions for text-to-SQL research. 131

In the EHR domain, text-to-SQL tasks focus 132

on extracting information from medical record ta- 133

bles by translating natural language into SQL or 134

other query languages. Wang et al.(Wang et al., 135

2020) introduced TREQS, which performs text-to- 136

SQL tasks on MIMIC-III. Pampari et al.(Raghavan 137

et al., 2021) developed emrKBQA, a large-scale 138

text-to-logical-form dataset for patient-specific QA 139

on MIMIC-III. Lee et al.(Lee et al., 2022) pre- 140

sented EHRSQL, a text-to-SQL dataset based on 141

MIMIC-III and eICU(Pollard et al., 2018), incor- 142

porating time-sensitive and unanswerable queries. 143

EHRNoteQA (Kweon et al., 2024) provides QA 144

tasks from discharge summaries, serving as a long- 145

text benchmark based on MIMIC-IV data. 146

3 Dataset Construction 147

Common EHR datasets include eICU-CRD (Pol- 148

lard et al., 2018), HiRID (Hyland et al., 2020), 149

MIMIC-III (Johnson et al., 2016), and MIMIC- 150

IV (Johnson et al., 2023b), with the MIMIC se- 151

ries being notable for its broad coverage and 152

widespread use. This study utilizes MIMIC- 153

IV, integrating radiology reports from MIMIC- 154

CXR (Johnson et al., 2019) and discharge sum- 155

maries from MIMIC-Note (Johnson et al., 2023a). 156

These reports are embedded as text or hyperlinks 157

within structured tables, facilitating data associa- 158

tion and analysis. A detailed dataset description is 159

provided in Appendix A.1. 160
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Figure 2: The pipeline of dataset construction. After preprocessing to the EHR data, we create template for question
and query code, then execute the code to obatin the question-answer (QA) pairs.

3.1 Preprocessing161

In this study, we integrated multi-source datasets162

by standardizing and linking the raw data using the163

unique patient identifier (subject_id) and hospital164

admission ID (hadm_id). Additionally, intensive165

care unit stay ID (stay_id) and chest X-ray study ID166

(study_id) were utilized to identify eligible patient167

cohorts, ensuring a high-quality data foundation168

for subsequent analyses.169

During preprocessing, all table fields underwent170

type validation and standardization. Text data was171

converted to lowercase for consistency. To improve172

query efficiency, related tables were merged (e.g.,173

integrating diagnoses with d_icd_diagnoses). De-174

tailed preprocessing methods are provided in Ap-175

pendix A.2.176

3.2 Question Template177

Since the data involves multi-modal information178

from different modalities (tables, text), we define179

the scope of question templates using two dimen-180

sions: table-based and text-based question.181

Table-based questions are associated with struc-182

tured information from EHR tables. These ques-183

tions address patient demographics, diagnoses, pro-184

cedures, medications, and other clinical details typ-185

ically recorded in a structured EHR format. The186

dataset offers a rich collection of questions de-187

rived from EHR tables, making it a highly valu-188

able resource in this context. We utilized ques-189

tion templates from the MIMIC-III version of190

EHRSQL, adapting them to align with the MIMIC-191

IV schema with necessary modifications. Approx-192

imately 100 question templates were constructed193

for table-based queries, with examples provided in194

Appendix A.2.195

The text-based question involves questions de-196

rived from discharge summaries and CXR radiol-197

ogy reports. These questions cover patient condi-198

tions, changes in the CXR radiology reports, the pa-199

tient’s admission history, discharge diagnoses, and200

more. We enhanced the templates to handle queries201

specific to individual patients and for comparisons202

between two consecutive CXR studies. Approx- 203

imately 80 question templates were constructed 204

for text-based queries, with examples provided in 205

Appendix A.2. 206

3.3 Query Answer Generation 207

In Fig 2, for each question template, we design 208

a corresponding query statement, which is exe- 209

cuted after inserting relevant keywords to query 210

results. For questions requiring answer extraction 211

from long-text data, we input both the text and 212

the corresponding question into a large pre-trained 213

model, followed by manual verification of the gen- 214

erated responses. In cases where the query yields 215

no valid information (e.g., inquiries about examina- 216

tions not performed on a given patient), predefined 217

prompts are used as response outputs. 218

3.4 Dataset Distribution 219

We conduct a comparative analysis of previous 220

datasets, as presented in Table 1, and provide statis- 221

tics on the distribution of question counts across 222

different modalities, as shown in Table 8. Further- 223

more, we perform a classification analysis based 224

on question complexity, categorizing questions into 225

two levels: Level I for questions with no more than 226

three constraint conditions (eg. subject_id, diag- 227

noses_name), and Level II for those with more than 228

three. 229

4 Methodology 230

4.1 Preliminary 231

In this work, we focus on addressing health-related 232

queries using information from structured EHRs. 233

The reference EHR, denoted as D = {D0, D1, ...}, 234

Di represents the ith table in database, and Ci = 235

{Ci
0, C

i
1, ...} corresponds to the column description 236

with in Di. Given an EHR-based clinical question 237

q ∈ Q, the objective is to extract the final answer 238

by utilizing the information with both D and C. 239

We further develop the planning process of LLM 240

as an autonomous agent in EHR question answer- 241

ing. For initialization, the LLM agent is equipped 242
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Dataset Table Text # of Tables # of Questions
TREQS (Wang et al., 2020) ✓ × 5 10k
EHRSQL (Lee et al., 2022) ✓ × 13.5 24k
EHRXQA (Bae et al., 2023) ✓ × 18 46k
EHRAgent (Shi et al., 2024) ✓ × 10 2k
EHRNote (Kweon et al., 2024) × ✓ 1 1k
TQGen(Ours) ✓ ✓ 18 12k

Table 1: Dataset comparison with other EHR-based text-to-query dataset.

with a set of pre-built tools T = {T0, T1, ...} to243

interate with the EHR database D. For example,244

the "SUM", "COUNT" functions can be regarded245

as tools in SQL querylanguage. The query code246

generation can be regarded as a combination of247

tools. Thus we generate the sequence by the fol-248

lowing policy: pq ∼ p(f1, ...ft|q,D, C, T ), where249

q ∈ Q, ft ∈ T . The final output is obtained by250

executing the function sequence:251

y ∼ EXECUTOR(q, f1, ...ft,D, C, T ) (1)252

where the EXECUTOR is the query code execu-253

tor interacting with EHR database.254

We then trace the outcome of each interaction255

back to the LLM agent, which can be either a suc-256

cessful execution result or an error message, to iter-257

atively refine the generated code-based plan. This258

interactive process is a multi-turn conversation be-259

tween the planner and executor, which leverages260

the high-level reasoning capabilities of the LLM to261

optimize plan refinement and execution.262

4.2 Modules263

Table Description. In the process of converting264

natural language into query code, table description265

is a key module responsible for establishing con-266

nections between natural language queries and the267

structured schema of relational databases. It helps268

the model accurately map query terms to database269

columns, tables, or values, thereby improving the270

generation of query code. We present an example271

of table description in Appendix A.4.272

Matching Module. When parsing a question, the273

model matches text with values in the table. For274

example, in “What is the highest red blood count275

value of patient 01 in admission 02?”, table descrip-276

tion helps the model locate the subject_id, hadm_id,277

and label columns in the labtest table to query the278

patient’s value and select the highest one. However,279

medical terms like red blood count may appear as280

RBC or red blood cell in different inputs, compli-281

cating the mapping process. To address this, we282

established a standard terminology library to en- 283

sure consistent mapping of input terms. Leveraging 284

UMLS (Bodenreider, 2004) standardized medical 285

terms, rbc and red blood cell are uniformly mapped 286

to red blood cell. 287

To generate queries code, we retrieve histori- 288

cal query templates based on semantic similarity. 289

Pre-stored queries and their corresponding ques- 290

tions are collected and stored. We calculate the 291

similarity between the input question and exist- 292

ing ones using a pre-trained BERT (Reimers and 293

Gurevych, 2019) model. The most similar ques- 294

tions are then retrieved, and their corresponding 295

query templates are extracted. For large template 296

databases, Faiss (Douze et al., 2024) is used for ef- 297

ficient similarity search. If no exact SQL template 298

is found, multiple similar templates are combined 299

to automatically generate the SQL query structure. 300

Tool Set Module. Since some tables embed links 301

to long texts or directly embed long texts, and the 302

query statement cannot directly extract and under- 303

stand the corresponding content from the long text, 304

we designed a text understanding tool. When the 305

model parses the input question and finds that the 306

query content involves long texts such as radiology 307

reports or discharge reports, we use the text under- 308

standing tool. This tool is packaged into a function. 309

Its input is the long text and the question, and the 310

output is the corresponding value. 311

In this work, we propose an automatic method 312

for generating dynamic prompts for a text under- 313

standing function, Text_Func, based on the original 314

query. For a given question, we extract key enti- 315

ties such as patient ID, admission ID, and medical 316

conditions using a table description module. For 317

example, from the query “Count the number of 318

times that patient 01 had a CXR check indicating 319

effusion in admission 02”, we extract patient_id = 320

01, admission_id = 02, and condition = effusion. 321

Using this extracted information, we dynamically 322

generate a prompt to guide Text_Func in retrieving 323
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Question-Query Code Example

Question Match Module

Table Description
patient.csv.gz is a table records the patient
information, the location is [table loc]. The
column description are listed below:
subject_id: patient id, one patient has one
unique subject_id.
hadm_id: admission id, one admission has
one unique hadm_id
......

Generate python code to answer the question. 
Use pandas package to load .csv or .csv.gz file.
Only generate code for the question.
No explanation and other description.
Use "print" to output the result. 
The result variable should be named as "result".
......

Prompt

Medical Knowledge

# read csv table
pd.read_csv()
# filter by condition bigger than certain value
df[df["col"] > value]
# read text with question
text_func(report_path, question)
......

Tool Set

Integrated Information

Execution
Success

N
Error Information

Y

Matched Query Code Example

Generated Query Code
Agent Executor

Result

Question 

Database

Has patient 01 been diagnosed with diabetes and also
had effusion in a CXR study in admission 02?

filtered_df = df[(df['subject_id'] == 01) & (df['hadm_id'] == 02)]
if not filtered_df.empty:
    report_path = filtered_df['report_path'].values[0]
    question_text = "Did patient 01 have effusion in CXR
study?"
    text_func(report_path, question_text) ......

False

Common Name Sandard Name

UMLS

Figure 3: The framework of generating query code from question text. We use python code as example.

How many times patient 01 underwent a chest X-ray
examination that indicated effusion during admission 02?

filtered_df = df[(df_cxr["subject_id"] == "01") &
(df_cxr["hadm_id"] == "02")]
effusion_report= text_func(filtered_df["report_text"],
prompt = "Does the chest x-ray report indicate effusion?")
len(effusion_report["results"]==True)

text_func(filtered_df["report_path"], Does the chest x-ray
report indicate effusion?)

study_id report_path

s01 path1

s02 path2

s03 path3

results

True

False

False

Input Data Output

Function Call

Agent

Detect the need to load CXR report text.

Figure 4: The method to call function to process text.

relevant data from medical records. For instance,324

the prompt would be: “Does the chest x-ray re-325

port of patient 01 in admission 02 indicate effu-326

sion?”. Figure 4 illustrates the pipeline for using327

Text_Func to process the text.328

Code Inspection Module. The code execu-329

tor automatically extracts the code from the LLM330

agent output and executes it within the local envi-331

ronment:332

O(q) = EXECUTOR(S(q))) (2)333

After execution, it sends the results of execution334

back to the LLM agent for potential plan refinement335

and further processing.336

We observe that the generated query statements337

do not always execute successfully. To address338

this issue, we incorporate a repair module to refine 339

queries that fail during execution. When the gen- 340

erated query statement S(q) encounters an error in 341

the executor, we identify potential issues such as 342

incorrect file path references, column mismatches, 343

or erroneous value assignments. To improve query 344

accuracy, we collect the error messages returned 345

by the executor along with the original question, 346

the generated query, guiding prompts, and relevant 347

toolbox resources. This information is then fed 348

back into the LLM agent iteratively until a valid 349

query is produced or the predefined query attempt 350

limit is reached. The equation is as follows: 351

S(q) = LLM(S(q), I, T , q, error_info) (3) 352

The logic of the code inspection module can be 353

found in Algorithm 1. 354

4.3 Evaluation 355

Exact-Match Accuracy (EM) (Yu et al., 2018). 356

This metric measures whether all SQL components 357

C = {Ck} of the predicted SQL query match the 358

ground-truth SQL query. It can be computed as 359

follows: 360

EM =

∑N
i=1 I

(∧
Ck∈C Y Ck

i = Ŷ Ck
i

)
N

(4) 361

Execution Accuracy (EX) (Yu et al., 2018). This 362

metric evaluates the performance by comparing 363

whether the execution result sets of the ground- 364

truth and predicted SQL queries are identical. It 365

can be computed as: 366
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EX =

∑N
i=1 I

(
Vi = V̂i

)
N

(5)367

where I(·) is an indicator function that equals 1368

if the condition inside is satisfied, and 0 otherwise.369

LLM-based Score For long-text answers, such as370

listing medications or responding to hospitaliza-371

tion reports, the previous metrics are not suitable.372

Inspired by works LLaVa-Med (Li et al., 2023;373

Kweon et al., 2024), we use GPT-4 (Achiam et al.,374

2023) to evaluate the accuracy of model-generated375

answers. The reference answer is manually cre-376

ated and serves as the upper bound. GPT-4 then377

evaluates the model’s output by comparing it to the378

reference answer. It then assigns a score on a scale379

from 1 to 10, where 1 indicates poor accuracy and380

10 reflects a highly accurate response.381

Algorithm 1 Algorithm Framework

Input: EHR databse D, Input question q ∈ Q,
Column description of EHR D: C, Tool set T ,
Question samples Qs, Medical knowledge M,
Generation prompt P .
We have guided prompt I = [C,M,P].

Initialize: try_time : k ∈ {1, . . . ,K}, flag = 0.
% Match similar question examples
qsim = argTopKmax(sim(q, qi|qi ∈ Qs)
% Generate Query Code
S(q) = LLM(I, T , q, qsim)
% Loop until max iterations or successful execu-
tion
while k ≤ K and flag = 0 do

% Code Execution
O(q) = EXECUTOR(S(q))
% Code Check
if O(q) includes error information then

S(q) = LLM(S(q), I, T , q, error_info)
k = k + 1

else
flag = 1

end if
end while
Output: Final answer or output information
from O(q)

5 Experiment382

5.1 Experiment Setup383

Task and Datasets. We use test data from our384

constructed dataset, which includes 1000 Level I385

and 1000 Level II questions (see Appendix 8). The 386

task is to evaluate the accuracy of the generated 387

query statements and the correctness of the query 388

results. Questions are categorized into two levels 389

based on difficulty: Level I for those with no more 390

than three constraint conditions, and Level II for 391

those with more than three. 392

Model Select. We used different large mod- 393

els as query generation models, including the 394

Qwen2.5 (Yang et al., 2024) series and the 395

LLaMA (Touvron et al., 2023) series. We also used 396

models with different parameter amounts to mea- 397

sure their impact on query generation capabilities. 398

These models are listed below: 399

1. Qwen2.5-7B/14B/32B (Yang et al., 2024) is 400

for general-purpose language understanding 401

and generation tasks. 402

2. Qwen2.5 Code-7B/14B/32B (Hui et al., 2024) 403

is an optimized version of Qwen 2.5 tailored 404

specifically for programming-related tasks. 405

3. LLaMA 2-7B/13B/34B (Touvron et al., 2023) 406

is for general text understanding task. 407

4. LLaMA 2 Code 7B/13B/34B (Rozière et al., 408

2023) is a variant of Llama 2 fine-tuned for 409

coding tasks. 410

Implementation Details. The experiments were 411

conducted on an NVIDIA GeForce RTX A6000 412

GPU. To ensure consistency, we set the temper- 413

ature parameter to 0 during API calls to GPT-4, 414

eliminating randomness in the generated responses. 415

The generated queries are in SQL format, and their 416

execution is facilitated using Python. 417

5.2 Quantitative Analysis 418

We evaluated the performance of various models 419

on the dataset using three metrics: exact match ac- 420

curacy (EM), execution accuracy (EX), and a large 421

language model-based score (LLM-based score). 422

Exact match accuracy and execution accuracy were 423

employed to assess the correctness of results in- 424

volving simple data types, such as numerical values 425

and strings. In contrast, the LLM-based score was 426

specifically designed to evaluate tasks that involve 427

complex text comprehension and generation. 428

Table 2 summarizes the experimental results. As 429

shown in the table, with an increase in the model’s 430

parameter count, the model’s performance on EX, 431

EX, and LLM-based scores improves. Addition- 432

ally, when the questions are relatively simple, the 433

accuracy of the generated query code and its exe- 434

cution results is higher. However, as the difficulty 435

of the questions increases, the decline in EX for 436
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EM EX LLM-based score

Model Size Level I Level II Level I Level II Level I Level II

Qwen 2.5 (Yang et al., 2024)
7b 0.53 0.48 0.80 0.63 7.85 6.04
14b 0.58 0.53 0.82 0.75 8.53 6.57
32b 0.61 0.59 0.89 0.80 9.05 7.12

Qwen 2.5 Code (Hui et al., 2024)
7b 0.56 0.52 0.82 0.62 7.79 6.13
14b 0.60 0.55 0.85 0.76 8.69 6.58
32b 0.64 0.57 0.91 0.83 9.13 7.23

Llama 2 (Touvron et al., 2023)
7b 0.52 0.48 0.81 0.62 8.02 6.10
13b 0.55 0.51 0.83 0.73 8.46 6.53
34b 0.58 0.54 0.90 0.79 8.90 7.20

Llama 2 Code (Rozière et al., 2023)
7b 0.55 0.52 0.81 0.64 7.96 6.16
13b 0.59 0.54 0.86 0.76 8.45 6.67
34b 0.63 0.56 0.91 0.81 8.95 7.30

Table 2: Performance comparison of different models on our proposed dataset.

EM EX LLM-based score

Model M.K Q.T.M C.C Level I Level II Level I Level II Level I Level II

Qwen2.5 14b (Yang et al., 2024)

× × × 0.50 0.40 0.72 0.61 7.63 6.10
✓ × × 0.54 0.50 0.77 0.66 7.87 6.21
✓ ✓ × 0.58 0.53 0.82 0.70 8.32 6.37
✓ ✓ ✓ 0.60 0.55 0.85 0.76 8.69 6.58

Table 3: Ablation study of different modules.

the generated query code becomes more significant,437

while the decrease in EX is less pronounced. This438

is because complex problems require more function439

combinations, and although the model uses differ-440

ent function combinations, it ultimately achieves441

the same result. For text-based query tasks, the442

LLM-based score also experiences a decline, likely443

due to the complexity of the questions causing the444

model to select incorrect texts, thereby affecting445

accuracy.446

We also investigated the differential impact of447

various functional modules on the overall perfor-448

mance of the dataset. In previous sections, we in-449

troduced several key components, including table450

description, medical knowledge, question template451

matching, and code checking. For the experimental452

design, we configured the agent with table descrip-453

tions and prompts, and subsequently evaluated the454

specific influence of the three modules—medical455

knowledge (M.K), question template matching456

(Q.T.M), and code checking (C.C)—on the gen-457

erated query code.458

We employed the Qwen2.5-14B (Yang et al.,459

2024) model as the foundation and randomly sam-460

pled 500 instances from a self-constructed test set,461

encompassing samples with two distinct levels of 462

difficulty. Comparative analysis revealed a signif- 463

icant decrease in the model’s accuracy when the 464

M.K, Q.T.M, and C.C modules were disabled. 465

Disabling the medical knowledge module led to 466

the most significant accuracy decline, likely due 467

to mismatches between query phrases and table 468

entries, causing retrieval failures. The question 469

template matching module also had a notable im- 470

pact on code generation accuracy, with matched 471

questions and exemplar code boosting performance. 472

However, the model occasionally produced cor- 473

rect code without Q.T.M support. In contrast, the 474

code checking module had a smaller effect, as most 475

SQL queries executed correctly without modifica- 476

tion, with adjustments needed only in specific edge 477

cases. 478

5.3 Case Study 479

The effectiveness of the aforementioned modules 480

is demonstrated through the experimental results. 481

As illustrated in Fig 5, the impact of different mod- 482

ules on code generation and query result genera- 483

tion is depicted across three subplots: (a) shows 484

the performance differences with and without the 485
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Count the number of red blood tests taken by patient
10004457 during admission 23251352.

Without Medical Knowledge Module

With Medical Knowledge Module

SELECT COUNT(*) AS result
FROM icu_labevents_train
WHERE subject_id = 10004457
AND hadm_id = 23251352
AND label = 'red blood tests';

SELECT COUNT(*) AS result
FROM icu_labevents_train
WHERE subject_id = 10004457
AND hadm_id = 23251352
AND label = 'red blood cell';

Without Question Template Matching

With Question Template Matching

(a)

What is the latest value of hematocrit of patient
10004457 in admission 23251352?

SELECT MAX(charttime) AS max_charttime, valuenum
FROM labevents
WHERE subject_id = 10004457 AND hadm_id =
23251352 AND label = 'hematocrit'
GROUP BY valuenum
ORDER BY max_charttime DESC
LIMIT 1;

HAVING charttime = (
SELECT MAX(charttime)
FROM labevents
WHERE subject_id = 10004457 AND hadm_id =
23251352 AND label = 'cbc');

Without Code Check

With Code Check

Count the number of chest X-ray study of patient
{subject_id} during admission {hadm_id}.

SELECT COUNT(*)
FROM cxr_report
WHERE subject_id = {subject_id}
AND hadm_id = {hadm_id}
AND label = 'chest x-ray'

SELECT COUNT(*)
FROM cxr_report
WHERE subject_id = {subject_id}
AND hadm_id = {hadm_id}
AND path = 'path'
TEXT_FUNC(path)

(b) (c)

Comment: The name of red blood
test in the table is red blood cell.

Comment: The question template is
"SELECT MAX(charttime) ...... "

Comment: The query column name is wrong, after
code check, it changes to right column name.

Figure 5: Some examples demonstrate the efficiency of the modules. The top row shows the questions, followed by
the generated query codes in the second and third rows — one without the module and the other with the module.
The last row explains why the query code is correct.

medical knowledge (M.K) module, indicating a486

significant improvement in the accuracy of med-487

ical term matching when the module is enabled;488

(b) compares the outcomes with and without the489

question template matching (Q.T.M) module, high-490

lighting the crucial role of template matching in491

the task; and (c) validates the contribution of the492

code checking (C.C) module. The experimental493

results confirm that all three modules contribute494

to enhanced accuracy and reliability of the query495

results.496

6 Conclusion497

In this work, we present a novel approach for query-498

ing EHRs by integrating structured tables and un-499

structured clinical text. We created a publicly avail-500

able dataset to facilitate natural language-to-query501

translation, addressing the complexities of EHR502

data, including complex table relationships, long-503

form narratives, and specialized medical terminol-504

ogy. Additionally, we propose a workflow lever-505

aging LLMs, incorporating modules for medical506

knowledge, question templates, and toolsets to en-507

hance query accuracy. Our findings demonstrate508

that LLM-powered querying systems can signifi-509

cantly improve EHR data accessibility and usabil-510

ity, paving the way for more efficient clinical in-511

formation retrieval. Future work will focus on en-512

hancing query accuracy, incorporating multi-modal513

data sources, and further validating the approach in514

real-world clinical settings.515

Limitation 516

Despite careful design, our dataset has some limi- 517

tations. Since it is based on the MIMIC database, 518

its generalizability may be restricted, which could 519

affect the stability, comprehensiveness, and appli- 520

cability of our model. Future work should address 521

these challenges. While our research represents a 522

significant step in multimodal EHR QA systems, 523

there is still room for improvement. Key future 524

directions include expanding the dataset by enhanc- 525

ing multimodal dialogue systems and integrating 526

mechanisms to handle unanswerable or ambiguous 527

questions, which are crucial for real-world applica- 528

tions. These efforts will leverage our dataset as a 529

valuable resource and lay the foundation for more 530

comprehensive healthcare solutions. 531

Ethical and Privacy Considerations 532

In accordance with the PhysioNet Certified Health 533

Data Use Agreement, we strictly prohibit transfer- 534

ring confidential patient data (MIMIC-IV) to third 535

parties, including via online services like APIs. To 536

ensure compliance, we use locally deployed models 537

for testing, preventing third-party access to sensi- 538

tive patient information. We continuously monitor 539

our adherence to these guidelines and relevant pri- 540

vacy laws to ensure ethical data use. Sensitive 541

information, such as patient names and visit times, 542

has been appropriately processed to protect patient 543

privacy. 544
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A Appendix691

A.1 EHR Dataset Introduction692

The MIMIC-IV (v2.2) dataset (Johnson et al.,693

2023b) is a large, publicly accessible relational694

database containing de-identified health-related695

data, including diagnoses, procedures, and treat-696

ments, for 50,920 patients who were admitted to697

the critical care units of Beth Israel Deaconess Med-698

ical Center (BIDMC) between 2008 and 2019.699

The MIMIC-CXR dataset (Johnson et al., 2019)700

is a large-scale, publicly available collection of701

377,110 chest radiographs from 227,827 imaging702

studies conducted at BIDMC between 2011 and703

2016. MIMIC-CXR can be linked to MIMIC-IV704

through lookup tables that map patient identifiers 705

across the two datasets. 706

The MIMIC-IV-Note dataset (Johnson et al., 707

2023b) is a de-identified collection of free-text clin- 708

ical notes linked to the MIMIC-IV database. It com- 709

prises 331,794 discharge summaries from 145,915 710

patients (both hospital and emergency department 711

admissions) and 2,321,355 radiology reports from 712

237,427 patients. All notes have been de-identified 713

in accordance with HIPAA Safe Harbor standards. 714

We also list the tables and columns used in our 715

dataset in Table 4. There are 18 tables, and all 716

tables are linked by the subject_id and hadm_id. 717

In the MIMIC-CXR dataset, the path of radiology 718

report are stored in the path column, and the dis- 719

charge summary are stored in the text column in 720

the MIMIMC-Note. 721

A.2 Dataset Construction 722

During the dataset construction process, we em- 723

ployed a dual-faceted question design strategy. 724

First, we formulate question templates based on 725

consultations with clinical experts and insights 726

from the relevant literature. Second, we specifi- 727

cally designed complex questions that require the 728

integration of structured data (e.g., tabular infor- 729

mation) with unstructured textual data (e.g., radi- 730

ology reports and discharge summaries). For each 731

standardized question template, we systematically 732

generated multiple paraphrased variants that main- 733

tain semantic equivalence, thereby enhancing the 734

diversity and comprehensiveness of the question 735

set. Finally, a sampling approach was used to ran- 736

domly select one variant from the pool of candidate 737

questions, which was then populated with relevant 738

field values to generate the final question presented 739

to the research subjects. Table 5 lists some question 740

examples related to EHR tables. Table 6 lists some 741

questions related to the text of the CXR reports. 742

Table 7 lists some question examples related to the 743

text of the discharge summaries. 744

The question answer example is listed in 745

A.4. "question_template" is the template question, 746

"question" is the real question filled with values. 747

"query_code" is the generated query code. "an- 748

swer" is the answer after running the query code. 749
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Index Dataset Table Columns
1

MIMIC-IV

patients subject_id, hadm_id, gender, anchor_age, an-
chor_year, dod.

2 admissions subject_id, hadm_id, admittime, dischtime, admis-
sion_type, admission_location, discharge_location,
insurance, marital_status, race.

3 diagnoses subject_id, hadm_id, icd_code, icd_version.
4 d_icd_diagnoses icd_code, icd_version, long_title.
5 labevents subject_id, hadm_id, item_id, charttime, valuenum,

valueuom, ref_range_lower, ref_range_upper.
6 d_labitems itemid, label, fluid, category.
7 microbiolog subject_id, hadm_id, charttime, spec_type_desc,

test_name.
8 prescriptions subject_id, hadm_id, starttime, stoptime, drug,

dose_val_rx, dose_unit_rx, route.
9 procedures subject_id, hadm_id, icd_code, icd_version.

10 d_icd_procedures icd_code, icd_version, long_title
11 icustays subject_id, hadm_id, stay_id, first_careunit,

last_careunit, intime, outtime, los.
12 inputevents subject_id, hadm_id, stay_id, starttime, itemid,

amount, amountuom,patientweight, etc.
13 d_items itemid, label, abbreviation, category, unitname.
14 outputevents subject_id, hadm_id, stay_id, charttime, itemid,

value, valueuom.
15 chartevents subject_id, hadm_id, stay_id, charttime, itemid,

value, valueuom.
16

MIMIC-CXR
cxr-metadata subject_id, tudy_id, dicom_id, studydate, studytime.

17 cxr-record-list subject_id, study_id, dicom_id, path.
18 MIMIC-IV-Note discharge subject_id, hadm_id, charttime, storetime, text.

Table 4: Dataset, tables, and columns used in our dataset construction.

Prompt

Please generate python code to answer the
question.
Use pandas package to load .csv or .csv.gz
file.
Only generate code for the question.
No explanation and other description.
Use ‘print‘ to output the result.
The final result variable should be named as
‘result‘.
Questions related to discharge summary
should be answered based on the summary-
text.

750

A.3 Dataset Statistics751

Here we list some statistics information for our con-752

structed dataset in 8. We classify the difficulty level753

of the questions based on the number of values that 754

need to be filled in when querying. Questions that 755

require no more than three fill-in values are classi- 756

fied as Level 1 questions, and questions that require 757

more than three fill-in values are classified as Level 758

2 questions. The more fill-in values required, the 759

more complex the question. 760

A.4 Prompt Detail 761

For each table, we provide a detailed explanation 762

of the information conveyed by the table and spec- 763

ify the exact file path from which the table can be 764

accessed. Additionally, for each column within the 765

table, we offer a comprehensive definition that clar- 766

ifies the specific meaning and significance of the 767

data it represents. Textbox A.4 gives an example 768

of the description to admissions table. 769

When the model encounters a question it cannot 770

answer, we introduce a mechanism in the prompt 771
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Related Table Question Template
diagnoses Has patient {subject_id} been diagnosed with {diagnoses_name} during admission

{hadm_id}?
admission List the hospital admission time of patient {subject_id}.
icu_stay Count the number of ICU visits of patient {subject_id} during admission {hadm_id}.
labevents Count the number of {labtest_name} patient {subject_id} received during admission

{hadm_id}.
labevents For patient {subject_id} in admission {hadm_id}, what was the highest value of

{labtest_name}?
microbiolog What are the top [n_rank] frequent microbiology tests that patient {subject_id} had in

admission {hadm_id}?
prescriptions What are the top [n_rank] frequently prescribed drugs of {gender_type} patients aged

{age_group} in {year}?
labevents For patient {subject_id} in admission {hadm_id}, was the last {labtest_name} normal?

prescriptions Has patient {subject_id} have {durg_name} in his/her {ordinal_num} admission?
microbiology What was the time that patient {subject_id} have {microbiology_name} in his/her

{ordinal_num} admission?

Table 5: Question templates examples related to EHR tables.

Related Table Question Template
cxr_report List the {findings_name} of the last chest X-ray study for patient {subject_id} during

the hospital stay within admission {hadm_id}.
cxr_report List the {study_date} of patient {subject_id} who had a chest X-ray study during

hospital visit indicating {findings_name} within the admission {hadm_id}.
cxr_report List the {findings_name} of the chest X-ray study {study_id} for patient {subject_id}

during the admission {hadm_id}.
cxr_report Count the number of chest X-ray study of patient {subject_id} during admission

{hadm_id}.
cxr_report Count the number of {gender} patients aged {age_group} who had a chest X-ray

study during hospital visit indicating {findings_name} in the {year}.
cxr_report Has patient {subject_id} been diagnosed with {diagnoses_name} and also had a chest

X-ray study indicating {findings_name} within the admission {hadm_id}?
cxr_report Has patient {subject_id} received a {procedure_name} procedure and also had a

chest X-ray study indicating {findings_name} in the ${natomical_area} within the
admission {hadm_id}?

cxr_report Has patient {subject_id} been prescribed with {drug_name} and also had a chest X-ray
study indicating {findings_name} in the ${anatomical_area} within the admission
{hadm_id}?

Table 6: Question templates examples related to CXR report text.
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Related Table Question Template
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, does the

patient {subject_id} have any known drug allergies?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what

was the patient {subject_id} primary reason for admission?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what

was the patient {subject_id} discharge diagnosis?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what

medications were prescribed to the patient {subject_id} upon discharge?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what is

the family history of the patient {subject_id}?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, describe

the hospital course briefly.
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what

medication on admission is given to the patient?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what

was the discharge disposition of the patient?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, was the

patient’s condition improving?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, list all

the blood test items the patient have taken.
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, what

happened to the labtest {blood_test_item}?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, why the

{blood_test_item} change?
discharge According to the {ordinal_num} discharge summary of patient {subject_id}, did the

patient receive labtest {blood_test_item}?

Table 7: Question templates examples related to discharge summary text.

Train Valid Test
Level I Level II Level I Level II Level I Level II

Table 2000 2000 500 500 500 500
CXR report 1000 1000 250 250 250 250
Discharge 1000 1000 250 250 250 250
Total 4000 4000 1000 1000 1000 1000

Table 8: Statistics of our dataset
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design to ensure a predefined response. Specifi-772

cally, the model is instructed to return a default773

value, such as “Unable to answer this question,”774

when it cannot generate a valid query. This fall-775

back approach improves robustness by providing776

consistent feedback, even when the question does777

not match the database schema. By integrating778

this method, the system remains reliable and pre-779

dictable, particularly for edge cases or unanswer-780

able queries.781

Table Description

This is the description to the admis-
sions.csv.gz file. This file is located in
mimic-iv/admissions.csv.gz.
subject_id: A unique identifier for each pa-
tient in the dataset. Each patient only has
one subject_id.
hadm_id: Hospital admission ID, a unique
identifier for each hospital admission. This
ID enables differentiation between multiple
admissions for the same patient.
admittime: Timestamp for the exact date
and time when the patient was admitted to
the hospital. This helps establish the start
of a hospital stay.
dischtime: Timestamp for the date and time
when the patient was discharged from the
hospital, marking the end of a specific ad-
mission period.
admission_type: Categorical field indicat-
ing the type of admission, such as "emer-
gency," "urgent," or "elective." This pro-
vides context on the reason or urgency of
admission.
admission_location: Describes the loca-
tion from which the patient was admitted,
such as "clinic referral," "emergency depart-
ment," or "transfer from another facility."
......

782

Question Answer Example

"subject_id": 10054277,
"hadm_id": 27607912,
"question_answer_pairs": [
{"question_template": "Count the admis-
sion num of patient {subject_id}.",
"question": "How many times does the
record show regarding patient 10054277’s
admissions?",
"query_code": df = pd.read_csv (’pa-
tients.csv.gz’)
result = df[df[’subject_id’] == 10054277]
[’hadm_id’].nunique()
print(result)
"answer": "1" }

"subject_id": 10054277,
"hadm_id": 27607912,
"question_answer_pairs": [
{"question_template": "What diseases does
the patient subject_id have in the admission
admission_id according to the radiology
report?",
"question": "According to the radiology
report, what diseases are associated with pa-
tient 10054277 in admission 27607912?",
"query_code": df = pd.read_csv (’pa-
tients.csv.gz’)
patient_data = df[(df[’subject_id’]
== 10054277) & (df[’hadm_id’] ==
27607912)]
report_path = patient_data["path][0]
question_text = "What disease in the CXR
report?"
result = text_func(report_path, ques-
tion_text) "answer": "atelectasis, pleural
effusion." }

783
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