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Abstract

Recent research has shown how large language001
models (LLMs) reflect societal norms and bi-002
ases. While gender bias in machine translation003
and other areas has been extensively researched,004
there is a surprising lack of research on gen-005
der bias in emotion analysis. However, gender006
and emotion are inextricably linked in societal007
discourse, and emotion recognition is a focal008
point for artificial intelligence (AI) regulation009
(European Commission, 2023). We address010
this gap by investigating four recent LLMs for011
their gendered emotional stereotypes and the012
implicit assumptions that underpin their predic-013
tions. We prompt them to predict emotional014
responses for different genders in English self-015
reports like “When I fell in love”. All models016
consistently exhibit gendered stereotypes, asso-017
ciating females with SADNESS and males with018
ANGER. We consequently also identify gen-019
der biases when predicting emotions with these020
models. We find that they inherently rely on a021
binary gender framework. Our findings shed022
light on the complex societal interplay between023
language, gender, and emotion. Their replica-024
tion in LLMs allows us to use those models to025
study the topic in detail, but raises questions026
about the predictive use of those same LLMs027
for emotion applications. In short: do we want028
those models to replicate societal stereotypes029
around gendered emotion?030

1 Introduction031

Emotions provide a nuanced array of responses032

that capture what we value and how we relate to033

different situations. Seeing a colleague publish pro-034

lifically can trigger ENVY, an admiration desire for035

similar output, or SADNESS, a perceived inability036

to compete. But does that person’s gender matter?037

How we express emotions in language unveils038

collectively-held cultural stereotypes about gender039

(Shields, 2013). Stereotyping is a cognitive com-040

mitment to some empirical generalization about a041

specific social group (e.g., “women are emotional”).042

Predict the emotions associated with the following event 
“When I fell in love”. List three emotions per gender.

For females: euphoria, vulnerability, hope.
Vulnerability: “Falling in love can make women feel 
vulnerable, as they open up their hearts and emotions 
to someone else. This can be both exhilarating and 
terrifying at the same time.”

For males: excitement, fear, pride.
Pride: “When a man falls in love, he often feels a 
sense of pride in himself and his ability to attract 
someone he cares about.”

Figure 1: Stereotypical model biases in gendered emo-
tion attribution for the prompt “When I fell in love”.
The model assumes binary gender and associates fe-
males with EUPHORIA, VULNERABILITY, and HOPE,
and males with EXCITEMENT, FEAR, and PRIDE. See
Appendix A, Table 7 for detailed explanations.

Therefore, stereotypes can be neutral, positive, or 043

negative. While stereotypes serve as important 044

heuristics to free cognitive capacity and transmit in- 045

formation as quickly as possible, as Fricker (2007) 046

points out “many of the stereotypes of historically 047

powerless groups such as women, black people, or 048

working-class people variously involve an associa- 049

tion with some attribute inversely related to com- 050

petence or sincerity or both”. As a result, emotion 051

stereotypes limit how people from specific groups 052

can engage in a situation, shaping their perceived 053

characteristics. Women, for example, have histori- 054

cally been characterized as emotional (as opposed 055

to men, see Plant et al., 2000; Shields, 2013). These 056

stereotypes have material consequences for both 057

men and women1 since men have not been seen 058

as suitable for jobs involving care (e.g., nursing) 059

and women for jobs deemed to require a supposed 060

emotional distance (e.g., finance or technology). 061

1We are restricted to a binary gender distinction due to the
data and model assumptions.
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LLMs like LLaMA (Touvron et al., 2023) and062

GPT-4 (OpenAI, 2023) are built on pre-training063

methods known to encode societal biases and064

stereotypes (Nadeem et al., 2021; Nozza et al.,065

2021). Gender bias particularly (Sun et al., 2019)066

has received much attention in machine transla-067

tion (Hovy et al., 2020; Stanovsky et al., 2019)068

as well as other NLP tasks (e.g., Bolukbasi et al.,069

2016; Rudinger et al., 2018, inter alia). However,070

there is a notable gap in gender bias research for071

emotion analysis (Mohammad et al., 2018; Klinger072

et al., 2018; Plaza-del-Arco et al., 2020). Emo-073

tion recognition is one of the high-priority aspects074

in the recent European Union AI Act, where the075

use of AI systems for detecting emotional states076

based on biometric features is explicitly prohibited077

(European Commission, 2023).078

Given the complex interplay between language,079

gender, and emotion, our study shows how subtle080

biases and stereotypes shape how LLMs inter-081

pret and generate emotional responses. Specif-082

ically, we prompt four different LLMs to make083

emotional predictions based on gender in response084

to various situations. Figure 1 shows an illustrative085

example. These biases2 can have both represen-086

tational, and allocational harms (Crawford, 2017;087

Blodgett et al., 2020) because they incorrectly limit088

the emotional landscape of individuals based on089

incorrect gender assumptions, and they can impact090

daily life applications like hiring procedures or edu-091

cational evaluations, respectively. Our results raise092

questions about the use of LLMs in emotion ap-093

plications. While they seem to replicate societal094

stereotypes and can serve as mirrors and study ob-095

jects for social studies, we need to ask whether096

we want to accept those stereotypes to inform any097

predictive applications of those models.098

Contributions and Findings. We answer the fol-099

lowing three research questions (RQs):100

(RQ1) To what extent can LLMs be used for101

emotion recognition? What is the range of emo-102

tions these models can recognize?103

(RQ2) Do LLMs exhibit gendered emotions? If104

so, are these differences reflecting actual gender105

distinctions or are they shaped by stereotypes?106

(RQ3) How do our results align with related107

fields like the social sciences? How can they inform108

future work on gendered emotional biases in NLP?109

2By bias we mean where a model does not accurately
represent the lived experiences of each gender to the same
level of accuracy but relies on stereotypes.

Overall, we find strong evidence of gendered 110

stereotyping across the four recent LLMs, with 111

models overwhelmingly linking SADNESS with 112

women and ANGER with men. Additionally, we 113

observe a limited gender representation in LLMs, 114

adhering to a binary framework. While evaluating 115

emotion prediction across genders in these models, 116

we detect gender-based biases. We make all our 117

data available upon publication. 118

2 Experimental Setup 119

One of the use cases for LLMs is to tackle standard 120

NLP tasks by formulating a specific request in the 121

input prompt. Here, we experiment with what we 122

define as emotion attribution: Given an event, the 123

task consists of predicting one or more emotions a 124

person would feel in reaction to that event based on 125

their gender. In particular, we study whether such 126

models exhibit gendered emotional stereotypes.3 127

We investigate the gender framework these mod- 128

els assume, which emotions they frequently link 129

with each gender, and whether these differences 130

are based on gendered emotional stereotypes. 131

Emotion female male

ANGER 594 492
DISGUST 594 486
FEAR 597 492
SADNESS 593 490
JOY 597 492
GUILT 590 485
SHAME 588 483

Total 4,153 3,420

Table 1: Distribution of emotions per gender (female,
male) in the ISEAR dataset.

2.1 Dataset 132

We use the International Survey On Emotion An- 133

tecedents And Reactions (ISEAR)4 (Scherer and 134

Wallbott, 1994), a well-known dataset in emotion 135

analysis that includes 7,665 English self-reports 136

of events that triggered different emotions. Stu- 137

dent respondents, both psychologists and non- 138

3A gendered emotional stereotype is a cognitive commit-
ment to some generalization about how people feel on the
basis of their gender. These stereotypes have led to the preju-
dicial treatment of women and men because they incorrectly
attribute certain characteristics to individuals. Since what
they attribute is incorrect they are not useful heuristic devices,
hence why they are negative. See Ellemers (2018).

4https://www.unige.ch/cisa/research/
materials-and-online-research/
research-material/
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psychologists, were asked to report situations in139

which they had experienced all seven major emo-140

tions (ANGER, DISGUST, FEAR, GUILT, JOY, SAD-141

NESS, and SHAME) including some emotions pro-142

posed by Ekman (1992). In each case, the questions143

covered the way they had appraised the situation144

and how they reacted. The final dataset thus con-145

tained reports on seven emotions each by close to146

3,000 respondents in 37 countries on five conti-147

nents. For each event, the demographic factors of148

the subject who reported it are provided, encom-149

passing gender, religion, the occupations of both150

parents, field of study, and country of origin. For151

our experiments, we use the gender. Table 1 pro-152

vides the distribution of emotions per gender in153

the ISEAR dataset. After filtering out instances154

containing the tokens "NO RESPONSE," we ob-155

tained a total of 7,573 events, with 4,153 involving156

females and 3,420 involving males.157

2.2 Models158

We test the current state-of-the-art LLMs Llama2159

(Touvron et al., 2023), Mistral-7b (Jiang et al.,160

2023) and GPT-4 (OpenAI, 2023).161

Llama2, developed by Meta, is an open-access162

collection of pre-trained and fine-tuned LLMs rang-163

ing in scale from 7 billion to 70 billion parameters164

and launched in July 2023. They reported better165

performance than other open-access LLMs and are166

comparable to ChatGPT in most tasks. We specifi-167

cally examine the largest models in the Llama2 fam-168

ily’s dialogue-optimized versions which are Llama-169

2-13b-chat-hf and Llama-2-70b-chat-hf. We will170

refer to these models throughout the paper as171

Llama2-13b and Llama2-70b, respectively. Mistral-172

7b is also an open-source LM launched by Mistral173

in September 2023, which beats similar-sized ver-174

sions of open LLMs such as Llama2-13b. Among175

the models released by Mistral, we test Mistral-7b-176

Instruct-v0.1 which is the instruction-tuned version177

of Mistral-7b-v0.1. We access these models via178

Hugging Face (Wolf et al., 2020). We also test a179

proprietary model, GPT4 which was released by180

OpenAI in March 2023 and gain access to this181

model via its API.5182

We set the temperature of all models to zero to183

make responses deterministic and the maximum184

response length to 256 tokens. We collected all185

responses in November 2023.186

5https://platform.openai.com/docs/
api-reference

We run all our experiments on a server with three 187

NVIDIA RTX A6000 and 48GB of RAM. 188

2.3 Gender-Emotion Prompting 189

We prompt the models Mistral-7b, Llama2-13b, 190

Llama2-70b, and GPT-4 to predict emotional re- 191

sponses based on gender in the context of different 192

events, aiming to discern patterns or biases in the 193

model’s generation. To avoid injecting any partic- 194

ular assumed gender framework (e.g. binary), we 195

used the following instruction: “Predict the emo- 196

tions associated with the following event {event}. 197

List three emotions per gender without an explana- 198

tion.”. For each given event in the ISEAR dataset, 199

we ask the model to predict three emotions per gen- 200

der, aiming to capture a wide range of emotional 201

expressions and offer a more thorough knowledge 202

of potential variances. 203

Our prompt is designed to elicit any gendered 204

predictions. Note that our research question is not 205

about whether they predict different emotions for 206

men and women but what those differences are. 207

We investigate whether the differences are repre- 208

sentative of the real lived experiences of men and 209

women who annotated the dataset or whether they 210

are gendered along prejudicial stereotypes. Prompt- 211

ing explicitly and separately for men and women, 212

and perhaps other genders, would not let us explore 213

those gendered differences. 214

3 Results 215

In this section, we answer the RQs raised in Section 216

1 by interpreting the LLMs predictions. 217

3.1 Implicit Gender Assumptions 218

The generated responses by the models 219

typically fall into categories like “For fe- 220

males/women/males/men/girls/boys”, “For a 221

female/male/woman/man/girl/boy”. This pattern 222

is common among all models when generating 223

emotions by gender for a given events: the 224

consistent reliance on a binary gender framework, 225

distinguishing between females and males. This 226

simplification raises concerns about the nuanced 227

representation of gender diversity within language 228

models, and the adequacy of these models in 229

capturing the rich spectrum of human experiences 230

and identities. 231

3.2 Emotion Landscape 232

Most of the datasets in the literature (Strapparava 233

and Mihalcea, 2008; Poria et al., 2019; Plaza-del- 234
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Emotion category Emotion-related words

ANGER frustration, betrayal, annoyance, irritation, resentment, exasperation, outrage, rage, humiliated, hate
DISGUST revulsion, repulsion, nausea
FEAR anxiety, concern, panic, worry, apprehension, horror, vulnerability, jealousy, nervousness, defensive-

ness, terror
SADNESS grief, disappointment, hurt, sorrow, pain, helplessness, resignation, loneliness, depression
JOY excitement, serenity, ecstasy, relaxation, relief, surprise, pride, love, gratitude, satisfaction, happiness,

amusement, empathy, contentment, euphoria, gladness
GUILT regret, self-blame
SHAME embarrassment, humiliation

Table 2: Some emotion-related words generated by the LMs per emotion category.

Arco et al., 2020; Kajiwara et al., 2021; Ide and235

Kawahara, 2022; Zhao et al., 2022) are annotated236

with predefined emotion frameworks such as those237

proposed by Ekman (1992) (ANGER, FEAR, SAD-238

NESS, JOY, DISGUST, and SURPRISE) and Plutchik239

(1982) (JOY, TRUST, FEAR, SURPRISE, SADNESS,240

ANTICIPATION, ANGER, and DISGUST). For an241

overview of annotated corpora for emotion recog-242

nition see Bostan and Klinger (2018). Interestingly,243

the LLMs tested in this study generate a wide spec-244

trum of emotions (e.g., frustration, betrayal, panic,245

terror, excitement, pride, regret, embarrassment)246

not only limited to the mentioned frameworks. We247

tasked GPT-4 with generating synonyms for the248

seven gold emotions in the ISEAR dataset and ver-249

ified their presence in the emotions generated by250

the LLMs. Following manual verification, we iden-251

tified additional emotions associated with the gold252

label emotions, presented in Table 2.253

In addition, although the prompt explicitly em-254

phasizes the generation of emotions (“Predict the255

emotions associated with the following event”), the256

models also generate terms related to body symp-257

toms, emotional states, and situational aspects. Ex-258

amples of these include words like “hangover”,259

“nausea”, “loneliness”, “stress”, and “loss”.260

3.3 Gendered Patterns261

We examine consistent patterns across models for262

generating gender-based emotions in response to263

different events. To identify the emotions linked264

to each gender, we use a regular expression tai-265

lored to match the emotions generated. The ways266

of referring to gender by the models are detailed267

in Section 3.1. For instance, for the event “At my268

summer job, nobody looked after me in particu-269

lar, and I had to learn all on my own.” one of270

the model’s response is as follows: “For females:271

1. Frustration 2. Disappointment 3. Determina-272

tion. For males: 1. Independence 2. Responsibility273
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Figure 2: Emotion distribution per gender generated by
the LMs (Mistral-7B, Llama2-13b, Llama2-70b, and
GPT-4). Embar.: embarrassment.

3. Self-reliance”. In this case, the emotions at- 274

tributed to females by the model are “frustration”, 275

“disappointment”, and “determination” while for 276

males are “independence”, “responsibility”, and 277

“self-reliance”. 278

Figure 2 depicts the gender-specific emotional 279

patterns across the selected LLMs. It presents 280

mean frequencies and standard deviations for 281

both genders across the seven gold emotions 282

from the ISEAR dataset and five related emo- 283

tions (EMBARRASSMENT, FRUSTRATION, ANX- 284

IETY, RELIEF, PRIDE, and EMPATHY) associated 285

with gender stereotypes. Notably, the models con- 286

sistently demonstrate discernible associations be- 287

tween emotion and gender, as reflected in the aver- 288

ages. The models exhibit clear associations: 289

Females are commonly associated with SAD- 290

NESS and EMPATHY. The models frequently link 291

females to a range of negative emotions, includ- 292

ing SADNESS and ANXIETY, as well as positive 293

emotions like EMPATHY and JOY. 294

Males are often correlated with ANGER and 295

PRIDE. Conversely, the models frequently attribute 296

negative emotions such as ANGER, FRUSTRATION 297
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Gender Emotion-related words

Female vulnerability, depressed, crying, offended, gratified, sorry, unfairness, mortification, flattered, nurturing, moodi-
ness, merriment, gloominess, inferiority

Male aggression, arrogance, rebellion, power, ego, self-righteousness, adventurous, confidence, self-reliance, successful,
indignant, victory, encouragement

Table 3: Some unique emotion-related words generated by the LMs for each gender.

and EMBARRASSMENT to males, while also associ-298

ating them with positive emotions, including PRIDE299

and RELIEF.300

These findings are in line with psychological301

studies on gendered stereotypes of emotions, such302

as the survey conducted by Plant et al. (2000). In303

their research, participants indicated a general be-304

lief that women tend to experience and express305

the majority of the 19 emotions studied (e.g., SAD-306

NESS, SYMPATHY, FEAR) more frequently than307

men, except for ANGER and PRIDE, which are per-308

ceived as more common in men.309

To delve into the emotion-related vocabulary310

generated by the models across genders, we exam-311

ine the unique words predicted for each gender. Ta-312

ble 3 shows a selection of words that may be linked313

to gendered stereotypes. Female-associated words314

like “vulnerability”, “crying”, “moodiness”, and315

“nurturing” are consistent across models. As an316

example, for the event “Walking alone in the dark317

in a strange street”, females are associated with318

“vulnerability”. However, Mistral-7b links males to319

positive emotions (“courage”, “determination”, and320

“adventure”), Llama2-70b to “fear”, “anxiety”, and321

“vigilance”, Llama2-13b to “confidence”, “deter-322

mination”, and “adventure”, and GPT-4 to “fear”,323

“anxiety”, and “curiosity”. This vocabulary gener-324

ated for females perpetuates the societal expecta-325

tion that women are emotionally sensitive and nur-326

turing (Shields, 2013). Similarly, for males, words327

like “aggression”, “rebellion”, and “adventurous”328

align with traditional expectations of masculinity,329

emphasizing strength and boldness. Positive emo-330

tions like “confidence”, “successful” and “victory”331

convey a sense of accomplishment and strength.332

For instance, for the event “Risk of being involved333

in a fight after a party”, the Llama models link334

males with “aggression” while females with “anxi-335

ety”, “fear”, “shame” and “vulnerability”.336

3.4 In-Depth Analysis by Emotion337

To shed more light on emotion stereotypes across338

genders in LLMs, we analyze the distribution of the339

most frequently predicted emotions by these mod-340

els for both genders. This analysis is conducted for 341

each gold emotion label sourced from the ISEAR 342

dataset (ANGER, FEAR, SADNESS, JOY, DISGUST, 343

GUILT, and SHAME) and is shown in Appendix A 344

(Figures 4, 5, 6, 7, 8, 9, and 10). 345

ANGER For the events labeled with this emotion 346

(Figure 4 in Appendix A), a key result is that for 347

males the model predicts ANGER while SADNESS 348

for females. These findings mirror existing societal 349

stereotypes of men as active (ANGER) and women 350

as helpless (SADNESS).6 ANGER is strongly linked 351

with the desire for justice and change, whereas 352

SADNESS involves seeing oneself as helpless in a 353

bad situation.7 354

SADNESS With regards to events labeled with 355

SADNESS (Figure 5 in Appendix A), there is an- 356

other big asymmetry between how emotions are 357

predicted in the two assumed genders. All mod- 358

els predict to be male ANGER, whereas the models 359

identify SADNESS (with GPT-4 predicting SOR- 360

ROW) for females. These results are the mirror 361

image of the results above, showing consistency in 362

the results. 363

FEAR With regards to events labeled with this 364

emotion (Figure 6 in Appendix A), only in the case 365

of women do the models predict PANIC (except for 366

Mistral-7b). These results reproduce the common 367

gendered stereotype that women suffer from height- 368

ened emotions given that PANIC is heightened fear. 369

JOY For the events labeled with JOY (Figure 7 in 370

Appendix A), across models there is a consistent 371

pattern: PRIDE and RELIEF are associated with 372

males while JOY and HAPPINESS are associated 373

with females. The connection of PRIDE to males 374

may stem from traditional masculinity ideals of 375

strength and success, while the association of JOY 376

and HAPPINESS with females may be linked to 377

6This is a long held stereotype that can be found even in
Aristotle, and which is very explicit in Darwin’s The Descent
of Man. See also Cooke (2022).

7For discussions on what ANGER and SADNESS are see
Gotlib (2017) and Cherry and Flanagan (2017) respectively.
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Emotion Mistral-7b Llama2-13b Llama2-70b GPT-4

F M F M F M F M

ANGER 0.06 0.46 0.27 0.38 0.21 0.52 0.57 0.62
DISGUST 0.17 0.37 0.33 0.26 0.35 0.33 0.62 0.53
FEAR 0.35 0.68 0.71 0.18 0.41 0.71 0.79 0.77
GUILT 0.20 0.53 0.40 0.35 0.26 0.56 0.64 0.63
JOY 0.74 0.90 0.80 0.82 0.84 0.94 0.91 0.93
SADNESS 0.30 0.49 0.42 0.52 0.38 0.73 0.68 0.72
SHAME 0.36 0.16 0.24 0.38 0.19 0.46 0.53 0.47

Macro-avg 0.31 0.51 0.45 0.41 0.38 0.61 0.68 0.67

Table 4: F1 scores of Mistral-7B, Llama2-(13B, 70B) and GPT-4 on the ISEAR dataset across emotions and gender
(F: Female, M: Male). Best performance of emotion prediction on gender highlighted in bold.

Figure 3: Mistral-7b confusion matrices per gender while predicting emotions.

societal expectations of nurturing and emotional378

expression.379

DISGUST For the events labeled with DISGUST380

(Figure 8 in Appendix A), as DISGUST and ANGER381

are similar emotions, a close pattern emerges: the382

models tend to link females with SADNESS while383

males with FRUSTRATION and ANGER.384

GUILT and SHAME Regarding the events labeled385

with these emotions (Figures 9 and 10 in Appendix386

A), in general, the models tend to link SADNESS387

with females while FRUSTRATION and ANGER with388

males, reaffirming what we have observed in the389

other negative emotions.390

3.5 Evaluation391

We explore how accurately LLMs predict emotions392

based on gender. Since ISEAR provides the gender393

of the subject who experienced the event, we use394

this information to evaluate the prediction of our395

models. To accomplish this, we adapt the prompt,396

constraining the models to predict a single emotion397

(among the seven predefined emotions from the 398

ISEAR dataset) based on gender and event. The 399

adapted prompt is as follows: “Predict the main 400

emotion (ANGER, FEAR, SADNESS, JOY, DISGUST, 401

SHAME, or GUILT) associated with the following 402

event {event}. List one emotion per gender without 403

an explanation. Specify gender first, then the emo- 404

tion.” Despite the prompt restriction to the seven 405

gold emotions, the model occasionally generates 406

additional emotions or words related. To address 407

this, we map generated emotions to the seven pre- 408

defined categories using the emotion-related words 409

shown in Table 2. Instances that do not align with 410

these words are removed. To ensure an equitable 411

gender-based evaluation, we randomly select 296 412

events per emotion and gender from the ISEAR 413

dataset, resulting in a total of 2,072 events per gen- 414

der. Following this, we evaluate the model’s pre- 415

dicted emotions per gender against the gold labels 416

in the dataset. 417

Table 4 shows distinct patterns in emotion predic- 418

tion across LLMs. Remarkably, Llama2-13b and 419
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Gender “When I saw the movie Poltergeist”

Female FEAR: The movie deals with supernatural elements and the fear of the unknown can be
overwhelming, especially for women who are more sensitive to such things.
EMPATHY: The movie portrays the struggles of a family dealing with a paranormal entity.
Women, who are often nurturing and empathetic, may feel a strong connection to the
characters and their plight.
EXCITEMENT: The movie is a classic horror thriller and women, who enjoy such genres,
may feel excited and thrilled by the suspense and twists in the plot.

Male FEAR: As mentioned earlier, the movie deals with supernatural elements and can evoke fear
in men as well.
ANGER: The movie portrays a family being tormented by a paranormal entity. Men, who
are often protective of their families, may feel angry at the situation and want to take
action to protect them.
ENJOYMENT: The movie is a classic horror thriller and men, who enjoy such genres, may
enjoy the suspense, action, and special effects in the movie.

Table 5: Mistral-7b generated explanations across genders for the event shown in the header. Subject’s gender:
female. Gold label: FEAR. Potential gendered emotional stereotypes are highlighted in bold.

GPT-4 demonstrate balanced performance across420

genders as shown in the Macro-F1 results. In con-421

trast, Mistral-7b and Llama2-70b achieve notably422

lower F1 scores for females compared to males,423

indicating a potential bias. Specifically, Mistral-424

7b achieves a macro-F1 of 0.31 for females and425

0.51 for males, while Llama2-70b achieves 0.38426

for females and 0.61 for males.427

To better understand this bias, we analyze the428

confusion matrices (Figure 3) by gender for Mistral-429

7b, one of the models that shows more variance430

across genders. When predicting emotions for431

males, the model tends to consistently associate432

events with ANGER. Conversely, for females, the433

model tends to predict SADNESS. In summary, the434

model’s tendency to associate ANGER with males435

and SADNESS with females aligns with conven-436

tional societal norms about gender and emotional437

responses (Plant et al., 2000), reaffirming our find-438

ings.439

4 Model-generated Explanations440

Qualitative Analysis441

To gain deeper insights into the emotion genera-442

tion, we guided the Mistral-7b model to provide443

explanations for each of the emotions generated by444

adding the instruction shown in bold in the prompt:445

“Predict the emotions associated with the follow-446

ing event {event}. List three emotions per gender447

with a short explanation.”. We opt for Mistral-7b448

because, as discussed in our previous section, it449

is one of the models that exhibits more bias. Ad- 450

ditionally, being a smaller model, it incurs lower 451

costs when prompted on the ISEAR dataset. Table 452

5 presents gender-specific explanations generated 453

by the model for the event “When I saw the movie 454

Poltergeist.” The generation includes three emo- 455

tions per gender along with concise explanations. 456

The model attributes the emotions of FEAR, EM- 457

PATHY, and EXCITIMENT to females while FEAR, 458

ANGER, and ENJOYMENT to males. The model 459

implies that women are “more sensitive to such 460

things” linking the fear of the unknown to a sup- 461

posed heightened sensitivity in women. This per- 462

petuates the stereotype that women are generally 463

more emotional or fearful compared to men. Simi- 464

larly, the characterization of women as “often nur- 465

turing and empathetic” suggests a stereotype that 466

women are inherently more caring and empathetic 467

(Shields, 2013). For males, the model implies that 468

they are “often protective of their families” link- 469

ing their potential anger to a presumed instinct 470

to protect loved ones. This reinforces the stereo- 471

type that men are primarily defined by their pro- 472

tective and aggressive instincts, especially in the 473

context of familial relationships. See Appendix 474

B for additional model-generated explanations in 475

other events, showing gendered stereotypes. 476

5 Related Work 477

A wide body of work has explored stereotypes relat- 478

ing to various facets of demographic identity such 479

7



as race and ethnicity, religion, and sexual orienta-480

tion (e.g. Nadeem et al., 2021; Nangia et al., 2020;481

Sheng et al., 2019). The most commonly studied482

of these dimensions is that of gender, where stereo-483

types have been explored in static word embed-484

dings (Bolukbasi et al., 2016), and LLMs (e.g. Wan485

et al., 2023; Cheng et al., 2023; Dinan et al., 2020).486

To this end, various metrics have been proposed to487

measure the levels of stereotyped biases in LMs in-488

cluding those adapted from social-psychology such489

as the Implicit Association Test (Caliskan et al.,490

2017) and the Sensitivity Test (Cao et al., 2022), or491

extrinsic tests of downstream performance on NLP492

tasks (Goldfarb-Tarrant et al., 2021).493

Gender bias particularly (Sun et al., 2019) has re-494

ceived much attention in machine translation (Cho495

et al., 2019; Stanovsky et al., 2019; Hovy et al.,496

2020; Savoldi et al., 2021). However, there is a497

surprising lack of research on gender bias in emo-498

tion analysis. Treatment of emotions in NLP has499

often been cast as a classification task (e.g. Mo-500

hammad et al., 2018; Klinger et al., 2018; Plaza-501

del-Arco et al., 2020). Another line of work seeks502

to generate text with the appearance of emotional503

content (e.g. Liu et al., 2021; Song et al., 2019;504

Wei et al., 2019). To our knowledge, there exists no505

prior work examining gender stereotypes expressed506

in such generated output.507

6 Discussion508

LLMs have been suggested in the emotion analysis509

literature as potential solutions to the finite set of la-510

bels present in most datasets, however, our findings511

call into question their suitability for the task.512

Our findings reveal consistent patterns of emo-513

tions and gender associations across various mod-514

els. This prompts a critical inquiry: Do we want515

LLMs to reflect these social stereotypes? The di-516

chotomy lies in the potential dual role of LLMs517

– acting both descriptively, as mirrors reflecting518

societal biases, and normatively, as influential con-519

tributors to the perpetuation of these biases.520

Emotions serve as heuristics for humans to inter-521

pret a given situation, and we learn to interpret this522

heuristic given societal cues during our upbring-523

ing. We might thus be tempted to justify models’524

varying predictions given that people of different525

genders might interpret the same event differently.526

However, while humans may experience emotions527

differently due to different factors such as gender,528

models do not only reflect but severely amplify this529

disparity: in our results, models overwhelmingly 530

predict SADNESS for women and ANGER for men, 531

even when the annotators themselves labeled differ- 532

ent emotions. Empirical studies show that gender 533

stereotypes affect how we judge the abilities of men 534

and women, as well as the way people interpret and 535

remember information about themselves and others 536

(Ellemers, 2018). 537

The presence of these stereotypes in LLMs poses 538

a potential risk to downstream emotion applica- 539

tions, especially in sensitive areas like mental 540

health and human-computer interaction, spreading 541

both representational and allocational harms (Craw- 542

ford, 2017). Given the background of work in so- 543

cial studies on this topic, in this paper we call for 544

interdisciplinary work, embracing disciplines such 545

as psychology and philosophy to inform and mit- 546

igate gender biases in emotion recognition within 547

NLP systems. 548

7 Conclusion 549

This paper investigates gendered emotional stereo- 550

types in LLMs and the implicit assumptions that 551

underpin their predictions. For this aim, we prompt 552

four state-of-the-art models on the emotion attribu- 553

tion task. Given an event like “When I fell in love”, 554

the task consists of predicting one or more emo- 555

tions a person would feel in reaction to that event 556

based on their gender. Our findings reveal con- 557

sistent associations between emotions and gender, 558

reflecting traditional stereotypes. Notably, SAD- 559

NESS is overwhelmingly linked to women, while 560

ANGER is associated with men. We identify inher- 561

ent gender biases and a reliance on binary gender 562

frameworks in these models. 563

In general, our findings align with previous so- 564

cial studies that inform about gender-based emo- 565

tional stereotypes. These findings raise questions 566

about using LLMs for emotion-related downstream 567

NLP tasks. Finally, we emphasize the importance 568

of ongoing examination and improvement of LLMs 569

regarding fairness and inclusiveness in the field of 570

emotion analysis. Furthermore, we advocate for 571

interdisciplinary collaboration with social sciences, 572

echoing the imperative to build upon prior research 573

in this domain. 574

Limitations 575

Closed-weight models like GPT-4 present a chal- 576

lenge in terms of reproducibility, as we do not 577

know when they are updated. Consequently, their 578
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responses may change regardless of temperature579

settings. However, since they represent state of580

the art, we include them and report the dates of581

data collection and the hyperparameters used for582

maximal reproducibility.583

Regarding language coverage, we focus our584

study on just English, using a common emotion585

dataset of self-reports. This data-motivated limita-586

tion restricts the generalizability of our findings, as587

gender stereotypes and expectations likely vary be-588

tween languages and cultures. However, we argue589

that our study serves as essential groundwork for590

extensions of this exploration in other languages.591

Ethical Considerations592

Our study mainly focuses on gender as social factor593

within a binary framework due to data constraints.594

We find the same binary notion assumed in the595

model outputs. However, we acknowledge the ex-596

istence of more gender identities. More varied data597

sets and explicit prompting for more diverse gen-598

der identities could lead to a more varied output599

and deeper insights. However, to date, there is a600

scarcity of studies informing us about stereotypes601

associated with non-binary and other gender identi-602

ties. In this paper, our primary aim is to unveil and603

understand the assumptions and biases inherent in604

LLMs models and their implications for emotional605

analysis.606
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A Gendered Patterns by Emotion 880

We show the distribution of frequently predicted 881

emotions by the LLMs for both genders, corre- 882

sponding to each gold emotion label in the ISEAR 883

dataset (ANGER, FEAR, SADNESS, JOY, DISGUST, 884

GUILT, and SHAME) in Figures 4, 5, 6, 7, 8, 9, and 885

10. For a detailed discussion, see Section 3.4. 886

B Explanations Generated by Mistral-7b 887

Tables 6 and 7 show generated explanations by 888

Mistral-7b for two different events “I was not sure 889

whether I should help an old woman going down 890

a flight of stairs. I just watched her and saw how 891

difficult it was for her to do it” and “When I fell 892

in love”. Regarding the first event, the model links 893

EMPATHY, to females while APATHY to males, two 894

distinct clear gendered stereotypes. Similarly, for 895

the second event, the model attributes the emo- 896

tions of “vulnerability” to females and PRIDE to 897

men. Attributing feelings like VULNERABILITY 898

to women (“falling in love can make women feel 899
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Figure 4: Emotion frequencies related to ANGER by gender: Female and Male . Embar.: embarrassment, dissap.:
disappointment, frust.: frustration.
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Figure 5: Emotion frequencies related to SADNESS by gender: Female and Male . Dissap.: disappointment, frust.:
frustration.

vulnerable, as they open up their hearts and emo-900

tions to someone else”) and PRIDE to men (“When901

a man falls in love, he often feels a sense of pride in902

himself and his ability to attract someone he cares903

about”) reflects stereotypical gender norms (Plant904

et al., 2000). According to the Europe Institute for905

Gender Equality8 the stereotyped preconception906

that VULNERABILITY is an inherent characteristic907

of women masks the fact that stereotypical gender908

roles and attitudes and their discriminatory impact909

on women may result in increased risks of becom-910

ing vulnerable to discrimination. Similarly, associ-911

ating PRIDE with men perpetuates the stereotype912

that men derive a sense of pride from their romantic913

pursuits, reinforcing traditional gender roles that914

dictate men should be assertive and confident.915

8https://eige.europa.eu/
publications-resources/thesaurus/terms/
1453
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Figure 6: Emotion frequencies related to FEAR by gender: Female and Male . Nervous.: nervousness, frust.:
frustration, excit.: excitement.
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Figure 7: Emotion frequencies related to JOY by gender. Female and Male . Excit.: excitement, antic.: anticipa-
tion, content.: contentment, satisf.: satisfaction.
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Figure 8: Emotion frequencies related to DISGUST by gender: Female and Male . Embar.: embarrassment,
dissap.: disappointment, annoy.: annoyance, frust.: frustration.
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Figure 9: Emotion frequencies related to GUILT by gender: Female and Male . Embar.: embarrassment, dissap.:
disappointment, frust.: frustration.
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Figure 10: Emotion frequencies related to SHAME by gender: Female and Male . Frust.: frustration, embar.:
embarrassment, dissap.: dissapointment.

Gender “I was not sure whether I should help an old woman going down a flight of stairs. I
just watched her and saw how difficult it was for her to do it.”

Female EMPATHY: Women may feel a sense of concern and understanding for the old womanś
struggle, and may want to help her.
GUILT: Women may feel guilty for not helping the old woman, especially if they had the
ability to do so.
FEAR: Women may feel fear for the old woman’s safety, and may worry about what could
happen to her if she continues to struggle alone.

Male INDIFFERENCE: Men may not feel strongly motivated to help the old woman, and may
simply observe the situation without taking any action.
APATHY: Men may feel a lack of interest or concern for the old womanś struggle, and may
not see it as a priority.
FEAR: Men may feel fear for the old woman’s safety, and may worry about what could
happen to her if she continues to struggle alone.

Table 6: Mistral-7b generated explanations across genders fro the event shown in the header. Subject’s gender:
female. Gold label: GUILT.

Gender “When I fell in love.”

Female EUPHORIA: This is the feeling of extreme happiness and joy that women often experience
when they fall in love. It’s the initial rush of excitement and infatuation that comes with the
realization that someone has captured their heart.
VULNERABILITY: Falling in love can make women feel vulnerable, as they open up their
hearts and emotions to someone else. This can be both exhilarating and terrifying at the
same time.
HOPE: When a woman falls in love, she often feels a sense of hope and optimism for the
future. She believes that this person is the one for her and that they will be together forever.

Male EXCITEMENT: Men often experience excitement when they fall in love, as they feel a rush
of adrenaline and energy. This can manifest itself in various ways, such as increased heart
rate, sweating, and butterflies in the stomach.
FEAR: Falling in love can also make men feel fear, as they worry about losing the person
they care about. They may also fear rejection and the pain that comes with it.
PRIDE: When a man falls in love, he often feels a sense of pride in himself and his ability
to attract someone he cares about. He may also feel a sense of accomplishment in finding
the right person for him.

Table 7: Mistral-7b generated explanations across genders for the event shown in the header. Subject’s gender: male.
Gold label: JOY.
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