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Abstract

Understanding and representing human utility is a multifaceted challenge crucial
for the advancement of artificial intelligence (AI). Human decision-making is
inherently subjective, complex, and varies across individuals, making the task
of estimating utility functions a daunting endeavor. This essay explores various
methodologies employed by AI to learn and represent human utility, analyzing their
advantages and disadvantages. From computer vision approaches to reinforcement
learning or robotics techniques, we delve into the diverse landscape of method-
ologies aiming to capture the nuanced nature of human preferences. By critically
examining these methods, we aim to contribute to the ongoing discourse on the
intersection of AI and human decision-making, paving the way for more informed
and ethically grounded applications of AI technologies.

1 Introduction

The ability of artificial intelligence (AI) systems to comprehend and adapt to human preferences
is fundamental for their successful integration into diverse domains, ranging from personalized
recommendations to human-robot interaction. At the heart of this integration lies the challenge of
understanding and representing human utility—a complex and subjective concept that encapsulates
the satisfaction or desirability associated with various choices and outcomes. The diverse and
individualistic nature of human preferences poses a formidable hurdle for AI systems seeking to
model utility functions accurately.

In fact, utility is a concept from economics at the beginning. By definition, utility is a measure
of the satisfaction that a certain person has from a certain state of the world.[2] The term was
introduced initially as a measure of pleasure or happiness as part of the theory of utilitarianism. In this
context, the utilities of different agents in the same state are comparable, which makes utility a more
computationally feasible concept when it comes to the field of machine social intelligence. However,
utility is not an explicit representation to learn. As a result, the modeling of utility and utility function
becomes a key challenge. In this essay, we are trying to learn and represent human utility from explicit
human sensory and actions via different ways, including computer vision, robotics and psychology.

2 Computer Vision Method

Vision makes a large part in human sensory. We often perceive others’ utility in daily live via visual
observation. Thus, learning utility from video seems to be a reasonable solution. As early as 2016, a
work has been done following this idea.[3]

In this work, they propose an innovative computer vision method aimed at capturing the intricate
nuances of human interaction with real-world objects. The approach centers around a novel notion of
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affordance, where physical quantities generated during the human body’s interaction with objects
are considered. Unlike traditional methods that rely on geometric compatibility between body poses
and 3D objects, this framework introduces a learning paradigm that incorporates the concept of
human utilities. This not only provides a deeper understanding of object affordance but also offers a
finer-grained account of how individuals interact with these objects.

Crucially, this method goes beyond merely capturing physical comfort. They extend the concept of
human utilities to account for a spectrum of preferences, transcending comfort intervals. This includes
considerations for meaningful tasks within scenes and spatiotemporal constraints inherent in motion
planning. By training the system on observed choices and incorporating human utilities, it is enabled
to discern not only physical comfort but also preferences aligned with diverse scenarios, providing
a foundation for applications in robot task planning and beyond. This holistic approach marks a
significant step toward a more nuanced understanding of human-object interactions in real-world
contexts.

Figure 1: Examples of learning utility from video[3]

Computer vision is a good starting point in general. On one hand, there are many computer vision
models and video datasets available as of 2023. On the other hand, current models have achieved a
remarkable performance in efficiency. However, speaking to generalization, this kind of method may
be poor. Because there are many ultilities that can not be perceived from merely vision.

3 Robotics Method

Using computer vision as the only method may lack generalization, but adding robotics as supple-
ment seems to perform well in generalization. A work in 2017 shows that robot learns how to fold
t-shirts from visual demonstrations, and proposes a plan when folding never-before-seen articles of
clothing.[1]

This work presents a pioneering proof-of-concept that integrates computer vision with robotics
to develop a comprehensive framework for representing and utilizing human utility. The proposed
pipeline addresses the complex task of planning a cloth-folding action by enabling the agent to learn
the external utility associated with human actions. The key innovation lies in the incorporation of a
learned utility function that guides the agent’s decision-making process.

This kind of combined methods outperform pure computer vision methods in terms of generaliza-
tion. It is able to handle unseen missions with same setting, but it may perform poorly in a completely
new setting. Also, its robotics learning can be further improved if this part is taken out and trained
separately. Considering robotics training datasets are coming one after another, collecting training
data will soon become easier.
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4 Method Based on Large Language Model

Besides computer vision and robotics, natural language as another modal can play an impor-
tant role in utility representation. As large language models(LLMs) like ChatGPT and Llama2
show outstanding performance on general understanding task, it is natural to apply LLMs in utility
understanding.

Using NLP method to tackle utility understanding task may not suffer from data collection, due
to many available text materials such as scripts can be used directly in training. In scripts, utilities
and actions are explicitly noted to help actors to better act as the character, which makes it very
high-quality data. As a result, constructing a dataset for this task may not be of great difficulty.

To be optimistic, powerful LLMs are able to do some few-shot or even zero-shot learning on
various tasks, so it is possible that LLMs can perform well on utility tasks with high efficiency. But
this idea need more evidence to validate.

But the method based on LLMs will adopt drawbacks from LLMs as well, such as interpretality
problem.

5 Embodied and Multimodal Method

In fact, the methods mentioned above are all trying to model human utility without understanding
why. This will be a theoretical bottleneck and ceiling of the overall performance.

Utility is a measurement of satisfaction. If an embodied and multimodal agent can perceive the
enviornment around it via many kind of sensors, and the agent has its own reward system, it will have
chance to understand what the concept of comfortable and utility means to itself, instead of just being
told.

Based on our current understanding of biological evolution, many neurobiological developments
and consciousness-related changes in ancient organisms were shaped by lifestyle and natural selection.
Even in organisms with simple structures and lifestyles, their behavioral patterns are to some extent
governed by utility. Therefore, simplifying the inquiry to comparatively basic issues related to
embodied intelligence and reinforcement learning may offer new insights and understanding.

However, this novel method suffers from the lack of data. At the same time, reinforcement learning
is complicated and does not guarantee to output a stable and good enough policy.

6 Conclusion

As an invisible feature and dark force[4] behind actions, utility is hard to represent and learn in
general. In this essay, we have discussed several possible methods to learn and represent human utility.
From computer vision, robotics to large language models and embodied agents, these methods have
different levels of performance and potentiality. We should step further in model and data together in
order to work out a more powerful solution of utility.
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