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Abstract

Modern optimization algorithms that incorporate momentum and adaptive step-
size offer improved performance in numerous challenging deep learning tasks.
However, their effectiveness is often highly sensitive to the choice of hyperpa-
rameters, especially the learning rate (LR). Tuning these parameters is often dif-
ficult, resource-intensive, and time-consuming. Therefore, recent efforts have
been directed toward enhancing the stability of optimizers across a wide range
of hyper-parameter choices [79]. In this paper, we introduce an algorithm that
matches the performance of state-of-the-art optimizers while improving stability
through a novel adaptation of the NGN step-size method [66]. Specifically, we
propose a momentum-based version (NGN-M) that attains the standard convergence
rate of O(1/+v/K) under common assumptions, without the need for interpolation
condition or assumptions of bounded stochastic gradients or iterates, in contrast
to previous approaches. Additionally, we empirically demonstrate that the com-
bination of the NGN step-size with momentum results in high robustness while
delivering performance that is comparable to or surpasses other state-of-the-art
optimizers.

1 Introduction

Adaptive methods such as Adam [44] and RMSprop [30] are widely used in machine learning
due to their established advantages over (momentum) SGD, particularly in tasks such as training
Transformers [8, 88, 89]. These methods adaptively scale the step-size across different dimensions
(parameters) based on their respective statistics, effectively acting as a diagonal preconditioning.

Although these methods perform well in practice, existing theoretical analyses typically require strin-
gent assumptions on the noise structure of the stochastic gradients, such as sub-Gaussian noise [49] or
affine noise models [90, 106]: Relaxing these assumptions remains an open challenge. Another well-
known issue of Adam is its performance sensitivity to the LR hyperparameter [96, 10], particularly
when training Transformers, where loss spikes are commonly observed [60, 97]. This often necessi-
tates careful adjustments of the hyperparameters throughout the training process [107, 11], which can
be costly in terms of computational resources [64]. Consequently, there has been growing interest in
developing optimization methods that are more robust to hyperparameter selection [79]. In addition
to adapting LR, Adam and other state-of-the-art optimizers also rely on momentum [71], a broadly
used technique that has been shown to enhance performance both theoretically [14, 19, 35, 36] and
practically [10, 21, 38]. Besides speeding up convergence, momentum is known as a technique to
reduce the variance of stochastic algorithms [57, 15], improving stability as well as generalization in
some settings [38].

In this work, we address the aforementioned drawbacks of Adam by developing a new algorithm
based on the recently proposed NGN step-size [66], an improved variant of the Stochastic Polyak
Step-size [54] that has demonstrated strong resilience to LR hyperparameter tuning. In particular,
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NGN was shown never to diverge for any choice of the LR hyperparameter in the convex setting, and
to exhibit strong curvature adaptation properties strengthened by theoretical guarantees. However, the
step-size of Orvieto and Xiao [66] simply adapts the LR through a scalar multiplier, leaving to future
work the incorporation of momentum and coordinate-wise variants — needed in complex problems
such as optimizing transformers, as motivated above. Here, we develop a momentum and step-size
adaptive version of NGN designed to enhance robustness' in terms of hyperparameter selection. We
also present a theoretical analysis alongside a practical evaluation of this approach, showcasing its
improvements over current state-of-the-art methods.

In summary, our contributions are as follows:

1. We introduce a new algorithm named NGN-M that combines the NGN step-size with momen-
tum. We theoretically show that NGN-M achieves a convergence rate O(1/vx) in the convex
regime without the typical requirements of interpolation or bounded gradient assumptions
found in earlier works on Polyak step-size;

2. We focus on the problem of adapting the step-size rule towards a coordinate-wise diagonal
preconditioning. By integrating this diagonal step-size strategy with momentum, we develop
a new variant of NGN, called NGN-MD;

3. The theoretical results are supported by extensive empirical validation in various deep
learning settings where we demonstrate that NGN-M and NGN-MD not only preserve the
robustness property of the NGN step-size, but improve it further in many cases. LR hyperpa-
rameter resilience comes together with better or comparable performance to state-of-the-art
algorithms.

2 Related Works

Polyak Step-size. When training a deep network with standard optimizers, a tuned LR is crucial
but time-consuming and resource-intensive [26]. This issue is at the root of recent research focusing
on transferring hyperparameters across architectures at different scales, therefore avoiding expensive
tuning pipelines [99, 100, 7]. Yet, in the convex setting, choosing LR can already be difficult — an
issue that was studied already in Polyak [72] and gave rise to the first adaptive method: the Polyak
Stepsize (PS). Recently, there has been a renewed interest in adapting PS to modern settings [54,
67, 39], delivering a theoretically principled way to scale the gradient magnitude during training
adaptively. PS-inspired methods have gained increasing interest for their simplicity and adaptability,
as they utilize local curvature and smoothness information to accelerate algorithms and facilitate faster
convergence. Orvieto and Xiao [66] recently introduced a variant of the Stochastic Polyak step-size,
called NGN, which further enhances the robustness to LR hyperparameter and solidifies the link
to Gauss-Newton preconditioning. The theoretical analysis in Orvieto and Xiao [66] demonstrated
that NGN does not diverge regardless of the choice of LR hyperparameter, and converges fast when
the LR is appropriately tuned. In contrast, the current theory of the SPS step-size with fixed LR
hyperzparameters [54] proves convergence to the exact solution only if the interpolation condition
holds~.

Polyak Step-size and Heavy-ball Momentum. Heavy-ball momentum methods, stemming from
the work of Polyak [71], have gained significant attention over the years due to their benefits,
including acceleration on convex quadratics [37, 48, 6], convex-like [92], and non-convex problems
[14], as well as their variance reduction abilities [57, 15]. This has led to growing interest in the
combination of Polyak step-size and heavy-ball momentum, which is an active area of research
[3, 77, 3, 93, 63, 28]. Recently, Schaipp et al. [79] demonstrated that a geometrically principled
combination of SPS and momentum leads to lower sensitivity to LR hyperparameter, although they
did not provide strong theoretical convergence guarantees.

Diagonal Polyak Step-size. Coordinate-wise adaptive step-sizes are essential in training Trans-
former architectures due to the varying parameter-wise scaling and conditioning of the problem

'Tt is worth emphasizing that the terms robustness and stability have been used in a different sense in the
literature [12, 103]. In this work, we focus on the stability of the choice of the LR hyperparameter.
2In our notation, this means that ok, =0.



Table 1: Summary of existing methods exploiting Polyak-type adaptive step-sizes and their conver-
gence guarantees. Mom.=Supports momentum; Diag.=Supports diagonal step-sizes. o2, is defined
in Section 4. O notation hides absolute, problem-dependent constants and logarithmic factors.

Method Rate (@) Mom. Diag. Comments
> Conv. to non-vanishin,
SPSmax [54] O(l/K + Uiznt) X X neighbourhood £

Strong convexity
ALR-SMAG [93] O((1—p)K + U?m) v X Conv. to non-vanishing
neighbourhood

Bounded stoch. gradients

Momo [79] O(YVE) v X Interpolation
Momo-Adam [79] X v v MOrT%grf'ro':lér;%work
MOMSPS, 0 63 Okt v x  Com.lononvanishing

NGN [66] O(Y/VE) X X -

IAM [28] O(Y/VE) v X Knowledge of f;(z*)
NGN-M (Alg. 1) _
[This work] O(/VE) v X -
NGN-MDv1 and NGN-MDv2 (Alg. 2) X v v Combination of
[This work] NGN-M and NGN-D
NGN-D (Alg. 3) ]
[This work] O(/VE) X v -

[62, 108]. Algorithms employing parameter-wise LR, such as Adam and SignSGD [4], typically
outperform non-diagonal methods in language modeling tasks by addressing issues such as class
imbalance (where certain words appear more frequently than others) [46, 47] and heavy-tailed
noise [104, 105, 13]. It is, therefore, paramount in current setups to deliver adaptive LR improve-
ments targeted to the coordinate-wise (diagonal) regime. However, most Polyak-step-size-based
algorithms only focus on a single LR for all parameters [54, 93, 27, 63, 66]. Only a few works
propose a diagonal-wise modification of Polyak-step-size by either using Adam preconditioner [79]
as a weight matrix or incorporating second-order information from the objective function [51, 76].

Quantitative Measure of Robustness. To quantify robustness, we adopt the learning-rate (LR)
sensitivity metric of Wortsman et al. [97]. Let £, denote the final performance metric (e.g.,
negative test accuracy) when training with LR -, and ¢, the value at initialization. We define
£* == min, |4 p) £~ as the best achievable metric within the LR range [a, b]. The LR sensitivity is
then E (4,4 [min{lo, £, } — £*]. We estimate this expectation by averaging over the LR values in our
sweep grid for each algorithm and task.

Comparison to prior work. Table 1 provides a theoretical comparison of various Polyak step-size-
based algorithms that incorporate momentum and/or diagonal step-size, highlighting the differences
between the theoretical results presented in this work and those from prior works.

3 Algorithm design of NGN-M and NGN-D

In Orvieto and Xiao [66], the NGN step-size is derived by applying a Gauss—Newton update on
a regularized first-order expansion of r(z) := \/f(x). At the current point x*, they linearized
r(z* + p) = r(z¥) + Vr(2F) Tp. Thus the next iterate is given as x5+ = z* + p* where

] 1
p" = argmin,, |(r(z*) + Vr(z*)p)® + %HPHQ : @)

It turns out that the problem above has a closed-form solution
c

I+ 576m VTR

with 7, representing the NGN step-size. In Orvieto and Xiao [66], convergence guarantees were
established for both convex and general non-convex settings. Importantly, the convex analysis shows
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that NGN exhibits a non-divergence property, regardless of the step-size hyperparameter c (see
Theorem 4.5 in [66]). Due to this property, the NGN step-size is a strong candidate to achieve better
robustness w.r.t. the choice of LR hyperparameter.

3.1 How to Add Momentum and What to Expect?

There are several approaches to combining the adaptive Polyak-type step-size with heavy-ball
momentum. Broadly, existing algorithms can be divided into two categories: the first category
involves computing the Polyak step-size in the usual manner and incorporating it into the standard
heavy-ball update [63]. In contrast, algorithms from the second category first determine an update
direction using exponential weighted averaging of the stochastic gradient and momentum variable,
and then compute the Polyak-type step-size based on the computed direction [93, 79]. Following this
principled approach, we test two possible versions for combining the NGN step-size and momentum:

e = T [V T, GO mt = Bmt 4 (1= BV fi, (")
. f,sk(z ) L Ve = < I
Ver.l: q ,,k — BmF=1 4 (1= B)%Vfs, (xk) Ver.2 : 1+W|\m, I
kbt = gk —mk 2kt = gk — ypmk

Before we proceed, we should answer the question: “What do we expect from the combination of
NGN step-size and momentum?”. First, we aim to preserve, and ideally enhance, NGN’s robustness
to the LR hyperparameter. To this end, we propose incorporating (heavy-ball) momentum, which is
known to increase the range of LR that leads to convergence [71]. Additionally, we seek improved
performance, achieving accelerated convergence akin to the advantage of SGD with momentum
(SGDM) over standard SGD in convex settings. With these goals in mind, we now show that version
1 meets all of these criteria, while version 2 is less suitable. To gain some intuition regarding the
performance of these two variants, we start by conducting a simple experiment on a quadratic function
f(x) = 1||Az — b||? where A is a data matrix from the normalized Diabetes dataset [85] and b is
a vector of labels. Based on the results from Figure 1 (first), we observe that variant 1 achieves
accelerated convergence as SGDM for middle-range step-size hyperparameters (¢ € {10%,10%})
and does not diverge for large LR hyperparameter (¢ € {103}). Conversely, version 2 has a worse
convergence rate than version 1 for middle-range LR hyperparameters and diverges for large ones
(c € {10%}): see Figure 1 (second). Therefore, we theoretically analyze and practically test version
1, which we call NGN-M.

3.2 Evidence of Robustness of NGN-M

To illustrate the advantages of the design choice of NGN-M, we first consider the Rosenbrock function
f(z,y) = (z — 1)? 4+ 100(y — )2, whose minimizer is at (1, 1). Starting from (—1.2, 1), we run
both NGN-M and SGDM over a wide range of LR hyperparameters {1073,...,102}. As shown in
Figure 1, we observe that (i) for small LR hyperparameter both methods successfully converge to
(1,1); (i) SGDM already diverges for LR hyperparameter 10~2; By contrast, NGN-M remains stable
even up to ¢ = 102, thanks to its adaptive LR that automatically adjusts with the local curvature.
Figure H.3 further traces the optimization trajectories: NGN-M converges reliably for every tested
value of ¢, whereas SGDM fails outside its narrow stability window. Finally, in Appendix H.1 we
repeat these experiments on a synthetic multi-modal function and find that NGN-M consistently finds
the global minimum, while SGDM typically becomes trapped in a nearby suboptimal local minimum.

3.3 Diagonal Step-size for NGN

We propose two alternatives to make NGN step-size parameter-wise adaptive. In the first approach,
we modify an approach of (1): The next iterate 2T is obtained by minimizing an approximation of
the regularized first-order Taylor expansion of r(z) := \/f(x) around =¥, namely, z¥+1 = z¥ + pk
where for a preconditioning matrix Xy,

. 1
ok = argmin,, (r(xk) 4 Vr(xk)Tp)2 + ?c“pH%k ) 2)

The intuition is that 3;, € R%*? can penalize each parameter with its own weight while in vanilla
NGN the penalization is the same for all parameters, and f is an objective function we aim to minimize.
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Figure 1: First: Comparison of SGDM, NGN, NGN-M for linear regression on normalized Diabetes
dataset varying a step-size hyperparameter. Second: Comparison of two options on how momentum
can be used in combination with NGN step-size. Third and fourth: Comparison of SGDM and
NGN-M on the Rosenbrock function.

Performing simple derivations (see Appendix F), we obtain the following update rule

k+1 _ _k c -1 k
gl = gk _ 2V ("), 3)
e T

Note that by choosing 3, to be an identity matrix, the step-size 7 in (3) reduces to the vanilla NGN
step-size.

Alternatively, we can adopt a simpler, parameter-wise rule: For each parameter j, we replace
the full gradient norm in the NGN step-size with its own partial derivative V, fs, (z¥). Both of
the described per-coordinate variants can be further adjusted by an RMSprop-style preconditioner
Dy = diag((D#));---, (Dx))) and lead to the following update rule (see Alg. 2 for a full
description)

_ .
Vo = T [V, P V= cmﬂj Lo o2
NGN-MDv1 : » 2f<~’j1 R p NGN-MDv2 : 1+ 27 (ijsk@:i )
2y =Dy . =diag(hl”, .. A

2 = ok — (1= BBV f, (2) + By(at — a* )

We highlight that both versions have the same number of hyperparameters as Adam. From an
empirical evaluation of the two versions of NGN-MD in Figure 2, we observe that the first choice
improves the performance of NGN-M while maintaining robustness to the LR hyperparameter. A more
detailed discussion on the two versions of NGN-MD algorithms is deferred to Appendix F.1. However,
the robustness of NGN-MD also depends on the choice of preconditioner. When the preconditioner is
sensitive to variations in the loss landscape or hyperparameters, NGN-MDv may be less robust than
NGN-M. In our experiments, we find that the RMSprop preconditioner performs well in practice. Other
preconditioners, such as AdaFisher [25], could be integrated into NGN-MD, potentially providing
more accurate curvature approximations and improved stability with respect to the LR. We leave a
systematic study of these alternatives to future work.

In the special case $; = 0 and X = I, NGN-MDv2 reduces to NGN-D (Algorithm 3). To the best of
our knowledge, NGN-D is the first algorithm that uses a per-parameter Polyak-type step-size while
achieving the standard O(1/v/K) rate under smoothness and bounded noise variance assumptions;
see detailed discussion in Appendix C.

4 Theoretical Analysis of NGN-M

4.1 Problem Formulation and Notation

We consider the classic Empirical Risk Minimization (ERM) problem that typically appears when
training machine learning models, namely,

min [f (x) = %Z fi(ff)] ; @

reRd



Algorithm 1 NGN-M

1: Input: 27! = 2% € RY, step-size hyperparameter ¢ > 0, momentum parameter 3 € [0, 1)
2: fork=0,1,...,K —1do

3:  Sample Sy C [n]
4

C
IV fsy (@F)I?

0l rv—
2fs,, (=)
500 gt =gk — (1= By Vs, (%) + Aot — 2b 1)
6: end for

Algorithm 2 NGN-MD

1: Input: 2° € R? step-size hyperparameter ¢ > 0, momentum parameters 31,32 € [0,1),
stabilization parameter € > 0, second-order momentum v" = 0

2: fork=0,1,..., K —1do

3:  Sample Sy, C [n]

4 vk = BovF Tt 4 (1 = B2)(V s, (2%) © Vs, (2F))

5: Dy =diag(el + \/v* /(1 — %))

6 For NGN-MDv1: v =

U arsy@m 1V 5 (@I
© k
7. For NGN-MDv1: £, ' = 4, D; !
8:  For NGN-MDv2: ;! = diag(1\", ..., 7\") where 1\ = /(D)
k ( k k ) k 1+W(vjfsk(xk))z

9:  ahtl =zk — (1 - B2 Vs, (2F) + Bi(zF — 2F1)
10: end for

where x are the parameters of a model we aim to train, n is the number of data points in the dataset,
d is the number of parameters, x* denotes the solution to (4), and f; represents the loss associated
with the i-th data point/batch. We assume that each f; is differentiable and non-negative® and that the
global optimal value is bounded, i.e. f* = argmin, f(z) € R. Moreover, we assume that we have
access to mini-batch stochastic losses fg during training such that f§ := argmin  fs(z) < oo for
any S C [n] picked uniformly at random.

We analyze the convergence of NGN-M under assumptions that are often used in the analysis of the
Polyak step-size [54, 67, 66, 63, 79].

Assumption 4.1. Each f; is convex and L-smooth, i.e., for all z,y € R andi € [n] we have
(Vii(@),y —x) = fi(e) = fily) and ||V fi(z) = Vfi(y)[|< Ll = y]-

Assumption 4.2. The interpolation o7, = Eg[f* — f&] and positive o2, := Eg|fZ] errors are
bounded. We say that the interpolation holds if o2, = 0, where S is a sampled mini-batch.

4.2 Convergence Guarantees

Theorem 4.3. Let Assumptions 4.1, 4.2 hold. Let the step-size hyperparameter ¢ > 0 and the
momentum parameter [3 = p%\ be constants where A < min{cL, 0.5(1+cL)~!(1+2cL)~'}. Then
the iterates of NGN-M (Algorithm 1) satisfy

E[f@* 1) - f(z¥)] < W + 8cL(1 + 2¢L)?02, + 2cLmax {2cL — 1,0} 02

int pos’

where T5 =1 is chosen uniformly at random from {2°, ..., x5 =1}, Moreover, if we set c = O(1/VE)

then we obtain E [f(z% 1) — f(z*)] < O(Y/VE).

The convergence of NGN-M is provided in the convex setting, which is motivated by recent works
that observe convex-like structures in the landscape of networks [34, 31] and agreement between
convex theory and practice [80]. Importantly, we show that (i) when the constant c is sufficiently
small, NGN-M attains the same convergence rate as SGDM [22]. Moreover, for any choice of c,
we demonstrate that the NGN-M iterates provably converge to a neighborhood of the optimum and

3Common losses, e.g. cross-entropy, satisfy this condition.
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Figure 2: Stability performance of algorithms varying LR hyperpa- Table 2: Test accuracy LR sen-
rameter (¢ for NGN-M, NGN-MDv1 and NGN-MDv2, g for Momo and  sitivity of the different opti-
Momo-Adam, and LR for SGDM and Adam). We refer to Figures I.1 mizers shown in Figure 2.

to 1.3, 1.5, and 1.8 for the results on additional workloads.

thereafter remain within it; (¢¢) Unlike prior works on Polyak step-size, our analysis does not rely
on strong assumptions such as bounded gradients, interpolation, or a bounded domain; (i4i) For
small values of ¢, NGN-M converges to the exact solution while algorithms such as MomSPS and
ALR-SMAG were shown to converge up to a non-vanishing neighborhood of the solution only, due to
an inherent limitation of the stochastic Polyak step-size [65]. Regarding the momentum parameter /3,
the typical (large) value 5 = 0.9 performs well in our own experiments. Theoretically, however, (3
is recommended to be chosen sufficiently small to ensure convergence with the NGN step-size [63].
This discrepancy between theoretical guidance and practical implementation has also been observed
in prior works on momentum [23, 53, 93, 92, 63]. Interestingly, under the additional interpolation
condition o2, = 0, we can establish convergence even for large momentum values, including the
commonly used choice § = 0.9 (see Appendix D.2). This suggests that the small-/3 requirement
may reflect limitations of current proof techniques rather than an intrinsic restriction of NGN-M.
Extending the analysis to arbitrary 3 in the stochastic regime without interpolation remains an open
problem. Our intuition, however, is that simultaneously choosing both ¢ and S without restriction is
not feasible: fixing one hyperparameter arbitrarily necessitates imposing constraints on the other to
prevent divergence; (v) Theorem 4.3 requires the total iteration count K to be specified in advance;
this assumption is standard in the complexity analysis of optimization algorithms [24, 61]. Since
this can be impractical, we also establish convergence under a diminishing step-size of order 1/ VEk
in Appendix D.3, which removes the need to preset K; (vi) Finally, we corroborate our analysis
as we run NGN-M with the theory-derived values of ¢ to a quadratic problem that satisfies all our
assumptions: We observe NGN-M’s rapid convergence with theoretical step-size hyperparameters in
practice—see Appendix H.3 and Figure H.4 therein.

Key Ingredients of the Proof. We discuss the key steps of the proof to highlight the main challenges
in the analysis. First, we make use of the Iterative Moving Average (IMA) formulation of momentum
[81]. Specifically, we define a sequence of virtual iterates {z*} whose update rule is of the form

A 1 A
= b — Vs, (aF), 2FT = Y )\:ck 1T )\zkﬂ, where 2° := 2" and 8 = o

Next, one of the key technical strategies we follow is splitting the step-size ~yj, into two parts: a fixed

term p = Gooryirac) — O(c) and a changing term 7, < f’_f% = O(c?). This decomposition

of the step-size 5 enables us to regulate the balance between the descent term, which drives
improvement in the objective, and the error term, which reflects possible inaccuracies. More precisely,
the descent term is weighted by ¢ while the error term proportional to o2, is weighted by ¢, which
suggests that ¢ has to be chosen to tradeoff the two terms to lead to the exact convergence similarly to
the standard analysis of SGD [22]. In contrast, MomSPS and Momo algorithms achieve the exact
convergence only under the interpolation regime.
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Figure 3: Stability performance on ImageNetlk varying the LR Table 3: Test accuracy LR sen-
hyperparameter. NGN-M and NGN-MDv1 achieve higher accuracy for sitivity of the different opti-
a wider range of the LR hyperparameters. We refer to Figure 1.4 for mizers shown in Figure 3.
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language modeling. We refer to Figures I.11 to .14 for the results that report update magnitude when
training 160M model and training dynamics across all model sizes.

5 Experiments

We now turn to the empirical evaluation of the proposed algorithms against several benchmarks. The
detailed experiment setup, including the choice of hyperparameters as well as additional experimental
results and details, can be found in Appendix I. The best performance of algorithms is reported
in Tables 7 (momentum-based algorithms), 8 (algorithms with momentum and component-wise
step-size), and 9 (algorithms with component-wise step-size). For clarity and quick reference, all
links to the paper’s empirical results are summarized in Table 6, while Appendix I provides additional
details about the training and tokenization pipeline.

Comparison on Standard Benchmarks. First, we test the performance of NGN-M against other
methods that use momentum, such as SGDM, Momo, MomSPS, ALR-SMAG, and NGN. The tests
include the training of Resnet20 [29] and ViT [17] on the CIFAR10 dataset [45], and Resnet110
on CIFAR100. Second, we test the performance of NGN-MD against Adam and Momo-Adam that —
contrary to NGN-M — both use component-wise preconditioning. All experiments in this section do
not use LR schedulers or weight decay.

From Tables 7 and 8 we observe that NGN-M and NGN-MDv1 exhibit competitive performance across
all settings we tested, matching the best performance of other algorithms. Importantly, NGN-M and
NGN-MDv1 demonstrate significantly greater robustness to the choice of the LR hyperparameter.
Indeed, Figure 2 shows that the range of LR hyperparameter that allows NGN-M and NGN-MDv1 to
perform optimally is much wider: We can, for instance, use step-sizes that are 1-2 orders of magnitude
larger than the optimal one without a significant drop in performance. This is particularly evident
when training ResNet20 and ViT models. Besides, we clearly observe that momentum consistently
improves the stability of NGN across all settings. A similar trend can be observed when considering
the LR sensitivity metric: see Table 2. We refer to Appendix I for additional ablation studies against
other optimizers and results when training small-scale NLP models.

Vision Experiments on ImageNet. Now we switch to larger tasks and datasets. We train a
ResNet18 on ImageNet1k [16]. This represents the first task in which we pair our proposed algorithms
with LR schedule. As illustrated in Figure 3, NGN-M and NGN-MDv1 achieve the highest test accuracy,
while exhibiting higher robustness across larger LR, improving over both NGN and Momo. Among
adaptive methods, NGN-MDv1 compares favorably against Adam and Momo-Adam, while once again



0.0001  —— 0.000316 0.001 0.00316 0.01 0.0316 0.0001  —— 0.000316

o
3
8

0.00316 0.01 0.0316

10* 10? 107! 107!

101

>
&

100- 100-

T —

1071

Effective Stepsize
Effective Stepsize
Effectlve_Stepsme
Eﬁectlv%step5|ze

Y

1072
0

5 10 52 0o 5 0 15 2 ; 10 15 2 0 5 10 1520
Iterations, x10* Iterations, x10° Iterations, x10* Iterations, x10*

Momo NGN-M Momo-Adam NGN-MDv1
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for NGN-M and NGN-MDv1 varying step-size hyperparameters o and c of the algorithms (indicated
in the legend). We refer to Figures 1.9 and I.10 for the results in training Resnet20.

achieving higher performance on a wider range of LR (Table 8). Appendix 1.4 reports additional
ablations on ImageNet32 and train loss stability results.

Next, we test the effectiveness of the algorithms when training ViT-Tiny on ImageNet1k. This model
is trained for a longer horizon, making it notoriously sensitive to the initial LR and requiring an
adaptive step-size. We follow the protocol of Schaipp et al. [79]. As highlighted in Figure 3 and
Table 8, NGN-MDv1 achieves the highest test accuracy across adaptive methods. Moreover, at a
larger LR, Adam diverges, whereas both Momo-Adam and NGN-MDv1 maintain more stable training
dynamics. The LR sensitivity metric reported in Table 3 supports our observations.

Language Modeling. Pre-training Large Language Models represents a challenging optimization
task. To achieve competitive performance, optimizers with adaptive step-size are needed, and
preventing instabilities in low-precision training often requires careful hyperparameter tuning. To
evaluate the capability of NGN-MDv1 in this setting, we train decoder-only transformers [74] with
70M, 160M, 410M, and 1B parameters around Chinchilla optimum [33] on SlimPajama-627B [86].
For each model, we retune the LR, using 3 seeds for the first three models and 1 seed for the 1B.

As reported in Figure 4 and Table 8, we note that NGN-MDv1 matches the performance of Adam across
all model sizes. However, NGN-MDv1 achieves competitive performance even for LR hyperparameter
¢ = 102 while Adam’s performance drops significantly. This phenomenon is consistent across all
scales we tested, suggesting that the optimal LR of NGN-MDv1 is shifted towards larger values, but
also that the algorithm is less sensitive to such a hyperparameter. We additionally discuss how to
introduce weight decay in NGN-MDv1 and report additional ablations on its role in this training task
in Appendix G. Moreover, we report the ablation studies when varying the momentum parameter in
Appendix 1.12, demonstrating the improved stability to momentum parameters.

Effective Step-size of NGN-M and NGN-MDv1. As shown in Figure 5, the effective LR of NGN-
M and NGN-MDv1 is inherently adaptive: it rises sharply at the start, and then gradually decreases,
resembling annealing schedules commonly used in practice. By contrast, the effective step-size
of Momo and Momo-Adam is largely fixed for large «, effectively reducing them to SGDM and
Adam and limiting their resilience. Evidence across ResNet20 training (Figures 1.6, 1.7, 1.9 and 1.10)
and large-scale language modeling (Figures 1.11 to 1.13) shows that the NGN step-size is more
conservative, automatically decreasing when needed to stabilize training—even for large c. This
adaptivity underlies the LR robustness of NGN-M and NGN-MDv1.

Table 4: Train time of Adam and NGN-MDv1 when training language models.

Model Method Time per Iteration (sec) Time per Optimizer Update (sec)
70M AdamW 1.6340.01 0.00480.0002
NGN-MDv1 1.6540.01 0.01300.0002
160M AdamW 3~33i0.03 0.0088i0,0003
NGN-MDv1 3-37:{:0.02 0.0239:{:0'0003
410M AdamW 8.4140.06 0.083810.0009
NGN-MDv1 8.68i()‘06 0.2154i()‘0007




Computation Cost of NGN-MD. Implementing NGN-MDv1 can be slightly more expensive, but
the overall cost is modest as we show next. First, we emphasize that the implementation does not
even require additional matrix—vector products since the preconditioner is diagonal; the only extra

work is computing ||V f(z) ||]23_1 , which amounts to an additional pass over the gradient. This can
k

also be incorporated into the update of Dy, avoiding extra matrix operations. In practice, our naive
implementation is about 2.5 slower per update than PyTorch’s AdamW (see Table 4) due to the
need for two passes over the gradient. However, since forward/backward computations dominate
runtime, the overall training speed remains largely comparable. Since our focus is on demonstrating
the stability benefits of the NGN step-size, we leave efficiency improvements to future work. The
extended discussion is reported in Appendix F.2.

6 Conclusion and Future Work

This work introduced several novel adaptations of the NGN step-size method, incorporating support
for momentum and/or diagonal step-size. We provided a theoretical analysis of the convergence
rates for these algorithms and conducted an extensive empirical evaluation of their performance. The
experimental results show that combining momentum with the NGN step-size yields high robustness
to step-size hyperparameter choices and performs competitively with state-of-the-art algorithms
across various settings.

Given the significant complexity of the task, we defer the theoretical explanation of the step-size
resilience properties of NGN-M for large values of /3 and analysis in the non-convex setting to future
work, including classes of structured non-convex functions such as PL [73], a-S-condition [34], or
Aiming [52]. It would also be worthwhile to study NGN-M under weaker smoothness assumptions
[104, 1]. Furthermore, while the two proposed methods for incorporating weight decay into NGN-
MDv1 outperform AdamW in training language models, they still exhibit some sensitivity to the
step-size hyperparameter. This may, in part, be due to the limited understanding of the expected
effects of the weight decay technique, a topic that requires further investigation. We acknowledge that
computing NGN step-size at a large scale may cause runtime overhead, and discuss this limitation in
Appendix F.2. We also recognize that integrating NGN-MDv1 with advanced parallelism schemes,
such as Tensor Parallelism [83] or ZeRO-2 [75], introduces additional compute and communication
overhead, and will require further adaptation of the algorithm. Nevertheless, our results provide
valuable guidance for developing inherently more stable optimizers. As a next step, it would be
fascinating to investigate whether the resilience of emerging methods like Muon [40] can be further
improved by incorporating the NGN step-size.
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o If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: We provide a description of compute resource we used for each experiment in
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* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
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* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
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Justification: The research is conducted following the NeurIPS instructions, including the
regulations regarding anonymity.
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* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper presents work whose goal is to advance the field of Machine
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* The answer NA means that there is no societal impact of the work performed.
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to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.
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should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.
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15.

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]
Justification:
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* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
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* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]
Justification:
Guidelines:

» The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification:
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects
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Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification:
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
Declaration of LLLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
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scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
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¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Equivalent Formulations of NGN-M

We remind that the iterates of NGN-M are the following
M=ok — (1= BV fs, (aF) + B(a" —2*7)

— k1 ¢ k ko k—1

We can rewrite the update rule using Iterative-Moving Average (IMA) approach presented in Proposi-
tion 1.6, Sebbouh et al. [81].

Lemma A.1 (Proposition C.8 [63], Lemma 7.3 in [22]). The iterates {x*} generated by NGN-M are
equivalent to the sequence {z*} generated by IMA update

) A ) 1 .
= -y Vs (2F), oM = T )\xk 1 )\zkH, ®)
where \
8= Ton AL = R NP —2R), and 27t =20 =20 6)

Proof. Let the sequences {z*} and {2*} be defined according to Equation (5). Let 3 be defined as

25 Then we have
ot = H%xk + 1_'1_)\Zk+1
- H%w" + T Vs (@)
= (et et Vs, ()
=k - . i )\%stk(ﬂfk) 1T )\(mk — k7).
It remains to use (6) as we have 8 = 14%\ and1 - f3=1- 1-%\ = 1%\

B Technical Lemmas and Definitions
Definition B.1. We say that the function ¢ admits L-smooth with parameters L =
(L1,...,La), L > 0Vj € [d], if the following inequality holds for all z, h € R?

o (xz+h) <olx)+ (Vo(x), h) + %hTLh. @)
Remark B.2. If we set for all j € [d] L; := L then Definition B.1 reduces to standard L-smoothness.

This assumption is typically used in the context of coordinate adaptive algorithms such as SignSGD
[4, 78].

Definition B.3. The function ¢:R? — R satisfies PE-condition with constant ;i > 0 if for all

z,y € R we have

IV£@)12= 2p(f () = f7)- ®)
Assumption B.4. We assume that the coordinate-wise variance of the stochastic estimator is bounded,
i.e. forall z € R% and j € [d] we have

Es [[(V,fs(x) = Vif(2)]?] < o2 ©
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Lemma B.5 (Lemma 4.9 from [66]). Let each f; be L-smooth for all i, then the step-size of NGN
satisfies

c

. 10

'Yk€|:1+chc:| (10)

Lemma B.6 (Lemma 4.2 from [66]). Let each f; be L-smooth for all i, then the iterates of NGN
satisfy

4cL 2¢2L 2cL — 1
2 k 2< kY _ px _— X . 11
RIVIs P a0 - f5) + T max { S 10 f5. D

Lemma B.7 (Gradient Upper Bound). Let ¢: R? — R satisfy Definition B.1. Then, for all x € R?
and all j € [d] we have

2L;(f(x) = f*) = (V; f(2))*. (12)
Proof. From Definition B.1 we have

L,
* fr— 1 < 1 @ < 1 . . 7J 2
f min, f(z) < ;Il?éléf(m+h7€7) < f(x) Jr}%}é% [ij(a:)h] +5 hj] .

Now we can explicitly compute the minimum in the right-hand side. The optimal value is achieved at

. 1
hi = —fjvjf(ﬂf%

therefore,
o < fl@)+V,f(a)h;] +?](hj)2
_ L e 4 (Vs )
= @)= (Vi@ + 5 (Vi)
- 1 2
= @)~ 5 (VT @),
which is equivalent to the statement of the lemma. O

C Convergence of NGN-D

First, we provide NGN-D pseudocode and the main convergence results.

Algorithm 3 NGN-D

1: Input: 2° € R?, step-size parameter ¢ > 0
2: fork=0,1,...,K —1do
3:  Sample a batch Sj, C [n] and compute fs, and V fs, (")

. (1) _
4:  Compute v~ = o C($k>(cvjf5k C)E
k
5. Update
wift = aty =0V fs )
6: end for

Theorem C.1. Let each f; satisfies Definition B.1. Assume that Assumption B.4 holds. Then the
iterates of NGN-D (Algorithm 3) with step-size parameters {c; }‘jzl such that ¢; < 1/2L; satisfy

. 120£(2%) = f1) | 1 <
ky|12] < S 18120
o?;ilfKE IV fEM))7] < Cmin K * Cmin 7= 1shiciess 4

where Cuin ‘= minje(g ¢;. Moreover, if ¢; = O(e?) for all j € [d] then after K = O(c™*) we
obtain_min_E [||[Vf(z")[?] < O(e?).
0<k<K
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NGN-D converges with classic rate O(1/vK) similar to Adagrad [94]. We highlight that, to the best
of our knowledge, NGN-D is the first algorithm that uses diagonal Polyak-type stepsize and converges
under standard smoothness and bounded variance assumptions without requirements of bounded
gradients and interpolation.

Theorem C.2. Let f satisfies PL-condition and each f; satisfies Definition B.1. Assume that
Assumption B.4 holds. Then the iterates of NGN-D (Algorithm 3) with step-size parameters {c; }?zl
such that ¢; < min{/2r;,6/u} satisfy

E [f(2) = f] < (1 = mewnfs) ¥ (f(2°) - Z Ljcjo?, (14)

C
M min j=1

where cunin = minjepg c;. Moreover, if ¢; = O(e) for all j € [d] then after K =
max{O(e~*),0(1)}loge ™! iterations we obtain E [ f (z™) — f*] < O(e).

To the best of our knowledge, this is the first result of the convergence of the Polyak-like step-size
algorithm under the PE-condition. The convergence guarantees are similar to that of SGD [22].
Now we are ready to derive the step-size bounds.

Lemma C.3 (Step-size Bounds). Let fs, (z):R? — R be a stochastic loss of batch S}, at iteration k.
Let fs, (x) satisfy Definition (B.1). Consider 7]]? as in NGN-D (Algorithm 3), then we have

k Cj
= [c} (15)
J 1 + Cij J
Proof. From Lemma B.7 we have 2L;(fs, (z*) — f5,) > (V;fs, (2*))?. Since we assume that
each f§ >0, then 2L, fs, (z%) > (V, fs, (z%))?, or equlvalently,
_ 2
o< Tufs @) _
2fSk (.’L‘)
Therefore, for all j € [d] we have
k i G
v = S - = (4,
Tl g (Vifs (@) 7 1 !
and
k G G
v = > )
! 1+2f5 k)(V fsi (@F))? 1+¢L;
which concludes the proof. O

Lemma C.4 (Fundamental Equality). Consider 7]’? as in NGN-D (Algorithm 3). Then the following
equality holds

k k\\2 G _%k k
(Vi 75.0) =2<c> (o). (16)

Proof. From NGN-D (Algorithm 3) we have

(14 57 (Vs (4 o =

which one can rewrite as
Co
J

ZfSk (xk)
. .. . 2fsk (xk)
It is left to divide both sides by — O

(Vifs. (@) =c; —+F.
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C.1 Convergence in General Non-convex Setting

Theorem C.1. Let each f; satisfies Definition B.1. Assume that Assumption B.4 holds. Then the
iterates of NGN-D (Algorithm 3) with step-size parameters {c; };_121 such that c; < 1/2L; satisfy

12(f (°
i E95a1] = U 5o a3)

CminK Cmm

where Cmin = minjeq) ¢;. Moreover, if ¢; = O(e?) for all j € [d] then after K = O(e~*) we
obtain_min_E [||[V f(z*)[?] < O(£?).
0<k<K

Proof. First, we write separable Definition B.1

d
FEHY) = f@h) = f 2P =YV fs @Mes | - f2")
j=1
d
< =N OVifER) AV fs ZL Vs, (%))
j=1
d
< —ZVJf(a: V fSk ZL U V fSk( ))2 (17)
j=1

Note that both 'yJ’-“ and V; fs, (x*) depend on the realization S, thus we can not directly apply
conditional expectanon with respect to ¥, as 1n this case we would have to analyze the product
'yj’?'Vj fs, (z¥). Given bounds of the step- s1ze 'yj from Lemma C.3, we can write the step-size as
follows )

CR
L4l 14¢Ly

where 1/j’<c € [0, 1] is a random variable. Varying the value of I/JI»C from O to 1 we cover the whole range

7=

of 7]’?. Thus, we continue as follows

YV, (@)Y fs, ()
= L ) - T 0
< H—Lv FPI3 1508+ 2 A s, ()
S LI )+ e 9 )

Now we use the inequality |ab|< 1a? + b + |a — b|?, and derive

2E;, |V, f(a")V;fs, (z")]] < [Vif (@) P+Eg |V fs (2] +Ex [V (a*) =V, fs, («*) ]
< 2V, f(@M)P+2Ex [|V;£(2") = Vj fs, (") ]
< 2|V, f(a")>+207.

Therefore, we get

4 2
—Ex [’Y]kvjf(xk)vjfsk(fﬂk)] < —%éijjf(ﬂ?k)F‘*‘m (|V [z )|2+UJ2)
1 CZLJ
=~ (e e et as)
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We plug in (18) into (17) and get

d 02
Ex [f(a*)] - fa¥) < =) (Ek ViV @)V fs (a*)] + Lici

J

Ex [IV;fs, (xk)|2]>
=1

d 1 —Cij LJC
j; o <1+Cij) "

IN

IV f(2*)P?

2 2
n Cij LjCj 0'2.
]. + C]'LJ 2 J )
If ¢; < 2L , we get
d Ci LjC2-
E k+1 k _ V ky\|2 J 2 .
R N e B
O
We continue as follows
c d c?
B[] - F@*) < —IIVIEIP+ Z 5, (19)
=1
Taking full expectation and unrolling the recursion above for all iterations {0, ..., K — 1}. Thus, we
obtain
K—-1 d
1 12 0 N 18 9 9
02%12 E [va E[IVf(aM)]?] < m(f(x )—f)+ " Ljcjoy.
k:O J=1
If we choose each ¢; = \}% such that ¢y ; < 57— we ensure that ¢; < 2ij as well. Plugging this
step-size into the bound we get
12 18 & c?
* 0,7
OQ%IHKE [V f(a™)]I?] < W(f(l“o) =)+ ZLjUJQ'?J
VK VK =1
12
< ———(f(z%) — f* L; o .,
B CO,min\/E(f( ) f C() mln Z 07

where ¢ min = ml[n] ¢, ;- If we choose K = O(e~%) we get that
JjEld

min_E [[|Vf(2")|?] = 0(1/VEK) = O(=?).

0<k<K

C.2 Convergence under P¥L.-condition

Theorem C.2. Let f satisfies PL-condition and each f; satisfies Definition B.1. Assume that
Assumption B.4 holds. Then the iterates of NGN-D (Algorithm 3) with step-size parameters {c; }?zl

such that ¢; < min{/2r;,6/u} satisfy

E[f(%) = f] < (1 = mewnnfs) ™ (f(2°) - Z Licia3, (14)

Mcmln j

where cmin = minjecq cj. Moreover, if ¢c; = Ol¢g) for all j € [d] then after K =
max{O(e~1),O(1)}loge™! iterations we obtain E [ f(z*) — f*] < O(e).
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Proof. We obtain (19) and use Definition B.3

Ex [f(@1)] = (") < — |V £ (") +Z o]

. 4 3L;c2
Hemin ) )y 0 2

4 2
j=1

IA

Subtracting f* from both sides of the inequality above and taking full expectation we obtain

d
3L; c
E[f(@") = £7] < (1= newnfo)E [f( +Z o2,
Unrolling the recursion above for {0, ..., K — 1} iterations we derive
d 2
E[f(@") = ] < (1= pemnfe) (£(a°) = 1)+ — D" =2
min 577 1%
A

Now we follow the proof of Lemma A.3 in Garrigos and Gower [22]. Let us choose ¢; =
min{l/2r;,¢/2d44,}. Together with the choice of K > maxmax { 1124, 12L; } log M

i€ld] peon
we get

(1 — memin/e) ¥ (f(a%) = £*) <

w\m

Now we have two cases:

1. cmin does not depend on ¢, then we have

Ac <O(e )

len

2. Cpmin does depend on ¢, i.e. cpin = (9(5), then we have

Ac < O(e).

cmm

Therefore, combining all together we get
E[f(z") - [*] <O(e)

. . -O — * . .
after K > ma[u]c max { 1 %, %} log M iterations.
jeld

D Convergence of NGN-M

D.1 Convergence of NGN-M in Stochastic Setting

Theorem 4.3. Let Assumptlons 4.1, 4.2 hold. Let the step-size hyperparameter c > 0 and the
momentum parameter 3 = . be constants where X < min{cL, 0.5(1+cL)~'(1+2¢cL)~'}. Then
the iterates of NGN-M (Algonthm 1) satisfy

E[f@1) — flar)] < 2=l B0E2eL)” | 9or (1 4 2¢L)202,, + 2L max {2¢L — 1,0} o2

pos?

where TE 1 is chosen uniformly at random from {z°, ... x5 =1} Moreover, if we set c = O(1/VK)

then we obtain E [f(z" 1) — f(z*)] < O(Y/VE).

30



Remark D.1. In fact, if A <
for any = > 0.

then it implies that A < — because

S N T
(14+cL)(1+2cL)> (14z)(1+22)

Proof. To prove the convergence of NGN-M we consider IMA formulation Equation (5):
A 1

el =20 =20 Aok Vg (aF), ot = 1+)\xk 1 +)\Zk+1’

where 8 = 125, 2T = b1 4 A (@t — 2).

At iteration £ = 0 we have
Zl = ZO - /Yovfso ($0) = xO - ’YOVfSo (wO)

Therefore, we get

[ = 12° = 2*[|* =270 (V f5, (2°), 2° = 2*) + 73|IV £, (%) |2
Lem. B.6 . . 4cL .
< HZO - H2*2’YO<VfSO(IO),IO —z") + m%(fso(fvo) - fso)
2¢°L 2cL — 1
—— 0, fS . 20
+1+chaX{2(:L+17 }fso (20)
Let o = p + 7o where p = m Then we have
Yo =" —p
Lem. B.5 c
< c

= (14 cL)(1+2¢L)
_ cl +3cL + 2202 — 1
7 (L+eL)(1+2cl)

9 3+ 3cL
O ¥ L)1 1 20L)
3c2L
T 142eL
Using the above we continue from (20)
et — a2 € 120 — 2P ~270(fs, <x°> — o) + g o) — f3,)

4 2¢2L 2cl — 1
T+cL ™\ 2eL 11" So

< 2% = 2% =20(fs, (2°) = fso(27)) = 270(fsy (2°) = £5,) + 290 (fs, (@7) = £5,)

2
+ gl - f5) + oo max{ 310} 7,
= (120 — 2P —2p(f5, (a°) — s, (2)) — 2 (70 —p- M%) (Fso(a®) - 13,)
1+ 2¢L 0 0
2
Bl a”) = £3)+ g mox {570} @1
Here we have
2¢cL 1
WP T e O T T2 0P
1 c
T 1420 (T+eL)(1+2¢L)
Lem. B.5 1 c e
= T1+2Ll+cL (1+cL)(1+2cL)

207
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Yo < 1+20L’ and fs,(z") — f§, > 0. Hence, we get
6c2L

" =2 < [12° = 2" [P=2p(fs, (2°) = (@) + T7gop

2¢2L 2¢L — 1
il maX{C ,0} f3,-

———(fs,(z") = f35,)

1+cL 2cL +1

Rearranging terms and taking expectation we get

208 [£(a”) - £(")] < E I — "] - [12° - 2" P+
- 1+ 2¢L 7
2¢2L 2cL — 1 9
: 22
+1+chaX{26L+1’O}Upos (22)

Next, for k > 0 we can use the relation 2% = 2% + X\(2* — 2%~1). We expand ||2*+1 — z*||?
|25 — |2 = 125 — a2 =27V fis, (), 25 — &%) + RV fs, (")
Lem. 41 k _ ky Lk * N k—1
= 127 = 2" [P =2 (V [, (27), 2" — 27) = 2% MV [, (27), 2" — 2777)
+ IV £, (M)

TS = P2 (0) — fsu(0) — 2A (i (@) — fi, (@)
+ 2V fs, ()]
Lem. B.
Pk P2 fs, () — (@) — 23eA(fs, <xk> — fo (zF1))
4cL * 2¢%L 2cL —
+ 1+2CL7k(fsk($k)—fsk)+m {2 1 }fsk

Let v = p + 7k, where p, 7, > 0, and p is a constant step-size independent of Sy, which will be
defined later. Therefore, we have

15— a2 < leF = 2" |P=20(Fs, (27) — fo, (27)) — 23 fs, (2%) = fs,.(27)
— 2%k (fs, (%) — f5,) + 2% (fs, (2" 1) — £8,)

4cL " 2¢2L 2cL
b U e = 15 + P max 20} 7,

= |I2F — 2P =2p(fs, (@) = fs, (")) — 2% (fs, (&%) = £5,) + 29k (fs, (z*) — f5,)
— 2% A(fs, (%) = f&,.) + 2% (fs, (2" 1) = £5,)

4cL " 2¢%L 2cL
g s ) — 15+ g max{ 30 A

o) Usi(a) - 15.)

* . % - 2c
= 1= P20l () - f o) ~2 (B A - g

+ Xk(fs, (%) = £5,) + 2mA(fs, (2" 1) = £5,)

2¢2L 2cL -1
e — 3 . 23
1+chaX{2cL+1’0}fSk @3)
We need to find p such that
AN 2cL
Ve T Uk 1+ 2CL%€ =
Since v = vy — p, then we have
2c
— A ——— >
e — P+ Yk 1+26L’Yk_0

e (1eas 2 S
Tk 1+2¢L) ="
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The inequality above is satisfied if it is satisfied for the lower bound on 7y, (which is ¢/1+¢L), i.e.

¢ L a)>
1+cL \1+2cL =P

We can take p = m since A > 0.

Ve =Tk — P
<c— ¢
- (14 ¢L)(1+4 2cL)
 1+43cL+2¢2L% -1
(1 +cL)(1 + 2¢L)
<2 3+ 3cL
= AT L)1 + 2¢L)
3L
142l

Using the above, we get from (23)

125 — 2|12 < (|28 — 2| =2p(fs, (&%) — f5, (7)) + 2eA(fs, (2" 1) = fs,(2))
6¢L

+ 2eA(fs, (z") = f5,) + m(fsk (%) = fs,)

2¢2L N 20L710 £
T+el "\ 2eL 11 [ 150

Taking expectations we get

Efllz"" =] < E[llz" —a"|?] = 20E [f(a*) — f(a*)] + 2eAE [f(2"71) — f(a™)]

6¢2L 262 L 2L — 1
2\ 2 0vo2 . (24
+ <C +1+2cL)U““+1+chaX{20L+1’ }UP% 24)

Rearranging terms we get

20E [f(2¥) = f(a*)] = 2cAE [f(a"1) = f(2")] S E[||z" —2*|])] = E[|"*! — 2|7

’L
+ (20)\+ Ge >afm

14 2cL
2¢2L 2cL -1 9
. 25
i 1+chaX{2cL+1’O}UP°S (25)

Combining Equation (22) and Equation (25) for iterations {1,..., K — 1} we get

K—-1 K—-1
20E [f(2°) — f(a*)] +2p Y E[f(a¥) = f(a*)] —2eA D E[f(@*") = f(a7)]
k=1 k=1

K-1 K—2
=2p Y E[f(@*) = f(z")] —2eA Y E[f(z¥) - f(a")]
k=0 k=0

K_
< @2 3 E[f(H)  fa)]

k=0

6c2L n 2¢2L ma 2cL —1 2
T+ 2eL 0 T T M\ 2en 1107 [ Tpes

2 2621 2L — 1
+ <2c)\+ 60) (K — 1)o2, + (K —1)- Cmax{ c 0} 020

1

<l2” = 2* |+

14+ 2¢l 1+cL 2¢L +1’°

6c2L 202 L 2cL —1
< 12° — 2*|1?+ { 2eA Kol + K- 2 26
< |l- x|+(c T ger ) B TR T X g O Tres (20)
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We need to ensure that p — ¢\ > 0 which is satisfied for A such that

p c > cA
== c
2 2(1+cL)(1+ 2cL)

&1 > 201+ cL)(1 + 2cL).

Note that we also assume that A < cL. Therefore, from (26) we get

K—

[

1 |20 — z*|? 1 6L
= E ky — 1< 2eA + ——— | of
= g @) = 1@ < 50— R T o ey 2 T ) o
n 1 2¢2L e 2¢L -1 ol 2
20p— N 1+l "\ 2eL 110 [ Tres
|20 — 2*||? 8L
= + Oint
20— cANK = 2(p—c))
1 2¢2L 2¢L -1 9
—_ — . 27
+ 2(p—c)\)1+chaX{20L+1’O}Up°S @7
Since p — cA > £ and setting 7" be uniformly at random chosen from {z, ..., 25 ~1} we get
O—gz*|? 8L 1 2621 2cL -1
[f(aj ) f(l‘ )] — pK + p Ulnt+p1+CLmaX 2CL+1’ Upos’ ( )

where we use the convexity of f and Jensen’s inequality. Plugging the value of p = (1+0L)(++20L)
inside we get

E[f@") — f(z")] < %(1 +cL)(1 4 2¢L) 4 8cL(1 + cL)(1 + 2cL)o?,
+ 2cLmax {2cL — 1,0} o5 (29)
Choosing ¢ = O(1/VK) we get
E[/(@") — f(z")] <O (lzo_\/;z 17/2% + f/g? max {2cL — 1,0}) . (30)
Therefore, if K > O(c~2) then E [f(z*) — f(2*)] < O(e). It remains to notice that 2 = 2° to
derive the statement of the theorem. 0

D.2 Convergence of NGN-M under Interpolation

In this section, we show that NGN-M provably converges for large momentum values S—including the
default § = 0.9—provided the LR hyperparameter c is chosen sufficiently small. This is natural: if
the step-size is too large, the momentum term accumulates excessive past error, which the algorithm
may be unable to correct, potentially causing divergence. In short, convergence can be ensured in two
complementary ways: () use a small momentum parameter while allowing any LR hyperparameter ¢
(Theorem 4.3); or (i4) restrict the LR hyperparameter ¢ while permitting a large (near-1) momentum
parameter /3 (Theorem D.2).

Theorem D.2. Let Assumption 4.1 hold. Assume that there exists a minimizer x* shared across all
functions f;, i.e. fF = f(x*) foralli € [n]. Let NGN-M is run with momentum parameter 3 = HLA

A€ (0,A], A > 9, step-size ¢ < min {ﬁ, ﬁ } Then the iterates of NGN-M satisfy

1= o 3120 — 2|24/ (£ (20) — f(a*))
% g E[f(z") — f(z")] < e :

Remark D.3. Note that the requirement A > 9 allows setting the momentum parameter 3 = 0.9,
which is a default choice in practice.
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Proof. The proof is similar to Theorem 4.3, but we take into account the additional interpolation
assumption. We start with

I —ar? = 125 = 2*[|” =27k (V fs, (%), 2" — 2 >+%€||stk(£v’“)ll2
=00 |1 P2V fs (a), 2 + A2t -2t —a%)
+7k||stk («)]?
= [ = 2 P2 (Vs (@) 0k — %) — 23NV fis, (a8, 2F — F )
IV s (=)
Asm. 4.1

< | = a P2 (fs, (2F) — fs, (27)) = 29kA(fs, (2F) — fs, (2FTT))
+2L77 (fs, (%) = f5,)

127 — 2|2 =29k (fs, (&%) = Fs, (&%) = 29A(fs, (%) = fo, (2 71))
2Ly (fs, (z%) = fs,.(x*))

= 125 = 2* P27k (1 + A — L) (f(z*) = f(z%))

2 (f (@) = f(2%). 31

we have

Interp.

Since fs, (z*) — fs, (z*) > 0, with the choice ¢ < 5,

1
1+)\—L’7k21+>\—LCZ)\—|—§.

Moreover, by Lemma B.5 we have v, > Hﬁ and 7, < c. Thus, we continue the bound (31) on the

k+1 _x*||2

distance ||z as follows

4 =P < 8 = P O N s () )
+2eA(fs, (a"71) = fs,(a)).
Taking the expectation, we obtain the final bound on the distance
(/2 + NE [f(2*) = f(z")]
+2eAE [f(zF 1) — f(29)] . (32)

Note that for £ = 0, the bound is simpler, since the momentum term is zero

E [sz+1 _ LL'*||2] S E [sz _ $*||2] _ : +CL

B[l — ") < 12 — 2" [P~ 57 (F@) = ()
= [l2° — " |~ (1) = S (")), (33)
where we use 2° = 2°. Summing the bounds (32) and (33) for iterations k € {0,..., K — 1}, we
obtain
c 0 * 20 1/2+)‘ 1E * K712 M\E k—1 *
U E) = Fe + = Zl fla )]—];2 CAE [[(2*71) = f ()]
A
= (1) — 1) + LN g [y g
242\~ .
20(1+CL A) ,;1 B/ — S

K—
< Z (2% = *|]?] = E [|2"F" = 2*)1?]) + 2eA(f(2°) — f(z¥))
< || O — 2*|P+2eA(f(2°) — f(z¥)).
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Note that
a4+ A 1 AcL

=
1+cL — (1+cL) 1+ L
where the last inequality holds by the choice of ¢ < A 7 <

1
<:> > AcL,

Therefore, we obtain

4)\L
c/2 K-1 . c . 2¢(1/2 + \) - .
el 2 E[f(z") - fa")] < 1+6L(f(x0)7f( ) WEU(%K 1)~ fa")]
1/4 K-2
+2eqp 2 ELEH —167)]
< 1) = 7@) fo;MEU< )~ f(a")]
1/2+)\ K—-2 .
e <1+cL )k—1E fa™)]
<l — 2¥]242eA(f (2°) — f(2*)).

Thus, we obtain the rate

K—1
1 2(1 + cL)(J|l2° — 2*[*+2eA(f(2°) — f(27))
- E AN *
7 2 Bl ) < =
o B(l° — [P+ /20(f () — f(a)
— CK b
where the last inequality holds by the choice of c.
O
D.3 Convergence of NGN-M with Decaying Step-size
Lemma D.4. We have
K- E-1 4
Z og(K +2), > VK + 1. (34)
k=0 imo VE+1
Proof. We refer to Lemma A.8 from Garrigos and Gower [22]. O

To prove the convergence of NGN-M with decaying c;, we consider IMA formulation (see Section A
in the paper):

Ck
2fs 2fs, (zF) vask( )H2

k+1 _ /\k-i-l 2k 1 SRl
14+ Mg 14+ Mg

gt =20=2" AT =28 Vs (), =

1+

whereckf\/m,)\o 0.

Theorem D.5. Assume that each f; is convex and L-smooth, and that Assumption 3.2 holds. Let the
step-size hyperparameter is set ¢y, = %, momentum parameter A\, < min{cyL,0.5(1+ ¢, L)1 (1+

2c;, L)1}, Then the iterates of NGN-M satisfy

K1 . 5(1 + coL)(1 + 2¢oL)||2° — ||
E[f(l‘ )—f(l‘)]g 400\/?

+ IOLC()(l + CoL)(l + QCOL)U

o log (K + 2)
int \/?

log(K +2
MmaX{QCOL 1,0} o2

WK

Zk 0 ZK 1 . a*, pr, = (1+ck,L)c(kl+20kL)'

+ 5¢oL(1 + coL) (35)

pos?

where 3%
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Proof. Atiteration k = 0 we have
2 =20 — Vs, (20) = 2° — %V fs, (2°).

Therefore, we get

Izt = 2*||? = [12° — 2% (|2 =270 (V fs0 (z°), 2° — %) + 13|V f5, (%) 2
Lem. B.6 . . deoL i}
< [[2° = 2 ||P=270(V f5, (2°), 2° — z*) + m’m(fso(xo) - f3,)
2¢2L 2c0L — 1

—— .0 - 36

+1+60L maX{200L+1, fSO ( )

Let o = po + Yo Where py = (1+c0L)C(—01+2c0L) Then we have
Yo =" — Po
Lem. B.5 o
S Co —

(L4 coL)(1 + 2¢oL)
1+3coL +2c3L? — 1
(14 coL)(1+2¢L)
_ Cg 3+ 3CQL
(L4 coL)(1+2¢oL)
_3¢L
14 2¢oL

= Co

Using the above we continue from (36)

4COL

1 *QCOélV. 0o_ *2_2 0y * v
I =P <112 = 2P =290 (Fso(2”) = fso (@) + 5

2¢2L 2coL — 1 N
1+ coL max{200L+1’0} T30
<12 = 2*[]P=2p0(fs, (2°) — fso (2%)) — 290(f50 (2°) = £5,) + 290 (f5, (z*) — [3,)
4COL

262 L 2c0L — 1
0 * 0 0 *
R — - D — - - . 0

+ 1 260[’Y0(fso(x ) 730) + 1+ col max{Qco[ K }fso

0(fs0 (=) = £5,)

= [12° — 2*|IP=2p0(fs, (z°) — fs,(x*)) — 2 (’Yo —po — 1_?_c;fOL%) (fso(2%) — f5,)

2¢2L { 2c0L — 1

. 37
T+l 2c0L+1’0}fS“ 7

+ 2% (fso (2%) — f35,) +

Here we have
2¢coL 1
1+ 260 0 " 1+2¢L 70
1 Co
1+2cL " (1+ coL)(1+ 2c0L)
Len;Bﬁ 1 o co
= T1+42L1+cl (1+cL)(l+2eL)
=0,

Y0 — pPo — Po

2
Yo < %, and fs, (2°) — f& > 0. Hence, we get

6c2L

2 = 1P < 1120 = 2" P=2p0( fsu(2°) = fio (@) + g

2¢2L 2coL —1
| 3
1+c0LmaX{zcoL+1’ T30

(fso(x%) = [3,)
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Rearranging terms and taking the expectation we get

. . . 6c2L
2mE [12%)  f(a")] < E (121 = 7]~ 110 = P+ OB,
2¢2L 2coL — 1 9
_— . 38
1+c0LmaX{2cOL+1’O Tpos (38)

Next, for k& > 0 we can use the relation z* = x* + A\ (zF — 2¥~1). We expand || 251 — 2|2
254 — 22 = 125 — &[] =27k (V fis, (), 2% — &) + 7|V £, (")
= 12 — & |2 =27 {V fis (), 2% — 2%) = 20 M (V fs, (2F), 2 — 1)
+ 7kl V fs ()12

S et P2 s (0F) — fs(27) — 29 (F, (@) — Fi (25
+ 2|V fs, (2F) ||
Lem. B.6
T a2 () — F () — 2v (s, (0) — f, (2F))
depL i . 2¢; L 2c,L -1 x
A s ) = )+ e ma { S 0 g,

Let v, = px + Yk, where p, 7, > 0, and p is a constant step-size independent of S}, which will be
defined later. Therefore, we have

25—z (]? < 1 — 2P =20k (fs, (2%) = fs,(27)) — 29 (fs, (2%) — fs, (7))
— 2%k (fs, (%) — f5,) + 2% (fs, (2" 71) — £8,)

4cp L & 20%[/ 2c,. L — 1
_ * 0 *
+ 71+2ckL%(fsk(I ) = f5,)+ 17 oL "\ 20L 11 I35,

= |I2F = 2*|P=2p(fs, (@) = fs, (")) — 2% (fs, (&) = £5,) + 29k (fs, (z*) = f5,)
— 2% A(fs, (%) = f&,.) 4+ 2nmA(fs, (2"71) = £5,)

4dep L k 2ciL 2c, L — 1
TR _ * 0 *
e s (o) = f5,) + e max { ST 0L £

= 1 P20l () = f ) =2 (B A - ) (s ) - £3)

+ 25 (fs (@) = £5.) + 2% (fs, (z71) = £5.)

221 20, — 1
% ax{ck 0} f5.. (39)

T+ el "\ 200 L + 17
We need to find py, such that

>0

~ + A QCkL
Ye T Vk 1+20kL% 2

Since v = v — pk, then we have

2¢i L
’Yk*PkJr’Yk)\k*m’YkzO
QCkL
& 1+ ——— | > pp.
’Y/c( + Ak 1+20kL>_pk

The inequality above is satisfied if it is satisfied for the lower bound on 7y, (which is ¢/1+-<L), i.e.

Ch L)
1+ cnl \1+2erL =P
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We can take pg, = (1+c;cL)C(—k1+2ckL) since A > 0.
Ve = Yk — Pk
Ck
<cp—

(1 + CkL)(l =+ QCkL)

1 +3c, L +2c3 L% — 1

"0+ eoL) (1 + 262 L)
3+ 3ci L

(L4 crL) (1 + 200 L)
3c2L

T 11200

<clL

Using the above, we get from (39)

250 — 2 ||® < (|27 — 2*[]P =20k (fs,, (&) = Fs, (7)) + 26 Ak (fs, (25 71) = fs, (7))

4 20 (0)  F3) 4 ol (s 0) ~ )

ZC%L 2¢ L —
ST 0 fn
T el aX{QckLJrl’ Ts

Taking expectations, we get

EJI" —a"|?) < Efll2" = 27P] = 2mE [f(2") = f(a")] + 2cr i [f(w'“’l) — f@@")]

6¢; L 2¢2L 2¢ L —
2ek 0k + ——2— ) o £ — 4
+<C’“’“+1+2 L) i T 1oL 2ckL+1 Tpor40)
Rearranging terms, we get
20E [f(e*) = f(2")] =20 ME [f(a*71) = f(a*)] S E[|l2" —2*|°] —E[|lz"" —a*|?]
6c3
2 k 2
( ck:)\k + 1+ 2¢ L) Oint
QCiL 2c, L — 1 9
———,0 .-
1+ cnl aX{2ckL—|— 17 f Tvos
41)
Combining (38) and (41) for iterations {1, ..., K — 1} we get
K-1 K-1
200E [f(2°) = f(a")] +2 > pkE [f(@*) = f(2")] =2 ) e ME [f(="71) = f(2")]
k=1 k=1
K—-1 K—2
=23 pE[f(*) = f@)] =2 ) eME [f(2F) = f(a")]
k=0 k=0
K—1
<2 (pr — ciMi)E [f(2¥) — f(z¥)]
k=0
6c2L 2L 2coL — 1
< 1150 _ )2 0 2 0 0 2
<0 - P e ot iy max SO o a2,
K—1 K—1
6ci L 2¢2L 2c,L — 1
21\, + —E—— ) o2 k = 2. 42
+};<C’“’“+1+2 L> lnt+;1+ckLmaX 2erL+ 170 Tpos *2)

Note that choosing Ay = min {¢L,0.5(1 + ¢xL)~*(1 4 2c, L)'} ensures that 25 > ¢ \. In-
deed, we have

Pk Ck

— = > CcpA

2~ 2(1+nl)(1+20,L) ~

& 1> 206(1 4 e, L)(1 + 2¢,L).
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Therefore, from (42) and the facts that A\g = 0 and \;, < ¢ L we get

K-1 K-1 62 L
D aE[fEb) = f@)] < 12° =2 P+ ) (2%“ + 1+§L> o
k=0 k=0
K—-1
2¢2L 2cL -1 9
* Z 1+ cil ax{chH’O}JPOS
K-1
<||2° =2 |*+8Laf, Y
k=0
K—-1
2cpL — 1 )
221 0402 . 43
+kZ:0 ciLma {2%“1 }ap% (43)
We have by Lemma D.4
= o = Ck S Kl Cr - deoVK
2P U L)1+ 26, L) © & (14 coL)(1+ 2¢0L) = 5(1+ coL)(1 + 2¢oL)’
K-l 2LemD.4 5
Ck < Co log(K+ 2)7 (44)
k=0
= 2, L 2oL — 1 2oL — 1
2 k 2 0 2 ol —
< 0% < 2log(K +2 e
kzockma {QCkL+1 } chmax{ 2L 11 }_co og(K + )max{200L+1, }

Therefore, using (44), z° = 2 in (43) and dividing both sides in (43) by Zf;ol pr. we derive

K—-1 0 * |2
i o 20— a7 log (K +2)
> LEE[fEh) = f@)] € e + 8L ot —
k=0 2k=0 k=0 Pk k=0 Pk
log(K + 2) 2c0L — 1
22— _— 2 45
MR o Prv s s L

With an lower bound on ZkK:_Ol and Jensen’s inequality we conclude that

5(1+ coL)(1 + 2c0L) 2° — a*||?
4(}0\/?

E /@) - fa")] <

5 log (K +2)
+ 10Lco(1 + coL)(1 + 2¢9 L))o ———F——
oL+ L) (1+ 2e0 Lo, BV
log(K + 2)
+ 5C(]L(1 +COL)W maX{2COL 1 0} Jpos? (46)
~K—1 K-1 Pk k
where & D ko SR,

E Stability of NGN-M on a Simple Problem

We consider 1D convex functions of the form f(z) = La?(1 + p?(x)) that satisfy the following
assumption.

Assumption E.1. There exists a constant C such that C(1 + p?(x)) > zp(x)p' ().
Note that 1+ p?(z) > 1 and deg(1 + p?(x)) = deg(xp(z)p’ (z)). Therefore, this assumption is mild.

Remark E.2. For example, the function f(z) = 2%(1 + 22) (i.e., p(x) = ) is convex and satisfies
Assumption E.1 with C' = 1.
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Remark E3. Let p(z) = >0, ajz’. Then for large values of x in magnitude, p(z) ~

amz™, p'(x) ~ ma,,x™ . Therefore, the constant C should be expected of order C' ~ m, where
m = deg(p(z)).

The function f(z) is non-negative for any « € R and its minimum f* = 0 is attained at z = 0 by
design. Let us compute a step of NGN-M on this problem

pE =k — c 'k ok _ k1
( B)1+ 2f(cxk)(f/($k))2f( )JFB( )

2Lc(1 4 p?(zF) + aFp(z®)p' (aF))
)

_CL’ _(1_B) 4L2c[zF]? xk+5($k_$k_l>

1+ —QL[wk]z(1+p]2(m'))(1 + p2(z*) + xhp(xk)p' (zF))?
2Lc(1 + p*(a*) + 2t p(a®)p! (a*))
1t o5ty (14 p2(ak) + abp(ak)p («+))2

=k

=" —(1-B) ab + Bk —2FTh. @)

Note that the convexity of f implies that
£0) = f(z) + f(x)(0 — x)
0> La?(1 +p*(2)) — 2La* (1 +p?(2) + ap(z)p'(2))
0> —La*(1 + p*(z)) — 2La’p(2)p’ (z)
1
wp(a)p (z) = =5 (L+p*(2)). (48)

In particular, (48) implies that 1 + p?(z) + zp(z)p'(z) > (1 4 p*(x)) > 0. Therefore, we can
obtain lower and upper bounds on Ay.

Lemma E 4. Let Assumption E.1 hold with a constant C > 0 and f(z) = x2(1 + p?(x)) be convex.
Let ¢ > 57. Then we have 4y, € {m, 2}.

Proof. Indeed, the upper bound on 4j, follows from the following inequality

2Lc(1 + p*(2") + a*p(a®)p' (%))
T 2R (U P () + atplat)p (oF))?
2Le(l +p?(2) + aFp(ah)p' ()
ity (L4 p2(ak) + ahp(ak)p' (aF))?
1 4 p2(zk
G e < “
due to (48). The lower bound can be obtained as follows
2Le(1 +p?(a*) + a¥p(ah)p' ()
1t 25y (14 p2(ak) + abp(ak)p/ (2F))2
_2Lc(L+pP (k) + aFp(at)p! (@) (1 + p*(2))
(1+p(a¥)) + 2Le(1 + p? (2¥) + abp(ak)p! (aF))?

9 =

S 2Lc(1 4 p?(«) + ap(a®)p/ (2%)) (1 + p* (=)
= 2(1 + p2(ak) + akp(ak)p! (k) + 2Le(1 + p?(a*) + aFp(ak)p/ (zF))?
_ Le(1 4 p? ("))
1+ Le(1 4 p?(aF) + akp(ah)p/ (a*))
_ Le(1 4 p? ("))
1+ Le(1 + p?(zF) + C(1 + p2(xF)))
Le(1 —|—p2(xk)) B 1 (50)
~ 2Le(1+ C)(1 +p2(z)))  2(1+0)
O
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The update rule of NGN-M can be rewritten as
o =gk — (1 - B)Apat + B(ah — 2P ). (51)

Let us consider the joint dynamics of w* := ([#*]T, [x*71]T)T € R2?. We have that

wh = < at > = <xk — (1= B)Aa* + B(z* — x’f—l))
T \zkt) T !

o _ k
_ (1 (1= )il + 61 gl) <xf> — Gut T, (52)
where

o (1 (- ﬁlml + I —(?I) _ (53)

Now we are ready to prove the convergence of NGN-M on this simple problem for any value ¢ > %

Theorem E.5. Let f(x) = x?(1+p?(x)) be convex and Assumption E.1 holds. Let 3 > %

and c > ﬁ Then the iterates of NGN-M on f(x) converge to the minimum f* = 0.

Proof. We follow the standard proof of SGD with Polyak momentum [71]. At this stage, we need
to estimate the eigenvalues of G. To do so, we will proceed with a permutation matrix IT* which
transforms the matrix G to the block-diagonal matrix as

G, 0 ... 0
G:( )7 (54)
0 0 ... Gy

where

Since the matrix G is a block-diagonal matrix, we have |G|/ < max;||G;||. Therefore, the problem
is now simplified to bounding the spectral radii of the individual blocks G;, fori = 1,2,...,d. The
two eigenvalues u; and us of G are the roots of the quadratic

qu) ==vu* — (1+ B — (1= B))u+ B =0, (56)

which take different values depending on the discriminant A := (1 4+ 8 — (1 — 8)%)? — 4/3. Let us
find the values of 3 when the discriminant is negative. We need to satisfy the inequality

I+B8-(1=PWw)?—48<0& (1+8)°+ (1 —-B)*% —2(1+8)(1 - B)jr —48 <0
& (1-B)°+(1-8)*4% —2(1+B)1—B)% <0
& 1-81+4%) <21+ B

1+48 1
0 148 57)
2% 1-p
2
Since the function % fory € {m, 2} attains the maximum 4(411Zr1i)0)+1 aty = 5 (110), then
we satisfy the last inequality, and consequently the discriminant is non-positive, if we choose
41+0)*+1 1
(1+C)* + L+ B (58)
41+ C) 1-p
1 dodd,j=1
*The permutation matrix IT is defined as IT;; = { 1 i even,j = 2n + 4. Note that permutation matrices
0 else

preserve eigenvalues.
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(2(140)—1)* 1
ea+0)+1)2°
of 8 we have A; < 0 for all ¢ € [d]. Therefore, the zeros of the quadratic q(u) are complex, and are
equal in absolute value

The above inequality is satisfied for 8 € [ ) . Therefore, we obtain that for such choice

|U1|: |UQ|= \/B < 1. (59)

This gives us that ||G;||< /B < 1. Therefore, the algorithm converges for any value of 3 in this
range.

It remains to use Lemma 11 from Foucart [20] which says that for a given matrix A € R%*?, and
€ > 0, there exists a matrix norm ||-|| such that

[A[[< p(A) + e, (60)
where p(A) = max{|A|: A eigenvalue of A} (spectral radius of A).

Asymptotically 3 (as k — oo, one can show (see Theorem 12 in [20]) that
lw*l2= O(p(G)"), (61)

where p(G) < /B < 1 in our analysis. Therefore, NGN-M with hyperparameters ¢ > % and 8 > %
converges. 0

Remark E.6. For example, NGN-M converges on f(z) = %(1 + %) forany ¢ > $ and 8 > 2.

Theorem E.5 shows that NGN-M remains stable even with an arbitrarily large step-size hyperparameter
c. Thanks to the adaptive nature of NGN step-size, the actual update scale is automatically shrunk
when necessary, preserving convergence. Importantly, this is possible with a choice of momentum
parameter /3 close to 1, which extends the results of Section 4. We acknowledge that our current
analysis is restricted to the special convex class of 1D functions f(z) = x%(1 + p?(x)) satisfying
Assumption E.1. Extending such stability guarantees to wider function classes with large momentum
[ remains a significant open challenge.

To support the theoretical result, we test the performance of NGN-M and GDM (Gradient Descent
with Momentum) on the problem f(x) = 2%(1 + 2?), which is convex and satisfies Assumption E.1;
see Figure E.1. We run both algorithms, varying the step-size hyperparameter in {1074, ... 10%}.
We run algorithms for 10° iterations. We stop training if the loss reaches a threshold 1071° or
exceeds 1010 for the first time. We observe that (i) for small step-size hyperparameters, both methods
converge but do not reach the threshold 10~1?; (i) NGN-M reaches the threshold even for extremely
large values of the step-size hyperparameter while GDM diverges. (iii) the fastest convergence
of GDM is achieved with the step-size hyperparameter 102 after 691 iterations while the fastest
convergence of NGN-M is achieved with ¢ = 10! after 269 iterations. In other details, NGN-M
achieves faster convergence and much more stable to the choice of the step-size hyperparameter.
These results align well with our theoretical analysis.

1025,
0
0
3 10"
£
g 10°
— NGN-M
2 1079 GDM
ic
10715,

10-410-310-210-110° 10* 102 103 10*
Stepsize

Figure E.1: Comparison of SGDM and NGN-M when minimizing a function f(z) = 22 + x%.

>A non-asymptotic version of the analysis can be derived using Theorem 5 by [91]
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F How to Derive Diagonal NGN-based Step-size?

Here we provide derivations of how combine NGN and diagonal step-size following Section 3.3 for
completeness.

We consider the following model

P = gt e | (e ) = () + VoG 0P 4 gl 6
where 7( F We compute the gradient of RHS of (62) w.r.t. p and equal it to zero:
fogk_rc(xk +p)=2 (r(xk) + Vr(ack)Tp) Vr(xk) + EEkp
= <2VT(xk)Vr(xk)T + i2k> p+ 2r(x®)Vr(a").
Therefore, we have
pk=— <2V7’(zk’)V7‘(:l:k)T + izk) - 2r(x®)Vr ().

Using Shermann-Morrison formula (A +uv )™t = A~1 #Aﬁ;l with A = 1/c3 we derive

225 IV (2F)Vr(2*) T,
k - _ 271 _ k k > 2 k \V4 k
P <C g 1+ 2cVr(zk) T2 ' Vr(zh) r@)vr@)

_ i 2eVr(zF) T2 Vr(2) 1 &
= ~2er(@) (1 1+ 2CVT($’€)§]€];1VT(x’C)) % Vr(@)
2cr(z*)

= — E—lv k )
14 2¢Vr(zF) 2, ' Vr(zk) e Vr)

Now we plug-in 7(z*) = \/f(x*) and Vr(z*) = 2\/va( %) and obtain

E_ 2cy/ f(z%) 71

p = 1+204f( k)Vf( )Tzklvf ) 2\/7 V()
= C Eilv |
o VA o )

F.1 Design Comparison of NGN-MDv1 and NGN-MDv2

The derivations in (3) are used to provide an intuition of how one can add a diagonal step-size into
NGN by choosing the regularization matrix ¥;. By choosing ¥, = Dj we recover the update
direction of NGN-MDv1. In this case, we have only one global NGN step-size in front of Dj. The
design of NGN-MDv2 follows a more straightforward intuition. In particular, it can be seen as a direct
extension of NGN to diagonal case by replacing the squared gradient norm ||V fs, (%)||? by the
squared partial derivative (V, fs, (z*))? for each parameter j € [d].

The main difference in comparison with Adam is the order in which the preconditioning and mo-
mentum is applied. In both NGN-MDv1 and NGN-MDv2 we average the preconditioned updates
2,;1v fs, (z%), i.e. we first apply preconditioning and momentum later. In contrast, in Adam the
stochastic gradients are averaged to construct new momentum term, and then the momentum is pre-
conditioned. In other words, the momentum is applied first and then it is followed by preconditioning.
We believe this change might be one of the reasons behind the step-size hyperparameter resilience as
well.

In practice, we found out that the tuned performance of NGN-MDv1 is slightly better than that of
NGN-MDv2. Moreover, NGN-MDv1 demonstrates higher resilience to the choice of the step-size
hyperparameter than NGN-MDv2.

44



Table 5: Train time of Adam and NGN-MDv1 when training language models.

Model Method Time per Iteration (sec) Time per Optimizer Update (sec)
70M AdamW 1.63+£0.01 0.0048 £ 0.0002
NGN-MDv1 1.65+0.01 0.0130 £ 0.0002
160M AdamW 3.33+£0.03 0.0088 = 0.0003
NGN-MDv1 3.374+0.02 0.0239 £ 0.0003
410M AdamW 8.41 £ 0.06 0.0838 £ 0.0009
NGN-MDv1 8.68 & 0.06 0.2154 £ 0.0007

F.2 Computation Cost of NGN-MD

Implementing any version of NGN-MD in practice might be slightly more computationally expensive.

However, we highlight that computing a step of NGN-MD does not involve matrix-vector operations

since the preconditioner is a diagonal matrix, and the matrix notation is used only for the convenience

of presentation. The additional computation cost that we have in NGN-MDv1 is the computation of

IV fs, (%) ||2D,1. This can naively be done by one additional pass over the gradient and summing
k

the terms ﬁ(vj fs, (z%))? for j € [d]. This operation does not require additional matrix multipli-

cation. However, it can be computed more efficiently while updating Dy, The rest of the NGN-MDv1
implementation does not add any significantly costly operations in comparison with Adam.

We compare in Table 5 the time per iteration and optimizer update when training language models
from Section 5 using AdamW and NGN-MDv1. We notice that our naive implementation of NGN-
MDv1 is about 2.5 times slower than PyTorch’s AdamW. This is expected since our algorithm requires
two passes over the gradient. Nevertheless, in this setting training time is dominated by forward
and backward computations, keeping NGN-MDv1 competitive with AdamW. Moreover, as noted
above, this overhead can be largely eliminated by computing the weighted gradient concurrently with
the second-momentum v* update. We do not aim to provide the most efficient implementation of
NGN-MDv1 as the primary goal of our work is to highlight the stability advantages that NGN step-size
brings in the training of neural networks.

F.2.1 Distributed Training

2 .
HDlzl 1S
straightforward since gradients are replicated across devices. We only require an additional all-reduce
to synchronize fs, (z¥) across devices, which is, however, a lightweight communication (just a single
float) and, in principle, can even be overlapped with the backward pass.

In a vanilla DDP implementation [50], computing the weighted gradient norm ||V fg, (z¥)

However, with more sophisticated types of parallelism, like Tensor Parallel [83] or ZeRO-2 [75],
computing the weighted gradient norm introduces additional communication, as gradients are sharded
across devices. This could still be implemented efficiently by accumulating squared gradient entries
in each device and all-reducing only a single float, but it will, nevertheless, result in a computation
and communication overhead for NGN-MDv1. We acknowledge that our methods might not be
scalable to large distributed training, and adjustments are needed to make NGN-MDv1 work in this
case. Nonetheless, we believe that our findings offer useful insights toward designing more stable
optimization algorithms.

G How to add weight decay to NGN-MDv1?

Regularization techniques serve a fundamental purpose in minimizing generalization error. Or-
thogonal to their role for generalization, modern deep learning tasks often benefit from the use of
weight decay [98]. Despite its widespread application, the role of weight decay is poorly understood.
Andriushchenko et al. [2] suggested that it might provide implicit regularization by stabilizing the loss
in over-parameterized neural networks and helping to balance the bias-variance tradeoff that leads
to lower training loss in under-parameterized networks. However, even in the case of SGD, there
is still uncertainty regarding how the weight decay mechanism should be incorporated, as various
implementations may exist [102].
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We propose two ways of adding weight decay to NGN-MDv1. The first variant follows the approach
of [55], adding decoupled weight decay A:

Pt =2k Nea® — (1 - BBV s, (2F) + Bo(a® — 2P 1), (63)

In this update rule, the weight is added separately from the update direction zglv fs, (%), We call
the resulting algorithm (63) Dec-NGN-MDv1, that stands for decoupled NGN-MDv1.

G.1 Combining NGN-MDv1 and Weight Decay Regularization

We now discuss how to combine NGN-MDv1 and weight decay, following the idea that weight decay
should perform weight regularization.

We consider the following model
1 A
Fooa(@® +p) = (r(@") + Vr(@) Tp)? + ol +5 2" + pl%, -
By taking the gradient of f5;,  w.r.t. p we get

0

2(r(z*) + Vr(z®) Tp)Vr(z®) + %ka + AZ (2" + p)

1
= <2Vr(xk)V7‘(xk)T + Ezk + )\Ek) p 4 2r(x®)Vr(zh) + AZ 2t
Therefore, we get
1 -1
pF=— <2Vr(xk)VT(xk)T + Ezk + )\Ek) (2r(2®)Vr(zF) + AZpab).

Using Sherman-Morrison formula (A +uv )™t = A= — % with A = (A4 1/c)X}, and
u=v = 2Vr(z*) we get that

1 —1
<2Vr(xk)Vr(xk)T + -3 + A2k>
C
2 _ —
c o 7(1?30)2 SV (k) V() Tt

1Ak 1+ 125 Vr(ah) S, 'Vr(ah)

Therefore, we have

.2 _ —
. ¢ o1 s S V(@) Vr(ah) s

= - >
b T+ Ack 1+ (25 Vr(2h)S, TV (2k)

_2cr(xk) (1 13_3\CV7‘(mk)TZI;1V7‘($k)

(2r(2®)Vr(zF) + AZpa®)

T+de | 1+ 25 Vr(eh) s, 'Vr(zh)

> . Vr(zh)

Ae o, ZEASIIVr(ER)Vr(ah) Tk

TT1rael 0 + 2 Vr(zk) B, ' Vr(zk)

1+Xc
2cr(zk) 1 1 &
=— 3. Vr(x
L+ Ae 1+ 12 Vr(ah) S ' Vr(ak) " )
ey, 280 5 I (28 Vi (k) Tk
1+ A 14 25 Vr(ah) 2 ' Vr(ak)
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Algorithm 4 NGN-MDv1W

1: Input: 2° € R, step-size parameter ¢ > 0, momentum parameters 31, o € [0,1), weight decay
parameter A > 0, stabilization parameter € > 0

2: fork=0,1,..., K — 1do

3:  Sample a batch Sy, C [n] and compute fs, and V fs, (z%)

4:  Compute v* = Bov* 71 + (1 — B2)(Vfs, (z%) © V fs, (2F))

5. Compute Dy, = diag(eI + \/v*/(1 — 85))

6 Compute

c cA ENT ..k
(T+x0) [1_ zfsk(xk)vfsk(x ) @ .

Vk = c
L+ sreama IV s (@9)lIE,

7. Update 281 = loab — (1— B)3D; 'V fs, (aF) + Bi(a* — 2F71)
8: end for

[-]+ denotes max{0, - }.

Using the connection Vr(z*) = 5 WV f(z¥) and r(2) = \/f(a*) we get

2cy/ f(x¥) 1 _ 1
k 1 k
p=- D V(")
LHAe 14 gremtomg V(@) T2y 1Vf(fﬁ’“) 2./ (")
c —1 k
o, aabang Sk VAEH VI T
1+ Xe 14+ va(xk)TE 1Vf(xk)
C/(1Jr)\c k cA k
c Ekvf(x ) - €
1+W||Vf(x’“)\l27l 1+ Ac

cA 2f(xk)vf( )

To summarize, the update of NGN-Dv1W is the following

gF L = gk gk

_ ]. $k+ CA Qf(cl'k)vf(xk)—rxk E_IVf(xk)
1+ AXc 1+)\cl+m‘|vﬂxk)”2 -1 g

+ V().

B ¢/(14+xec)
1+W|Wf(xk’)
T oM G D)

= zF — SOV F(ER). (64)
L+ Ac 1+W\|Vf(mk)||2;1 v VI

2 _12,;1Vf(xk)

To prevent the step-size next to 2,;1v f(z¥) from being negative, the final update has the form

S - Vf( )Ty
Lo 12 | 2“ ) LE SV (), (65)

k+1 _ T

where [-]; = max{-,0}. Now we can add momentum on top and obtain the following update of
NGN-MDv1W

i1 1, Thac {1 - 7CA:€ Vf(ah) Tk ]+ 19 et 4 Bat - ab)
= " — ¥, Vf + B(x" —z" ). (66)
1+ Ac 1+ 2f(yk)(1+,\c)|‘vf($k)”

This combination of NGN-MDv1 and weight decay is summarized in Algorithm 4. We highlight
that now the weight decay is incorporated inside the adaptive step-size as well as regularizing the
coefficient next to z*.
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Figure G.1: Adding weight decay when pretraining a 70M Transformer+-+. When properly tuned,
a value of weight decay > 0 enhances the performance of all algorithms. NGN-MDv1 retains his
characteristic stability, and achieves smaller perplexity in all scenarios.

G.2 Empirical Validation of the Proposed Combinations

Having two possible ways of adding weight decay to NGN-MDv1, we test them on pretraining a 70M
transformer on language modeling. The validation perplexity at the end of training is reported in
Figure G.1. We note that when weight decay is turned off, both NGN-MDv1W and Dec-NGN-MDv1
reduce to NGN-MDv1.

First, we observe that when weight decay is properly tuned, all algorithms improve over the baseline
case with no weight decay, which is consistent with the observation of Xiao [98] and Andriushchenko
et al. [2] on AdamW. We also note that Dec-NGN-MDv1 and NGN-MDv1W require a smaller weight
decay value compared to the other algorithms. Finally, the stability and performance of NGNMDv1
are preserved by both variations, allowing training with larger LR, and significantly improving over
AdamW and Momo-Adam.

We do not observe a substantial difference between the two proposed modifications of NGN-MDv1
for this task. We remark however that these two versions serve substantially different purposes, and
pretraining language models might not be the most representative task to evaluate the effect of adding
regularization.
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H Additional Experiments on Toy Problems

H.1 Additional Experiments on the Problem with Many Minima

Now, we provide a simple example of minimizing a function
f(2) = (sin(1 + cos(—m 4+ z)) — 0.22)? + (sin(1 + cos(7 — x)) + 0.2x)* (67)

that has many sharp sub-optimal local and flat global minima. We compare the performance of
NGN-M and SGDM varying the step-size hyperparameter in {10°,10!,102, 103} and the starting
point in [—20, 20] with a step 4/30°. Based on the results in Figure H.1 (right), we conclude that
(i) for small step-sizes, both methods likely get stuck at sub-optimal local minima and reach the
global minima only if they are initialized close enough to it; (i¢) for large step-sizes, we observe less
runs of SGDM reaching the global minima; (4i¢) in contrast, for NGN-M with large step-sizes, we
observe more runs reaching the global minima. This is possible due to the adaptive nature of the
NGN step-size that forces NGN-M to converge to the flatness of the global minima.

300 300
s SGDM 10! s NGN-M 10!
SGDM 10" NGN-M 10°
SGDM 10" 200 NGN-M 10’ 200
SGDM 10* o NGN-M 10* 1)
>200 2 200 2
g - 2
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o 1008 o 1008
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[ | !
0—20 —1i 10 ZUO 0—20 —1i 10 200

0 0
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Figure H.1: Comparison of SGDM and NGN-M when minimizing function in (67).

H.2 Comparison on Rosenbrock Function

Now we present the results where we compare NGN-M and SGDM when minimizing the Rosenbrock
function. We report the trajectories of optimizers and training dynamics in Figure H.2 and Figure H.3.

We observe that NGN-M converges for all values of ¢, indicating its high resilience to the choice
of step-size hyperparameter. In contrast, SGDM already diverges for the step-size hyperparameter
10~2. This can be explained by the adaptive nature of NGN step-size, which decreases the effective
step-size of NGN-M for a more stable convergence. This is especially evident from the trajectories
of algorithms. Indeed, NGN-M effectively moves in the complex valley of the Rosenbrock function,
adapting to the local curvature.

TR} —O T
e NGN-M ¢=10"° e NGN-M ¢=10"?
SGDM Ir=10"* SGDM Ir=10"2

’ N
/ \

—ITTIW TR

e NGN-M c=10""

> 1 > 1 > 1
01 0 01
-5 2 15 -1 0 1 2 15 -1 0 1 2
xr T xr

Figure H.2: Trajectories of NGN-M and SGDM when minimizing the Rosenbrock function and
varying the step-size hyperparameter.
H.3 Comparison on Quadratic Function with Theoretical Step-size

Next, we run NGN-M with theoretical choice of step-size hyperparameter ¢ = 1/ VK and¢, =1 / VE
(see Theorem 4.3 and Theorem D.5 for more details) against fixed choices ¢ € {1073,1074}. The

SThis step is chosen small enough so that the initial point can be close to any local minima within [—20, 20].
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Figure H.3: Training dynamics of NGN-M and SGDM when minimizing the Rosenbrock function and
varying the step-size hyperparameter.

comparison is made on quadratic function f(z) = 3|/(A + rI)z — y||?, where A € R400%400 and

y € R0 are sampled from standard normal distribution. The constant r controls the condition
number of the problem.

We test the performance of NGN-M varying the condition number of the problem and the number of it-
erations; see Figure H.4. We observe that in all the cases, the choice 1/ Vk leads to faster convergence,
supporting our theoretical claims. The choice 1/v/K demonstrates competitive performance as well,
but it is slightly pessimistic at the beginning of training. In contrast, the choice ¢ € {1073,107},
which is a default value in practice, is too small and does not lead to fast convergence.

These experiments demonstrate that when the problem satisfies all assumptions needed in the analysis,
the choice of the step-size hyperparameter c given by the convergence theorems is a good starting
point in practice and can serve as a baseline when tuning c.
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Figure H.4: Training dynamics of NGN-M with several choices of the step-size hyperparameter
varying the condition number of the quadratic problem.
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I Additional Experiments and Training Details

I.1 Training Details

The detailed experiment setup with hyperparameters and training details is presented in Table 6.
We provide links to the exact model architectures used in our experiments (the links are clickable)
as well as links to the tables and figures for each workload. We demonstrate the results averaged
across 3 different random seeds for small and middle-range size experiments. We use standard
values of momentum parameters (31, 82) = (0.9,0.999) if the opposite is not specified. The step-
size hyperparameter is tuned across powers of 10 (for some workloads we add additional values
of the step-size hyperparameter shown in the step-size resilience plots). We use PyTorch [69]
implementation of Adam. The implementation of MomSPS, Momo, Momo-Adam are provided in the
corresponding papers. Finally, when employing SGD-M, we set dampening equal to 0.9.

For vision transformers experiments, we follow the setup of Schaipp et al. [79], and use Pytorch
Image Models codebase [95]. We train a vit_tiny_patch16_224 for 200 epochs on Imagenet1k,
using a cosine LR schedule with a linear warmup of 5 epochs. Differently than Schaipp et al. [79],
we train in bfloat16, instead of £1loat16, and do not employ weight decay regularization.

For pre-training Transformers on Causal Language Modeling, we build upon the nanoGPT [43]
implementation, augmenting it with Rotational Positional Embedding [87], RMSNorm [101], and
SwiGLU [82]. We call this enhanced version Transformer++. Models are trained with a batch
size of 256, context length of 2048 tokens, vocabolary size of 50280 and make use of GPT-Neox
tokenizer [5]. We adopt an enhanced training recipe, made popular by large language models such as
LLaMa [89]. These modifications include: training in bfloat16; employing a linear LR warm-up
for 10% of the training steps, followed by cosine annealing to 10~°; omitting biases from linear
layers; using (81, 52) = (0.9, 0.95) for all algorithms; clipping gradient norms above 1; no weight
tying between embedding and last linear layer. All models are trained on SlimPajama-627B [86], a
cleaned and deduplicated version of RedPajama We report validation perplexity on a separate subset
of Slim-Pajama consisting of 10M tokens. The total compute is estimated following Kaplan et al.
[41], where the estimated number of floating-point operations (FLOPs) is 6 x Number of Parameters
x Number of Tokens.

Experiments of small and middle size are performed on 1XxXRTX 4090. We perform ImageNet32
experiments on 2xA100-40GB, and ImageNet1k experiments on 4xA100-SXM4-40GB. For pretrain-
ing Transformers on Language Modeling, we employ 8xH100-HBM3-80GB GPUs. With multiple
devices in use, we employ Distributed Data Parallel to parallelize the training process.

L2 Comparison Algorithms that Support Momentum

In the main paper, we provided the test performance only. Now we additionally illustrate the
performance of algorithms w.r.t. training loss convergence. Figure I.1 demonstrates that NGN-M is
the most robust algorithm for the choice of the step-size hyperparameter from this perspective as
well. In Figure 1.1, we additionally demonstrate the performance of the algorithms on (VGG16 [84],
CIFAR10) and (MLP, MNIST) workloads where NGN-M matches the performance of the state-of-the-
art algorithms in this setting and archives higher resilience to the step-size hyperparameter choice.
The best performance results are reported in Table 7 and showcase that NGN-M always matches the
performance of other optimizers or improves it.

I.3 Comparison of Algorithms that Support Momentum and Diagonal Step-size

Next, we illustrate the performance of the algorithms that support both momentum and diagonal
step-size. According to the results in Figures 1.2 and 1.3, NGN-MDv1 achieves the best resilience to
the step-size hyperparameter choice among all considered algorithms. Again, NGN-MDv1 is the most
stable algorithm to the choice of step-size hyperparameter w.r.t. training loss convergence. Its best
performance is competitive to that of other algorithms but the step-size hyperparameter range that
gives such performance is wider.

Moreover, we support our claims about stability on additional workloads such as (VGG16, CIFAR10)
(in Figure I.1), (MLP, MNIST), (LSTM [32], PTB [59]), and (Transformer [43], Tiny Shakespeare
[42]) workloads. We observe that NGN-MDv1 attains higher robustness to the choice of the step-size
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Table 6: Summary of experiment setup with all the details on hyperparameters used in each case.

Effective

Performance Stability Epochs / Batch

Model Dataset Results Results 5[{555;:: Iterations Size Comments
Resnet20 CIFARI0O Tab. 7, 8,9 Fig. 2,1.1,1.2,15 Fig. 1.9, 110, 1.6 50 128
Resnet110 CIFAR100 Tab. 7, 8 Fig. 2, L1,12, L5 100 128
VGG16 CIFARI0 Tab. 7, 8 Fig. I.1,1.2 50 128
T
MLP MNIST Tab. 7,8 Fig. 11,13 10 128 2 hidden layers
ViT CIFAR10 Tab. 7, 8 Fig. 2,1.1,1.2,15 Fig. 5,1.9,1.10, 1.7 200 512
LSTM PTB Tab. 8,9 Fig. 1.3 150 20 #layers 3
LSTM Wikitext-2 Tab. 8,9 Fig. 1.8 150 20 #layers 3
o Rotten s Y # heads 8
Transformer Tomatoes Tab. 8,9 Tab. 1.8 2000 16 # layers 24
) Tiny . # heads 8
Transformer Shakespeare Tab. 8,9 Fig. 1.3, 1.8 2000 16 # layers 24
Resnet18 TmageNet32 Tab. 7. 8, Fig. 1.4 45 128 SLhZ‘m‘;";(‘f\j‘g‘:gﬁ Gocay

learning rate decay every
Resnet18 ImageNetlk Tab. 7, 8 Fig. 2,14 90 256 30 epochs by 0.1
no weight decay

cosine learning rate
ViT-Tiny ImageNetlk Tab. § Fig. 3 200 512 schedule with liear arm-up
no weight decay, bfloat16

dim=512, # heads 8
# layers 6, context length 2048
70M Transformer++  SlimPajama-627B Tab. 8,5 Fig. 4,G.1,1.14 2400 256 (B1,82) = (0.9,0.95), bfloat16
clipping norm 1, linear warm-up
for 10% of iterations
dim=512, # heads 8
#layers 6, context length 2048
70M Transformer++ FineWeb Tab. 10, 11,12, 13 4800 128 (B1.B2) = (0.9,0.95), bfloat16
clipping norm 1, linear warm-up
for 10% of iterations

dim=768, # heads 12
# layers 12, context length 2048
160M Transformer++  SlimPajama-627B Tab. 8,5 Fig. 4,114 Fig. L11,L12,1.13 4800 256 (81.B2) = (0.9,0.95), bfloat16
clipping norm 1, linear warm-up
for 10% of iterations
dim=1024, # heads 16
# layers 24, context length 2048
410M Transformer+-+  SlimPajama-627B Tab. 8,5 Fig. 4,1.14 13500 256 (B1,82) = (0.9,0.95), bfloat16
clipping norm 1, linear warm-up
for 10% of iterations
dim=2048, # heads 8
# layers 16, context length 2048
IB Transformer++  SlimPajama-627B Tab. 8 Fig. 4, 1.14 13500 256 (B1.B2) = (0.9,0.95), bfloat16
clipping norm 1, linear warm-up
for 10% of iterations

Table 7: The best validation score (with one standard deviation across 3 runs; accuracy for computer
vision tasks; perplexity for NLP tasks) for the best learning rate choice for each method that supports
momentum.

Model Dataset NGN SGDM NGN-M MomSPS Momo ALR-SMAG
Resnet20 CIFAR10 88.3040.20 85424070 88.7640.05 87.2040.38 88.8640.14 88.8840.19
Resnetl10  CIFARI00  64.761026 57.161206 64.981020 63372071 64.81i033 64.73115
VGG16 CIFARIO  90.211010 89.671045 90421006 87.261021 90.4310.17 90494035
MLP MNIST ~ 98.041007 97.631010 97-97200s 97.7310.00 97.974001 97.6410.06
ViT CIFARI0O  83.34102s 83.741011 84.95:0020 83.77i027 85471027  85.5440.30
Resnet18 ImageNet32 48.63 48.56 48.29 N/A 48.68 N/A
Resnetl§  ImageNetlk 67.00 66.73 67.12 N/A 67.09 N/A
Transformer g MY 927aons 873013 T0Tser  NA 880s  NA
Transformer  qronen . 0.0lio2e  8.75:001 7124003 N/A 8.65.40.03 N/A
LSTM Wikitext-2  75.331015 82071016 75.5li020  N/A 7609194  N/A

hyperparameter. Finally, the performance results on (LSTM, Wikitext-2 [58]) and (Transformer,
Rotten Tomatoes [68]) are reported in Table 8. The results demonstrate competitive performance of
NGN-MDv1 against other benchmarks across all considered workloads.

I.4 Additional ImageNet Experiments

Now we turn to the experiments involving training Resnet18 on ImageNetlk and ImageNet32. In
Figure 1.4 we provide the train loss curves and results on (Resnet18, ImageNet32) workload that
demonstrate that NGN-M and NDN-MDv1 attain better resilience to the step-size hyperparameter
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https://github.com/akamaster/pytorch_resnet_cifar10/blob/master/resnet.py
https://github.com/akamaster/pytorch_resnet_cifar10/blob/master/resnet.py
https://github.com/chengyangfu/pytorch-vgg-cifar10/blob/master/vgg.py
https://github.com/fabian-sp/step-back/blob/main/stepback/models/basic_models.py
https://github.com/lucidrains/vit-pytorch
https://github.com/fhueb/parameter-agnostic-lzlo/tree/main/model
https://github.com/fhueb/parameter-agnostic-lzlo/tree/main/model
https://github.com/karpathy/ng-video-lecture/blob/52201428ed7b46804849dea0b3ccf0de9df1a5c3/bigram.py
https://github.com/karpathy/ng-video-lecture/blob/52201428ed7b46804849dea0b3ccf0de9df1a5c3/bigram.py
https://github.com/kuangliu/pytorch-cifar/blob/master/models/resnet.py
https://pytorch.org/vision/main/models/generated/torchvision.models.resnet18.html
https://github.com/huggingface/pytorch-image-models/blob/e3242a52584bbc69f848f762d254e8a23932832c/timm/models/vision_transformer.py#L2071
https://github.com/karpathy/nanoGPT
https://github.com/karpathy/nanoGPT
https://github.com/karpathy/nanoGPT
https://github.com/karpathy/nanoGPT
https://github.com/karpathy/nanoGPT

Table 8: The best validation score (with one standard deviation; accuracy for computer vision tasks;
perplexity for NLP tasks) for the best learning rate choice for each method that supports diagonal
step-sizes and momentum.

Model Dataset Adam Momo-Adam  NGN-MDvi  NGN-MDv2 Lion Adabelief ~ Adabound
Resnet20 CIFAR10 86961070 89411036  89.531011  87.801016 88.094027 87.47i04s  85.0040.56
Resnet110 CIFAR100 64.12:004 67101053  66.101045 64.332040 61.85:077 65321043 61.2820.30
VGG16 CIFAR10 90.261025 90951025  90.641015  90.070.37 N/A N/A N/A
MLP MNIST 97441010 97961010 98101005 97.670.17 N/A N/A N/A
ViT CIFAR10 85.961005 85.741012  85.651010 86561011 86.89:010 85.05:047 80.32i0.47
Rott , 3 v v oo
Transformer TOI]'(I)’dteOK;S 6.80+0.07 6.8140.05 6.9040.05 6.8310.05 N/A N/A N/A
) Ti
Transformer Shak;‘;‘gem 6.8010.05  6.800.05 6.891006  6.8210.05 N/A N/A N/A
LSTM PTB 70.95100s  71.091005  70.841020 71.371017 N/A N/A N/A
LSTM Wikitext-2 81494149  82.2340.64 75241021  81.9940.78 N/A N/A N/A
Resnet18 ImageNet32 48.11 48.09 48.06 47.55 N/A N/A N/A
Resnet18 ImageNetlk 67.17 67.06 67.15 67.32 N/A N/A N/A
ViT-Tiny ImageNetlk 71.054016 71.22:036  71.34510.92 N/A N/A N/A N/A
Transformer £+ Slimpajama-627B  34.384012 34960001 33.84w0. N/A N/A N/A N/A
Tf"‘"sfg{)“l\}[e”* SlimPajama-627B  24.031002  24.294010  23.3240.06 N/A N/A N/A N/A
Transformer++ Sli . =
110M imPajama-627B  16.65100s  17.07=005  16.4810.03 N/A N/A N/A N/A
Tf"‘"“‘i‘é“”** SlimPajama-627B 13.09 N/A 13.11 N/A N/A N/A N/A

choice than competitors not only from the train loss point of view as well. The best performance
of algorithms is provided in Table 7 and 8. According to them, both NGN-M and NGN-M achieve
competitive performance against considered benchmarks.

L5 Additional Comparison against Lion, Adabelief, Adabound

This section compares algorithms from Section 5. Moreover, we include the comparison against Lion
[9], Adabound [56], and Adabelief [109]. The results are presented in Table 8.

We observe that NGN-MDv1 and NGN-MDv2 both achieve competitive performance across various
Deep Learning workloads. In Figure 1.5, we observe that Lion, Adabound and Adabelief algorithms
do not match always the performance of NGN-MDv1 and Adam: Adabelief has worse performance
on (Resnet20, CIFAR10) workload; Adabound has worse performance on (Resnet20, CIFAR10),
(Resnet110, CIFAR100), and (ViT, CIFAR10) workloads; Lion has worse performance on (Resnet110,
CIFAR100) workload. Moreover, their resilience to the step-size hyperparameter choice is lower than
that of NGN-MDv1. To summarize, NGN-M and NGN-MDv1 are the most robust algorithms to the
choice of step-size hyperparameter.

.6 Comparison of Adaptive Step-sizes of Adam, Momo-Adam, and NGN-MDv1

Next, we conduct experiments to compare the adaptive step-size of Adam, Momo-Adam, and
NGN-MDv1. Note that ResNet20 model consists of 3 base blocks, and each block has 3
convolution layers. In Figure 1.6 we plot the average adaptive step-size of the layers j €
{layer1.0.convl, layer2.0.convl, layer3.0.conv1} of ResNet20 that corresponds to the first convolu-
tion layer within each base block. Similarly, in Figure 1.7 we plot the average adaptive step-size of
the layers j € {layer0.0.fn.to_qgkv, layer3.0.fn.to_gkv, layer5.0.fn.to_qkv} that corresponds to the
attention layers of the first, fourth, and sixth base blocks.

Since the adaptivity of Adam is only in the second-order momentum applied as a normalization, in
our experiment we compare the following quantities

i Tk

——— for Adam, -——— for Momo-Adam,
(D)) (D))

where 1y is the step-size hyperparameter of Adam.

Vi

for NGN-MDv1, (68)
(D))
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Figure I.1: Stability performance of algorithms supporting momentum varying step-size hyper-
arameter (c for NGN and NGN-M, «y for Momo, and step-size for SGDM). We observe that NGN-M
achieves the training loss close to the best possible for a wider range of the step-size hyperparameter.

Let us first describe the results for ResNet20 in Figure 1.6. We observe that NGN-MDv1 tends to set
smaller effective step-size compared to two other algorithms. This is especially visible for the large
step-size hyperparameter values where the adaptive step-size of NGN-MDv1 is by several orders in
magnitude smaller than that of Adam and Momo-Adam. In contrast, the coordinate-wise adaptive
step-size of Momo-Adam is mostly follow that of Adam. Considering that the stability performance
of NGN-MDv1 is much higher for this task, this happens mainly due to the fact that the adaptation
mechanism of NGN-MDv1 step-size is more conservative than that of Momo-Adam.

Now we switch to the results on ViT model in Figure 1.7. Here both Momo-Adam and NGN-MDv1
tend to utilize smaller effective coordinate-wise step-size, by several orders in magnitude smaller
than that of Adam. However, the adaptation mechanism of NGN-MDv1 is still more conservative
than that of Momo-Adam, especially for large step-size hyperparameters. We also highlight that in
this experiment the best performance of NGN-MDv1 is achieved with ¢ = 10~3. When we vary the
step-size hyperparameter c, the effective coordinate-wise step-size does not change dramatically,
especially for layers.0.0.fin.to_gkv layer.

1.7 Extended Comparison of Momentum-based Algorithms on NLP Tasks

We switch to comparison of NGN-M, Momo, NGN, and SGDM on NLP tasks. In particular, we
consider the training of Transformer (based on NanoGPT) on the Tiny Shakespeare and Rotten
Tomatoes datasets and LSTM on the Wikitext-2 dataset from Appendix 1.3. We report the results
in Figure 1.8 while the best performance is shown in Table 7. First, note that all algorithms do
not match the best performance of those that incorporate diagonal step-size and momentum (see
Table 8). Such results are expected since the training of NLP models has significantly different
coordinate-wise conditioning. Nonetheless, NGN-M algorithm achieves better resilience to the step-
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Figure 1.3: Stability performance of algorithms supporting momentum and diagonal step-size varying
step-size hyperparameter (¢ for NGN-MDv1 and NGN-MDv2, oy for Momo-Adam, and step-size for
Adam). We observe that NGN-MDv1 achieves the training loss close to the best possible for a wider
range of the step-size hyperparameter.

size hyperparameter choice, especially in the training of Transformer models. Therefore, NGN-M
across various model architectures and task domains.

L8 Comparison of Algorithms with Diagonal Step-size
Now we compare algorithms with diagonal step-size such as NGN-D, Adagrad [18], and RMSprop

[44]. Since NGN-D requires to find constants {c; }‘jzl where d is the size of the model. Finding
sufficiently good constants c; might be a challenging task since d is a large number. Therefore, we
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Figure 1.5: Stability performance of various optimizers for (Resnet20, CIFAR10), (Resnet110,
CIFAR100), (ViT, CIFAR10) workloads.

use RMSprop preconditioner Dy, to set them as ¢; = ¢/(Dy)(;). We leave the exploration of how to
set constants ¢; properly for future research.

For each method, we tune its learning rate hyperparameter over the powers of 10: {1074, ..., 10%}
and present the best performance averaged across 3 random seeds in Table 9. We observe that NGN-D
performs similarly to RMSprop. NGN-D has slightly worse performance on (LSTM, PTB) dataset
but significantly better on (LSTM, Wikitext-2) workload. Besides, Adagrad always has the worst
performance. Moreover, these algorithms do not have high resilience to the choice of hyperparameter.
Therefore, we omit their comparison from this perspective.

L9 Effective Step-size of NGN-M, Momo, NGN-MDv1, and Momo-Adam

Next, we compare the effective step-size applied throughout the training with NGN-M, Momo, NGN-
MDv1, and Momo-Adam in Figures 1.9 and I.10. First, both NGN-M and Momo perform a warm-up
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Figure 1.6: The adaptive stepsize of Adam (first column), Momo-Adam (second column), and
NGN-MDv1 (third column) algorithms in training ResNet20 model on CIFARIO dataset. We plot the
average stepsize [ (for Adam), )
first convolution layer w1th1n each of 3 base blocks of ResNetZO arch1tecture varying the step-size

hyperparameter of the algorithms (c for NGN-M and NGN, «g for Momo, and learning rate parameter
for Adam).

Table 9: The best validation score (with one standard deviation; accuracy for image classification;
perplexity for language modeling) for the best learning rate choice for each method that supports
diagonal step-sizes.

Model Dataset Adagrad RMSprop NGN-D
Resnet20 CIFAR10 85.901030 86.711064 86.9840.15
Transformer Rotten Tomatoes 7.77+0.02 6.8710.05 6.9210.03
Transformer  Tiny Sheaksper 7.77+0.05 7.00+0.13 6.9010.05
LSTM PTB 99.244913  69.001017 71.5440.11
LSTM Wikitext-2 113194436 79.484045 75.4410.12

in the beginning: the effective step-size increases at the beginning of the training. Then we observe
the main difference between the two algorithms above: effective step-size of Momo for sufficiently
large step-size hyperparameter is not adaptive within some part of the training, it always hits the
upper bound. Consequently, during that part of the training Momo reduces to SGDM. In contrast, the
effective step-size of NGN-M is always adaptive: it gradually decreases after a short warm-up. This
trend is similar to the state-of-the-art learning rate schedulers used in practice. Similar observations
can be made in comparison of NGN-MDv1 and Momo-Adam.
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Figure 1.7: The adaptive stepsize of Adam (first column), Momo-Adam (second column), and
NGN-MDv1 (third column) algorithms in training ViT model on CIFAR10 dataset. We plot the
average stepsize m (for Adam), ﬁ (for Momo-Adam), and (DZﬁ (for NGN-MDv1) for the
attention layer within each of the first, fourth, and sixth base blocks of ViT architecture varying the
step-size hyperparameter of the algorithms (c for NGN-M and NGN, oy for Momo, and learning rate
parameter for Adam).

L.10 Effective Updates in Training Language Models

In this section, we demonstrate the magnitude of updates when training 160M language model
with Adam and NGN-MDv1 and varying the step-size hyperparameter across different layers of the
model: see the results in Figures .11 to I.13. We demonstrate that NGN-MDv1 is a more conservative
algorithm: the effective update is smaller than that of Adam due to the adaptive nature of the step-size.
This is especially evident when training 160M language model with a step-size hyperparameter 0.03:
The updates of Adam become considerably larger than the update of NGN-MDv1. This property is
a key factor behind the difference in training dynamics: NGN-MDv1 can stabilize at a significantly
lower training loss.

LI.11 Training Dynamics in Training Language Models

Now we report the training dynamics in the training language across all tested sizes.

I.12 Ablation Study of Momentum Parameters
In this section, we study the sensitivity of NGN-MDv1 and Adam to the choice of the learning rate

and momentum hyperparameters, when training 70M language model on FineWeb dataset [70]. To
do that, we fix $; = 0.9 (or 2 = 0.95) and make a sweep over the learning rate hyperparameter and
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Figure 1.9: The step-size of Momo and NGN-M during the training. We demonstrate the step-sizes 7
for Momo and v for NGN-M varying step-size parameters oy for Momo and ¢ for NGN-M.

B2 (or learning rate hyperparameter and (31). We report the final test perplexity averaged over 3 runs
for each set of hyperparameters.

We summarize our findings from Table 10, Table 11, Table 12, and Table 13 as follows:

e Low Ir (3e-3): NGN-MDv1 and Adam show similar sensitivity to changes in both 3, and 5.

* Moderate Ir (1e-2): NGN-MDv1 is noticeably more robust than Adam to extremes of 1,
while both optimizers perform similarly across 35 (though Adam’s performance degrades
slightly at B2 = 0.999).

* High Ir (3e-2): Both methods suffer when 3; is small (or (5 is large), but NGN-MDv1
recovers lower perplexity at larger 81 values (smaller B2 values), whereas Adam fails to
reach comparable performance.
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Figure I.11: Magnitude of updates when training 160M language model with Adam and NGN-MDv1
and step-size hyperparameter 0.003.

To conclude, NGN-MDv1 demonstrates greater robustness to changes in momentum parameters at
high Ir, and consistently attains lower perplexity than Adam, even when both methods’ performance
deteriorates (we refer to the cases when both algorithms cannot achieve perplexity around 50).
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Figure 1.12: Magnitude of updates when training 160M language model with Adam and NGN-MDv1
and step-size hyperparameter 0.01.

Table 10: Test perplexity of NGN-MDv1 when  Table 11: Test perplexity of Adam when varying
varying the learning rate and 3, hyperparame- the learning rate and 3, hyperparameters when
ters when training 70M language model on the  training 70M language model on the FineWeb

FineWeb dataset. dataset.

Ir (=06 /=08 (=09 S =099 Ir £ =06 B =08 =09 B =099
3e-4 49.9+02 474+02 47.0+02 49.7+0.3 3e-4 494+02 465+0.1 462403 57+1
le3 415402 39.9+02 386+0.1 40.2+0.3 le3 414402 39.6+01 385+0.1 45.0+0.2
3e3  40+1 369403 359+01 37.2+0.1 3e-3 40.7+£0.1 37.0+0.1 36.0+£0.1 220+70
le2 54416 37+2  347+0.3 359+0.1 le2 160+60 4142 362 2104110
3e2 27846 129042  34.6+01 35.6+0.1 3e2 420+£20 340450 32060 330 + 130

Table 12: Test perplexity of NGN-MDv1 when  Table 13: Test perplexity of Adam when varying
varying the learning rate and (3o hyperparame-  the learning rate and /35 hyperparameters when
ters when training 70M language model on the  training 70M language model on the FineWeb

FineWeb dataset. dataset.

It B,-06 =08 B—=09 Bo=095 F=0999 It B,-06 =08 B2—=09 B2=095 F=0999
3e-4 51.8+0.6 492404 478+0.3 47.04+0.2 47.0+0.2 3e-4 46.1+0.2 46.6+0.1 465+0.2 46.2+03 46.5+0.1
le-3 42.6+0.3 40.5+0.1 39.3+0.2 38.6+0.1 38.9+0.1 le-3 38.8+0.1 39.0+0.2 389+0.1 385+0.1 39.5+0.6
3e-3 394+0.2 375402 363+0.1 3594+0.1 365+04 3e-3 388+0.3 36.3+0.1 36.1+0.2 36.0+01 36.7+£0.8
le2 37.8+0.2 359+0.1 351403 34.7+03 35.0+0.3 le-2 354+0.2 35.04+01 34.9+0.3 36 +2 41+3
3e2 37.8+03 358+0.1 349+01 346+01 250=+50 3e2 5504250 120480 160+£5 210460 500 %20
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Figure 1.13: Magnitude of updates when training 160M language model with Adam and NGN-MDv1
and step-size hyperparameter 0.03.
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Figure 1.14: Training dynamics when training language model at different sizes.
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