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Abstract
As AI systems become increasingly embedded in
human decision-making process, aligning their
behavior with human values is critical to ensur-
ing safe and trustworthy deployment. A central
approach to AI Alignment called Imitation Learn-
ing (IL), trains a learner to directly mimic desir-
able human behaviors from expert demonstrations.
However, standard IL methods assume that (1) ex-
perts act to optimize expected returns; (2) expert
policies are Markovian. Both assumptions are
inconsistent with empirical findings from behav-
ioral economics, according to which humans are
(1) risk-sensitive; and (2) make decisions based
on past experience. In this work, we examine the
implications of risk sensitivity for IL and show
that standard approaches do not capture all opti-
mal policies under risk-sensitive decision criteria.
By characterizing these expert policies, we iden-
tify key limitations of existing IL algorithms in
replicating expert performance in risk-sensitive
settings. Our findings underscore the need for
new IL frameworks that account for both risk-
aware preferences and temporal dependencies to
faithfully align AI behavior with human experts.

1. Introduction
With the rapid development and widespread deployment of
AI-driven technologies, people are increasingly relying on
AI systems for making decisions in their daily lives. From
personalized recommendations to critical applications in
healthcare, finance and transportation, AI is shaping how
individuals and societies make choices, creating an immi-
nent need for AI systems that can quickly adapt to nuanced
human preferences from limited behavioral data. There is
a plethora of literature that highlights the benefits of align-
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Figure 1. Key characteristics for designing IL algorithms that better
reflect human preferences and decision-making. (Image generated
using Napkin AI).

ing AI systems with human intentions (Sadigh et al., 2018;
Carroll et al., 2019; Mandlekar et al., 2021; Kwon et al.,
2020; Ethayarajh et al., 2024). However, formalizing reward
objectives to train such aligned AI systems is far from triv-
ial, as it requires incorporating diverse human preferences,
values, and user beliefs.

Instead of hand-crafting reward functions that encode hu-
man intentions, a common approach to modeling human
decision-making is through expert demonstrations. These
demonstrations can be used to either (1) directly learn a
policy to match the expert’s performance, commonly known
as Imitation Learning (IL) (Pomerleau, 1991; Ross et al.,
2011) or (2) indirectly imitate the policy by learning the
expert’s reward function, an approach known as Inverse
Reinforcement Learning (IRL) (Abbeel & Ng, 2004; Ng &
Russell, 2000). The term “expert” highlights the implicit
assumption that the demonstrator makes decisions optimally
w.r.t. its (unknown) objective.

Existing IL and IRL methods commonly assume that the
human (expert) demonstrator is optimizing the expected
return, implying that the underlying objective is known
and the expert’s policy is risk neutral. This modeling
assumption corresponds to the expected utility theory
(EUT) proposed by (Neumann & Morgenstern, 1944), and
contradicts empirical studies from behavioral economics
and decision theory (Kahneman & Tversky, 1979; Ells-
berg, 1961; Tversky, 1975). To better understand why,
consider an experiment in which a subject is asked to
pick between two bets in each of the following scenarios:
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Scenario I A = ($1000, 0.5, $0) B = ($400)
Scenario II C = ($1000, 0.1, $0) D = ($400, 0.2, $0)

For instance, in Scenario I the bet A implies that the
subject receives either $1000 or $0 with probability 0.5
whereas in bet B the subject receives $400 with probabil-
ity 1. The expected utility of each bet can be given as
{A : 500, B : 400, C : 100, D : 200}. Experiments by
(Kahneman & Tversky, 1979; Tversky, 1975) showed that
subjects consistently choose bet B over A, and C over D.
This behavior contradicts the objective EU optimum and
highlights the limitation of the EU theory in modeling sub-
jective human preferences.

The key insight of this paper is to model humans as risk-
averse decision-making agents. We provide theoretical ar-
guments for rethinking IL methods when the expert data is
human-generated. We identify three key limitations of com-
mon IL methods: (1) They assume that the expert demonstra-
tions are optimal for the expected return; (2) They require
prior knowledge of the expert’s risk measure and/or the re-
ward model input to the risk measure; and (3) They rely on
occupancy matching and Markov policies, which are insuf-
ficient for capturing history-dependent behavior, as is often
the case for risk-sensitive agents. Our findings highlight
the need for IL frameworks that accommodate temporal
dependencies and risk-aware decision-making.

2. Background
2.1. Risk-Neutral Reinforcement Learning

A discounted Markov decision process (MDP) is a tuple
M := (S,A, P, r, p0, γ) where S is the state-space, A
is the action space, P (·|s, a) is the transition probability
from state s by taking action a, r(s, a) is the immediate
reward, p0 is the initial state-distribution, and γ ∈ (0, 1) is
a discount factor. A trajectory up to time t is denoted by
ht := (s0, a0, · · · , st−1, at−1, st), which belongs to the set
of length-t histories Ht. A policy is a sequence of decision
rules π := (πt)t∈N such that πt : Ht → ∆A, in which case
π ∈ ΠH. We call Markov policy any sequence π of decision
rules πt : S → ∆A that only depend on the current state,
and denote by ΠM the set of Markov policies. The risk-
neutral objective is to maximize J(π) := limT→∞ JT (π)
over policies π where

JT (π) : = Eπ0
s0 [r(s0, a0) + γEπ1

s1 [r(s1, a1) + · · ·
+ γEπT

sT [r(sT−1, aT−1)] · · · ]]

= Eπ

[
T−1∑
t=0

γtr(st, at)

]
. (1)

It is known that there exists a stationary policy π =
(π0, π0, · · · ) that is optimal for the above objective (1) (Put-
erman, 1994). Therefore, in a risk-neutral setting, restricting

policy search to the class of stationary policies does not im-
pair performance. In the sequel, we will denote by ΠS the
set of stationary policies π, with a slight abuse of notation.

Occupancy measure. For any π ∈ ΠS, we define its
occupancy measure µπ : S ×A → R as:

µπ(s, a) =

∞∑
t=0

γtPπ(st = s, at = a). (2)

One can formulate problem (1) as a linear program and get
the duality:

J(π) =
∑
s,a

µπ(s, a)r(s, a), ∀π ∈ ΠS. (3)

For any π ∈ ΠS, its occupancy measure also satisfies a form
of Bellman recursion:

p0 =
∑
a

µπ(·, a)− γ
∑
s′,a

P (s′|·, a)µπ(·, a)

so that the set of occupancies V := {µπ : π ∈ ΠS} can be
written as a feasible set of affine constraints, i.e.,

V = {µ ∈RS×A : µ ≥ 0,

p0 =
∑
a

µ(·, a)− γ
∑
s′,a

P (s′|·, a)µ(·, a)}.

Finally, there is a one-to-one correspondence between ΠS

and V , as stated below.

Lemma 1 ((Puterman, 1994)[Thm. 6.9.1]). There exists a
bijection g : ΠS → V given by

g(π) = µπ, ∀π ∈ ΠS

g−1(µ) = πµ :=
µ

⟨µ,1A⟩
, ∀µ ∈ V.

2.2. Risk-Sensitive Reinforcement Learning

The risk-sensitive objective generalizes the risk-neutral ob-
jective by replacing the expectation by a possibly non-linear
functional ρ : Z → R called a risk measure. The risk mea-
sure maps each random variable Z ∈ Z to a real number
reflecting the agent’s sensitivity to risk. Examples of risk
measures include conditional value at risk (CVaR), entropic
risk, or expectiles. Risk can be incorporated into an agent’s
decision criteria in different ways:

Static risk objective. Apply a risk measure ρ to the entire
return, thus leading to the objective:

Jstatic(π) = ρ

( ∞∑
t=0

γtr(st, at)

)
(4)

Optimal policies under static risks are in general non-
Markovian (Bäuerle & Ott, 2011; Chow et al., 2015).
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Risk-constrained objective. Optimize the expected re-
turn subject to a risk constraint with threshold β (Geibel &
Wysotzki, 2005), which yields the objective:

Jconstrained(π) = Eπ

[
T−1∑
t=0

γtr(st, at)

]

s.t. ρ

(
T−1∑
t=0

γtr(st, at)

)
≤ β.

(5)

Optimal policies under the risk-constrained expected re-
turn criterion generally lie in the class of history-dependent
policies (Chow et al., 2017; Greenberg et al., 2022).

Dynamic Risk Objective. Nested risk measures (also called
dynamic risk measures) capture the risk of the rewards-to-
go at each time step (Tamar et al., 2015; Majumdar et al.,
2017; Coache & Jaimungal, 2021). It is written through the
following recursion:

Jnested(π) = ρ (r0 + γρ (r1 + γρ(r2 + · · · ))) (6)

The nested risk formulation conveniently satisfies Bellman
equations, and an optimal stationary deterministic policy
exists as in risk-neutral RL (Ruszczyński, 2010). If the risk
measure ρ satisfies the tower property (Lin Hau et al., 2023),
then the dynamic risk objective is equivalent to the static
risk objective. The expectation is one of them, see Eq. (1).

3. Imitation Learning: Problem Statement
Consider a set of expert demonstrations where each demon-
stration ζ is a sequence of state-action pairs,

ζ = {(s0, a0), (s1, a1), . . . }

drawn from an expert policy πE. The demonstrations im-
plicitly describe the expert’s performance criterion. The
IL problem aims to leverage a set of demonstrations, D =
{ζ1, . . . , ζn} from an expert policy πE to learn a policy π̂E

that imitates the expert policy πE. Most IL methods rely on
at least one of the following assumptions, which we will fur-
ther analyze in the realm of imitating risk-sensitive human
behavior.

Assumption 1: The expert acts optimally w.r.t some un-
known performance objective.

Assumption 2: The expert is risk-neutral, i.e., it is optimal
for the objective (1).

Assumption 3: The expert policy is stationary, meaning
that its action choices follow the same distribution over time.
This implies that the expert follows a Markov policy, so
decisions are independent of history.

Combining these three assumptions (or sufficiently, Assump-
tion 2-3) implies that the expert policy πE ∈ ΠS. Therefore,

most IL methods limit their search to the set ΠS, e.g., by pa-
rameterizing the learner policy with a feedforward network.

Behavioral Cloning (BC) is a type of IL method where
an agent learns to mimic expert behavior by treating the
problem as a supervised learning one (Pomerleau, 1991).
Instead of learning from trial and error, the agent is trained
on an offline dataset of state-action pairs collected from
an expert, and the goal is to learn a policy that maximizes
likelihood of the demonstration data:

max
π

Eτ∼πE

 ∑
(s,a)∈τ

log(π(a|s))


Although simple and effective in some settings, BC ignores
environmental dynamics, and therefore suffers from distri-
butional shift. This leads the agent to perform poorly in
unfamiliar states that are not seen in the expert demonstra-
tions.

Distribution Matching methods learn a policy by minimiz-
ing the divergence between the γ-discounted state-action
distribution under the learner’s policy π and the discounted
state-action distribution of the expert policy πE. This ap-
proach is often combined with the MaxEnt IRL framework
(Ziebart et al., 2008; Ho & Ermon, 2016; Fu et al., 2017)
resulting in the minimization problem:

J(π) = Df (µ
π||µπE

)− λH(π),

where H(π) = Eµπ log(π(a|s)) is the causal entropy of the

policy, and Df = Eµπ

[
f
(

µπ(s,a)

µπE (s,a)

)]
is an f -divergence

(Ghasemipour et al., 2019). Distributional matching ap-
proaches include generative adversarial IL (GAIL) (Ho &
Ermon, 2016), AIRL (Fu et al., 2017), RS-GAIL (Lacotte
et al., 2018), f -MAX (Ghasemipour et al., 2019), PWIL
(Dadashi et al., 2020), SIL (Papagiannis & Li, 2022), and
ValueDice (Kostrikov et al., 2019).

4. Limitations of Imitation Learning
The limitations of existing IL methods in modeling human
behavior can be cast into three categories, each of them
being problematic for risk-sensitive experts.

Risk-neutral expert. Starting from the seminal work of
(Ng & Russell, 2000; Abbeel & Ng, 2004), several authors
have proposed IL algorithms, including (Ratliff et al., 2006;
Ziebart et al., 2008; Syed et al., 2008; Ho et al., 2016). All
of these approaches were developed under the Assumption
2 of a risk-neutral expert.

(Ho & Ermon, 2016; Fu et al., 2017) presented a distribution
matching perspective on IL. Leveraging the dual formula-
tion of RL (Lemma 1), they reformulate IL as an occupancy
matching problem. The authors then proposed an adver-
sarial IL method, GAIL, to learn a policy that matches the
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occupancy measure of the expert by training a discriminator
(i.e. a classifier) between expert and learner data. The dis-
criminator serves as a proxy reward signal used for policy
updates. GAIL was designed under the assumption that the
expert is maximizing an entropy-regularized expected return
criterion.

Non-adversarial IL methods such as IQ-learn (Garg et al.,
2021) and SQIL (Reddy et al., 2020) leverage the closed-
form optimal policy of the maximum entropy RL objective,
which also relies on a risk-neutral Bellman equation. Off-
policy IL methods such as ValueDice (Kostrikov et al., 2019)
also follow Assumption 2. Recently, (Ghasemipour et al.,
2019) showed that many well-known IL methods can be
viewed as special instances of a general divergence mini-
mization problem between the state-action distribution in-
duced by the learner and the expert policies. However, these
occupancy matching algorithms all rely on the hypothesis
that the expert is maximizing the expected return.

Interestingly, we note that behavioral cloning, and its online
version, DAgger (Ross et al., 2011), both solve IL as a super-
vised learning problem, without making any assumptions
on the expert’s underlying decision-criteria. These methods
directly aim to maximize the probability of expert actions
under the learned policy. Recently, IL with optimal transport
(Dadashi et al., 2020; Papagiannis & Li, 2022) has emerged
as an approach to minimize the distance between the state-
action distribution of the expert and the learner, in its primal
form, rather than the dual (as done in discriminator-based IL
methods), without any assumptions on the objective func-
tion of the expert. These methods are promising in avoiding
the limitations of Assumption 2. However, in the next sec-
tions we show that merely matching state-action occupancy
distributions is insufficient to guarantee that the learned
policy will match the risk-sensitive expert’s performance.

Known risk or reward function. Several works have incor-
porated risk aversion into the IRL or IL frameworks. (Ratliff
& Mazumdar, 2017) proposed a gradient-based inverse risk-
sensitive RL formulation leveraging the risk measure pro-
posed by prospect theory (Kahneman & Tversky, 1979). To
this end, the authors assume access to the expert’s nomi-
nal reward, and learn the parameters of the risk function
while learning a policy under which the learner’s behavior
matches that of the demonstration dataset. (Majumdar et al.,
2017; Singh et al., 2018) proposed an IRL approach to learn
both the reward and the risk preference of an expert acting
according to a coherent risk-aware (Shapiro et al., 2014)
objective. However, their approach involves solving a linear
program for every (s, a) data point in the demonstration
dataset, making it difficult to scale. Recently, (Lazzati &
Metelli, 2024) proposed an IRL method under the expected
utility framework (Assumption 2) that aims to learn the util-
ity of a risk-averse agent. While their approach considers

a class of non-Markov policies (thus avoiding Assumption
3), they assume access to the agent’s reward function while
learning the utility function.

Another line of work builds on GAIL to accommodate learn-
ing from a risk-averse expert. (Santara et al., 2017) proposed
Risk-Averse IL (RAIL), which modifies GAIL’s objective
to now learn a policy that achieves a maximum expected
sum of discounted rewards with a conditional value-at-risk
(CVaRα) at least as good as the expert’s. (Lacotte et al.,
2018) later showed that RAIL does not accurately take
the expert’s risk into account, and proposed Risk Sensi-
tive GAIL (RS-GAIL) to fix this limitation. Both methods
correctly identified the limitation of Assumption 2 ((Lacotte
et al., 2018)[Theorem 3]), and modified GAIL’s risk-neutral
objective with a risk-constrained performance metric. How-
ever, they fail to account for the fact that this change in
objective leads to an expert that is non-Markovian. By only
searching for a Markov expert policy, RAIL and RS-GAIL,
still follow Assumption 3 and are therefore insufficient to
effectively match the expert’s performance.

Moreover, both approaches assume that the risk level α of
the expert is known apriori, a strong assumption in practice.
Additionally, the RS-GAIL algorithm relies on the dual
representation of coherent risk measures (Ang et al., 2018),
and cannot be used to model non-coherent risks like an
entropic risk (Föllmer & Schied, 2016).

Markov expert policy. In addition to assuming access to the
expert’s risk measure, both RAIL and RS-GAIL restrict their
search for policies to the set ΠM. However, as illustrated
in Section 2.2, it has been shown that for the case of static
risk objectives eq. (4) and risk-constrained objectives eq.
(5), all optimal policies can be history-dependent (Bäuerle
& Ott, 2011; Bäuerle & Rieder, 2014). This implies that
to accurately imitate a risk-averse agent, one would need
to search over a class of non-Markovian policies, ΠH, for
which the class of Markov policies is only a subset. In
the following section, we present a simple example that
highlights the importance of considering history-dependent
policies when modeling risk-averse experts.

5. Imitating Risk-Sensitive Experts
5.1. Nested Risk-Averse Imitation Learning

When the expert dataset is the result of an optimal policy
for a nested risk measure, namely Eq. (6), we show that
occupancy matching is sufficient to recover an optimal risk-
sensitive return, regardless of whether the expert policy was
Markov or history-dependent.

Theorem 5.1. Denote by πE the expert policy and µπE

the
associated occupancy measure. Given a Markov policy
π ∈ ΠM and its occupancy measure µπ , if µπ = µπE

, then
it holds that Jnested(π) ≥ Jnested(π

E).
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Proof. Under mild assumptions on the risk measure, for any
Markov policy, the risk-sensitive Bellman operator is a con-
traction (Shen et al., 2013)[Prop. 5.2]. Using monotonicity
of risk measures, the risk-sensitive value for policy π is also
the optimal solution of:

max⟨v, µ0⟩ s.t. v ≤ rπ + γρnested(v)

The solution of the dual gives the occupancy measure of
π, which is the same as that of πE, by assumption. Pass-
ing again to the primal yields the risk-sensitive value of π,
which is the same as that of π by strong duality.

A direct consequence of this result is that distribution match-
ing is sufficient to imitate a risk-averse expert when the risk
measure is nested. Therefore, existing IL methods that min-
imize statistical divergences between occupancy measures
can be used to imitate risk-averse experts. This includes
methods like PWIL (Dadashi et al., 2020) and SIL (Papa-
giannis & Li, 2022) that directly learn a policy matching the
occupancy measure induced by the expert’s policy.

5.2. Static Risk-Averse Imitation Learning

All optimal policies of a static risk-sensitive objective may
lie in the class of history-dependent policies (Ruszczyński,
2010; Bäuerle & Ott, 2011). We may apply (Laroche &
Tachet Des Combes, 2023)[Thm. 4], first proposed by
(Szepesvári, 2010), stating under mild assumptions that
the occupancy measure of any history-dependent policy, i.e.,
the distribution of transition samples collected with it, can
be equivalently generated by a Markov one. Then, a naive
idea would be to find a Markov policy with the same occu-
pancy measure as a static risk-averse agent, despite optimal
polices being non-Markovian. However, as we establish
next, this is insufficient and can be arbitrarily suboptimal.
Through the counterexample below, we indeed show that
two policies inducing the same occupancy measure may
not perform equivalently for a static risk measure. There-
fore, IL methods explicitly need to account for the history
dependence when mimicking the expert’s policy.

Consider the simple MDP below adapted from (Laroche
& Tachet Des Combes, 2023). It has two states and two
actions: S = {s0, s1}, A = {a0, a1}. Transition dynamics
are given by p(s0|s0, a0) = 1 and p(s1|s0, a1) = 1, s0 is
the starting state and s1 is an absorbing state where the
episode effectively terminates.

s0 s1a0
a1

Consider a reward function of the form:

r(s0, a0) = −1, r(s0, a1) ∼ N (0, σ2)

r(s1, a0) = 0, r(s1, a1) = 0.

The Entropic Risk Measure (ERM) with parameter α ∈
R+ ∪ {∞} is a concave risk measure defined for a random
variable X ∈ X as (Föllmer & Schied, 2016):

ERMα[X] = − 1

α
· log

(
E
[
e−αX

])
.

The ERM of a Gaussian variable X ∼ N (µ, σ2) can be
conveniently written as:

ERMα[X ∼ N (µ, σ2)] = µ−α

2
σ2.

We are interested in maximizing the ERM of the infinite-
horizon discounted return so an optimal policy would be:

π∗ ∈ argmax
π

ERMα

[ ∞∑
t=0

γtr(st, at)

]
. (7)

History-dependent policy. Given some timestep T ,
consider the following deterministic, non-Markov policy
π̃ = (π̃t)t∈N of the form:

π̃t(a = a0|s = s0) = 1 if t < T,

π̃t(a = a1|s = s0) = 1 otherwise.
(8)

This policy takes action a0 for T steps, then takes action a1.
The occupancy measure induced by the above policy is:

µπ̃(s = s0, a = a0) =
1− γT

1− γ

µπ̃(s = s0, a = a1) = γT .

The static entropic risk of policy π̃ from Eq. (8) is:

ERMπ̃
α := ERMα

(
T−1∑
t=0

γtr(a0) + γT r(a1)

)

= −1− γT

1− γ
+ ERMα(γ

T r(a1))

= −1− γT

1− γ
−αγ2Tσ2

2

=

(
−ασ2

2

)(
γT
)2

+

(
1

1− γ

)(
γT
)
− 1

1− γ

= −a

2
x2+bx−c.

(9)

where a := ασ2, b = c := 1
1−γ . To find an optimal policy,

we must find a stationary point ∇xJ = 0. Thus, x∗ = b/a.
Substituting yields the closed-form solution:

(γT )∗ =

1
1−γ

ασ2
=

1

(1− γ)ασ2
.
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Since γ ∈ (0, 1), we are interested in cases where [(1 −
γ)ασ2] ≥ 1. Thus, we have:

T =
⌊
− logγ

(
(1− γ)ασ2

)⌋
or
⌈
− logγ

(
(1− γ)ασ2

)⌉
.

In the case where − logγ((1− γ)ασ2) is an integer, we can
substitute T in Eq. (9) to get the return:

ERMπ̃
α = − 1

2(1− γ)2ασ2
+

1

(1− γ)2ασ2
− 1

(1− γ)

=
1

(1− γ)

[
−1+

1

2(1− γ)ασ2

]
. (10)

Assume the optimal time step is T = n ≥ 1. We then
compute the occupancy measure induced by π̃:

µπ̃(s = s0, a = a0) = 1 ·
T−1∑
t=0

γt1(s = s0, a = a0)

=
1− γT

1− γ
=

1− γn

1− γ
,

µπ̃(s = s0, a = a1) = 1 · γT1(s = s0, a = a0)

= γT = γn,

µπ̃(s = s1, a = ∅) = 1 ·
∞∑
t=T

γt1(s = s1, a = ∅)

= γT · 1

1− γ
=

γn

1− γ
. (11)

Equivalent Markov policy. Since our goal is to compare
the performance of a history-dependent policy with that of
an “equivalent” (in terms of the induced occupancy measure)
Markov policy, consider the following stationary policy π:

π(a0|s0) =
µπ̃(s0, a0)

µπ̃(s0)
=

1− γT

1− γT+1
,

π(a1|s0) =
µπ̃(s0, a1)

µπ̃(s0)
=

γT (1− γ)

1− γT+1
.

(12)

We want to analyze the occupancy measure induced by π.
We first substitute T = n in Eq. (12), and use T̃ to denote
the time step at which the agent acting under the Markov

policy takes action a1 in state s0:

µπ(s = s0) = E

[ ∞∑
t=0

γt1(st = s0)

]
= E

 T̃∑
t=0

γt


=

∞∑
T=0

T∑
t=0

γt Pr(T̃ = T )

=

∞∑
T=0

T∑
t=0

γt

(
1− γn

1− γn+1

)T (
γn(1− γ)

1− γn+1

)

=

∞∑
T=0

(
1− γn

1− γn+1

)T (
γn(1− γ)

1− γn+1

) T∑
t=0

γt

=

∞∑
T=0

(
1− γn

1− γn+1

)T (
γn(1− γ)

1− γn+1

)(
1− γT+1

1− γ

)

=

(
γn

1− γn+1

) ∞∑
T=0

(
1− γn

1− γn+1

)T (
1− γT+1

)
=

(
γn

1− γn+1

)[ ∞∑
T=0

(
1− γn

1− γn+1

)T

− γ

∞∑
T=0

γT

(
1− γn

1− γn+1

)T]
=

(
γn

1− γ

)(
1

γn
− γ

)
=

(
1− γn+1

1− γ

)
,

where by construction, T̃ is a geometric distribution of suc-
cess parameter 1−γn

1−γn+1 . We then have:

µπ(s = s0, a = a0) = µπ(s = s0)π(s0, a = a0)

=
1− γn+1

1− γ

1− γn

1− γn+1
=

1− γn

1− γ
,

µπ(s = s0, a = a0) = µπ(s = s0)π(s0, a = a1)

=
1− γn+1

1− γ

γn(1− γ)

1− γn+1
= γn.

(13)

Comparing the occupancy measure induced by π̃ in equa-
tion (11) with the occupancy measure under π in equation
(13), we have shown that µπ = µπ̃. We are interested in
comparing the performance of these two policies. Define:

PT := P(T̃ = T ) =

(
1− γn

1− γn+1

)T (
γn(1− γ)

1− γn+1

)
.

The static entropic risk performance of policy π is:

ERMπ
α = ERMα

(
−1− γT̃

1− γ
+ γT̃ r(a1)

)

= − 1

α
log

( ∞∑
T=0

PT exp

(
−α

[
−
(
1− γT

1− γ

)
−α

2
γ2Tσ2

]))
.

(14)
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In particular, take α = 10
0.9 , σ

2 = 1, γ = 0.9. Then, substi-
tuting these values in Eqs. (14) and (10) and numerically
solving for the performance of both policies, we get:

T = 1, ERMπ̃
α = −5.5, ERMπ

α = −8.02.

This indicates that the return under the optimal, determinis-
tic, non-Markov policy π̃ is strictly greater than that of the
equivalent Markov policy π, despite both policies inducing
the same state-action occupancy measure.

Consider now a case where we hold α = 10
0.9 and γ = 0.9

constant, and vary σ values such that σ2 = (0.9)−k where
k ∈ N. Then, T will result in a positive integer value,
ensuring that the occupancy induced by π and π̃ is the same.
We plot the corresponding performance of each policy in
Fig. 2 and provide numerical values in Tab. 1. The results
show that as σ increases, the performance gap between
Markov and non-Markov policies diverges, highlighting the
importance of the choice of policy class when mimicking
risk-averse experts.

Table 1. Comparing return of policies π and π̃ with varying values
of σ such that σ(k) := (0.9)

−k
2 where k = 0, 1, 2 . . . .

σ2 T ERMπ̃
α ERMπ

α

(0.9)0 1 -5.5 -8.02
(0.9)−1 2 -5.95 -8.77
(0.9)−2 3 -6.35 -9.12
(0.9)−5 6 -7.34 -9.57
(0.9)−10 11 -8.43 -15.65
(0.9)−20 21 -9.45 -45.29
(0.9)−50 51 -9.98 -1077.27

Figure 2. Comparing the performance of π and π̃ as σ2 increases.
Modeling a risk-averse expert using Markov policies can result in
an arbitrarily large performance gap with the expert’s performance.

This counterexample questions the modeling assumptions
behind IL methods used for mimicking human behavior.
Specifically, parameterizing the expert’s objective with a
static risk measure or using a risk-constrained formulation
must rely on a careful choice of policy class as in both cases,

optimal policies may be history-dependent. An IL algorithm
that only searches for Markov policies may thus under-
perform the expert policy. Specifically, the state-action
distribution matching objective commonly used in IL (Ho
& Ermon, 2016; Dadashi et al., 2020; Ghasemipour et al.,
2019) can be problematic for risk-sensitive data . Indeed, as
shown above, occupancy matching is not a sufficient statistic
for capturing the behavior of a risk-averse expert. Since
standard IL algorithms focus on Markov or even stationary
policies, they may converge to a Markov policy that matches
the occupancy measure of the expert but fails to capture its
risk-sensitive preferences. This highlights the need for IL
methods that address such non-identifiability.

Appx. A presents a counterexample using the static CVaR
objective, leading to similar conclusions as the ERM ex-
ample. This demonstrates that the observed performance
mismatch is not specific to entropic risk, but rather holds
for general risk measures.

5.3. Constrained Risk-Averse Imitation Learning

Although most of our analysis focused on static and nested
risk-averse experts, any IL method developed under Assump-
tions 2-3 also fails in modeling a risk-constrained expert.
This is because an optimal policy of the risk-constrained
decision criteria (Eq. (5)) can be non-Markov and therefore
requires appropriate policy parameterization to mimic the
corresponding risk-averse expert.

6. Conclusion and Future Directions
To faithfully model human behavior and achieve effective
alignment, IL methods must move beyond the assumptions
of risk-neutrality and Markovianity. Risk-averse behavior,
especially under static risk criteria, necessitates modeling
temporal dependencies that current methods overlook.

We call for the development of IL algorithms that: (1) In-
fer risk-sensitive policies from demonstration data without
assuming access to reward or risk models; (2) Support non-
Markov policy classes, for example, parameterizing policies
with RNNs or LSTMs; (3) Utilize richer statistics than oc-
cupancy measures to capture risk-sensitive behavior, for
example, trajectory matching.

Aligning AI behavior with human decision-making requires
confronting the complexity of risk preferences. Modeling
humans as risk-averse agents is fundamental for building
intelligent systems that can interact with users effectively,
align with their preferences, and contribute to the devel-
opment of user-centric AI applications. We believe this
work highlights important and promising future directions
towards a better understanding of human feedback models
and better AI alignment.

7



Modeling Humans as Risk-Averse Agents

References
Abbeel, P. and Ng, A. Y. Apprenticeship learning via inverse

reinforcement learning. In Proceedings of the Twenty-
First International Conference on Machine Learning,
ICML ’04, pp. 1, New York, NY, USA, 2004. Asso-
ciation for Computing Machinery. ISBN 1581138385.
doi: 10.1145/1015330.1015430. URL https://doi.
org/10.1145/1015330.1015430.

Ang, M., Sun, J., and Yao, Q. On the dual representation of
coherent risk measures. Annals of Operations Research,
262, 03 2018. doi: 10.1007/s10479-017-2441-3.
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A. Counterexample with static Conditional Value-at-Risk (CVaR)
Consider the following synthetic MDP adapted from (Wang et al., 2024). The agent starts in state s1. There is only one
decision to take in state s4 where two actions a1, a2 are available. A terminating state sf with no reward simplifies analysis
for a discounted, infinite-horizon setting.

s1

s2

s3

s4

s5

s6

s7

sf

+16 +96

+32

0.5

0.5

a1, 0.75

a1, 0.25

a2

Stochastic Dynamics:

• p(s2|s1) = 0.5 and p(s3|s1) = 0.5

• p(s4|s2) = 1 and p(s4|s3) = 1

• p(s5|s4, a1) = 0.75, p(s6|s4, a1) = 0.25, and p(s7|s4, a2) = 1

• p(sf |s4) = 1, p(sf |s5) = 1, and p(sf |s6) = 1

Reward model:

• r(s1) = r(s3) = r(s4) = r(s6) = r(sf ) = 0

• r(s2) = 16, r(s5) = 96, r(s7) = 32

The agent starts from s1 and aims to maximize the CVaR of the discounted cumulative reward:

max
π∈Π

CVaRπ
α

( ∞∑
t=0

γtr(st, at)

)
.

In this MDP, the policy controls the action implemented when reaching s4 at t = 2, which may be history-dependent, i.e.,
output a different action if (s0, s1, s2) = (s1, s2, s4) or (s0, s1, s2) = (s1, s3, s4). Consider the following policy:

π̄(a1|(s1, s2, s4)) = 1− π̄(a2|(s1, s2, s4)) = 0, π̄(a1|(s1, s3, s4)) = 1− π̄(a1|(s1, s2, s4)) = 0,

which takes action a2 under trajectory (s1, s2, s4) and action a1 under (s1, s3, s4). We compare the CVaR performance
of this non-Markovian policy with that of three Markov policies: π1(s4) = a1, π2(s4) = a2 are deterministic, while
π3(s4) = Ba1 + (1−B)a2 with B ∼ Bernoulli(0.5) is stochastic.

Taking as CVaR confidence level α = 0.25 and γ = 0.5 as discount factor, we present the CVaR return of π̄ (history-
dependent), π1, π2, π2 (Markov stationary) in Tab. 2. As we can see, the strictly best-performing policy is the history-
dependent one π̄ with CVaRπ̄

0.25 = 6 > CVaRπi
0.25,∀i ∈ {1, 2, 3}. The Markov randomized policy π3 shows the worst

performance among all. At the same time, π̄ and π3 share the same occupancy measure, as established next.

For any policy π, the occupancy measure µπ(s, a) : S ×A → R is given by:

µπ(s, a) = Eπ

[ ∞∑
t=0

γt1(st = s ∧ at = a)

]
.
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Table 2. The discounted cumulative reward distribution and CVaR0.25 of three Markovian and one non-Markovian policies. For the
distribution, {(vi, pi)}i denotes a random variable that takes value vi w.p. pi ≥ 0, s.t.

∑
i pi = 1.

Policy Disc. Cumulative Reward Dist. CVaR0.25

π1 {(0, 1
2 · 1

4 ), (8,
1
2 · 1

4 ), (12,
1
2 · 3

4 ), (20,
1
2 · 3

4 )} 4

π2 {(4, 1
2 ), (12,

1
2 )} 4

π3 {(0, 1
2 · 1

2 · 1
4 ), (4,

1
2 · 1

2 ), (8,
1
2 · 1

2 · 1
4 ), 3

(12, 1
2 · 1

2 · 3
4 + 1

2 · 1
2 ), (20,

1
2 · 1

2 · 3
4 )}

π̄ {(0, 1
2 · 1

4 ), (12,
1
2 · 3

4 + 1
2 )} 6

We thus compute

µπ3(s) =



1 if s = s1
1/4 if s ∈ {s2, s3, s4}
3/64 if s = s5
1/64 if s = s6
1/16 if s = s7
1/16 if s = sf

and

µπ3
(s4, a1) = µπ3

(s4)π3(a1|s4) = 1/4 · 1/2 = 1/8

µπ3
(s4, a2) = µπ3

(s4)π3(a2|s1) = 1/4 · 1/2 = 1/8.

On the other hand,

µπ̄(s) :=



1 if s = s1
1/4 if s ∈ {s2, s3, s4}
3/64 if s = s5
1/64 if s = s6
1/16 if s = s7
1/16 if s = sf

while

µπ̄(s4, a1) = µπ̄(s4)π̄(a1|s4) = 1/4 · 1/2 = 1/8

µπ̄(s4, a2) = µπ̄(s4)π̄(a2|s4) = 1/4 · 1/2 = 1/8.

As a result, the two policies π̄ and π3 share the same occupancy measure, but the history-dependent policy π̄ performs
strictly better.
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