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Abstract

Large language model (LLM) agents typically001
adopt a step-by-step reasoning framework,002
in which they interleave the processes of003
thinking and acting to accomplish the given004
task. However, this paradigm faces a deep-005
rooted one-pass issue whereby each generated006
intermediate thought is plugged into the007
trajectory regardless of its correctness, which008
can cause irreversible error propagation. To009
address the issue, this paper proposes a010
novel framework called Generator-Assistant011
Stepwise Rollback (GA-Rollback) to induce012
better decision-making for LLM agents.013
Particularly, GA-Rollback utilizes a generator014
to interact with the environment and an015
assistant to examine each action produced by016
the generator, where the assistant triggers a017
rollback operation upon detection of incorrect018
actions. Moreover, we introduce two additional019
strategies tailored for the rollback scenario to020
further improve its effectiveness. Extensive021
experiments show that GA-Rollback achieves022
significant improvements over several strong023
baselines on three widely used benchmarks.024
Our analysis further reveals that GA-Rollback025
can function as a robust plug-and-play module,026
integrating seamlessly with other methods. 1027

1 Introduction028

Developing Large Language Model (LLM) agents029

capable of helping humans tackle real-world030

challenges has become a central focus in current031

artificial intelligence research (Xi et al., 2023;032

Zhang et al., 2023). Recently, researchers have033

leveraged the inherent self-planning abilities of034

LLMs to integrate thoughts with actions, enabling035

step-by-step reasoning processes during agent tasks036

(Song et al., 2022; Yao et al., 2023b; Qiao et al.,037

2024). This enhancement empowers LLM agents038

to achieve remarkable improvements on diverse039

applications, including mathematical reasoning040

1Our code will be released upon the acceptance.

Figure 1: An example of one-pass paradigm. The
trajectory is generated by LLaMA3.1-8B-Instruct in
ReAct-style. Our approach blocks error propagation
through rollback operations and ensures the quality of
thinking processes through evaluation.

(Hendrycks et al., 2021; Cobbe et al., 2021), web 041

browsing (Yao et al., 2022; Deng et al., 2023; Zhou 042

et al., 2024b), and embodied tasks (Shridhar et al., 043

2020; Wang et al., 2022). 044

However, this paradigm is inherently constrained 045

by an one-pass limitation, where each generated 046

thought is inserted directly into the trajectory 047

regardless of whether it is correct or not. As a 048

result, incorrect thoughts may persist in the context, 049

influencing subsequent actions and ultimately 050

compromising the outcome. Take an example in 051

Figure 1 generated by LLaMA3.1-8B-Instruct in 052

ReAct-style. In this scenario, the environment 053

responds to all thoughts with a simple “OK”, which 054

implies that the system assumes the correctness 055

of these thoughts by default. Consequently, a 056

low-quality thought that mistakes “butterknife” for 057

“knife” leads to the invalid action “take knife 1 from 058

countertop 2”. To address this issue, many works 059

have been devoted to improving the precision and 060

clarity of reasoning processes. Typically, self- 061
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correction methods (Madaan et al., 2023; Shinn062

et al., 2023; Gou et al., 2024) summarize refined063

plans using feedback from previous executions and064

improve the quality of the solution through multiple065

trials. Despite these achievements, the one-pass066

reasoning pattern within each trial remains prone067

to error propagation due to its dependence on068

potentially flawed intermediate steps.069

In this paper, we propose a novel framework070

called Generator-Assistant Stepwise Rollback (GA-071

Rollback) to induce better decision-making for072

goal-driven agents. Specifically, the generator073

interacts with the environment and supplies the074

assistant with essential contextual information.075

Meanwhile, the assistant meticulously examines076

each action produced by the generator along077

with the corresponding observation. When errors078

or suboptimal actions are detected, the assistant079

will provide detailed feedback to guide the080

generator in performing rollback operations, which081

revise previous incorrect actions to prevent error082

propagation. To further enhance our framework,083

we introduce two key strategies: probability-084

based feedback evaluation (§3.2) to ensure085

feedback credibility, and “wait-k” strategy (§3.3)086

to enrich contextual information in embodied087

tasks. Experiments on three representative tasks088

reveal that our method outperforms several strong089

baselines across various models. Moreover,090

our analysis demonstrates that GA-Rollback091

can function as a robust plug-and-play module,092

integrating seamlessly with other methods. In093

summary, our main contributions are as follows:094

• We propose the GA-Rollback framework for llm-095

based agents, which separates action and thinking096

processes to ensure more precise and credible097

reasoning trajectory.098

• We introduce the probability-based feedback099

evaluation along with “wait-k” strategy designed100

for embodied environments.101

• Experiments on three tasks reveal that our102

method achieves notable improvement and103

exhibits stronger robustness, indicating its104

extensibility as a plug-and-play module.105

2 Related Work106

Our work is related to LLM agents and self-107

correction mechanism. In this section, we first108

review recent advances in LLM agents, followed109

by an analysis of self-correction mechanism.110

2.1 LLM Agents 111

The reasoning and instruction-following capabil- 112

ities that have emerged in LLMs (Huang and 113

Chang, 2022; Wei et al., 2022a) make them 114

capable enough to serve as intelligent agents to 115

complete various tasks, especially in zero-shot 116

scenarios where they encounter previously unseen 117

challenges (Wang et al., 2023; Yang et al., 2023). 118

Standard LLM-agent methods employ structured 119

reasoning frameworks to strengthen their analytical 120

abilities (Yao et al., 2023a; Besta et al., 2024), or 121

apply specialized decoding strategies to improve 122

accuracy (Wang et al., 2024). Recent works 123

have made significant breakthroughs by leveraging 124

the inherent self-planning and reflection abilities 125

of LLMs (Yao et al., 2023b; Paul et al., 2024; 126

Zhou et al., 2024a). These methods achieve more 127

effective interaction with external environments 128

through task decomposition and planning within or 129

between trials. While these methods have shown 130

great progress, they still face a limitation in the lack 131

of necessary evaluation of the reasoning process. 132

This shortcoming can lead to the generation of 133

low-quality reasoning steps, which may mislead 134

subsequent actions and cause error propagation. 135

2.2 Self-correction Mechanism 136

Self-correction represents a feasible approach 137

to improve responses from LLMs by enabling 138

them to refine their outputs during inference (Bai 139

et al., 2022; Madaan et al., 2023). The simplest 140

implementation of self-correction prompts LLMs 141

to provide feedback on their own responses and 142

revise the responses based on the feedback (Huang 143

et al., 2023). Recent studies have been dedicated to 144

improving feedback by using additional resources, 145

including external tools such as code executors 146

(Chen et al., 2024; Stengel-Eskin et al., 2024; 147

Gou et al., 2024), knowledge accessed through 148

web browsing (Jiang et al., 2023; Zhao et al., 149

2023; Peng et al., 2023), and observation gathered 150

from simulation environments (Shinn et al., 2023). 151

Notably, Kamoi et al. (2024) identified feedback 152

generation as the bottleneck in self-correction 153

process, emphasizing that high-quality, reliable 154

feedback is essential for LLMs to successfully 155

complete assigned tasks. Building upon these 156

insights, our framework leverages LLMs as 157

independent assistants in interactive environments 158

and incorporates appropriate evaluations to 159

enhance the credibility of generated feedback. 160
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Figure 2: An illustrative overview of GA-Rollback framework. The dark green arrows represent the current workflow.
Each action and observation will be reviewed by the assistant, and the feedback provided by the assistant will also
be evaluated before being applied to the trajectory.

3 Methodology161

The overall architecture of our method is illustrated162

in Figure 2. In this framework, the generator163

produces actions along the trajectory, while the164

assistant serves as a rollback controller that165

provides detailed feedback upon the detection of166

errors or suboptimal actions (§3.1). To further167

enhance the performance of our framework, we168

propose two key strategies: probability-based169

feedback evaluation (§3.2) and “wait-k” strategy170

designed for embodied tasks (§3.3).171

We begin by formalizing the agent task and its172

trajectory. Given a pre-trained LLM denoted as173

P(·), an agent needs to find a desired reasoning174

path toward addressing the given problem. We175

refer to the whole sequence of reasoning and the176

corresponding changes in the environment as a177

trajectory Tn = [I, o0, a1, o1, ..., an, on], where178

I is the task description, n is the length of the179

trajectory, o0 denotes the initial observation of the180

environment, a1...n are actions made by the agent.181

Under normal circumstances, the intermediate182

action an is generated as an ∼ P(an|Tn−1),183

and the current action set is defined as An =184

[a1, a2, ..., an]. When an erroneous action, denoted185

as ât, is retained within the trajectory Tt, it is186

likely to lead to error propagation. Intuitively, the187

task cannot be accomplished through the erroneous188

action set Ân = [a1, a2, ..., ât, ât+1, ..., ân].189

To alleviate the impact of erroneous actions, self-190

correction mechanism is usually incorporated into191

the standard framework, whereby an optimization192

process is implemented after each step or each 193

trial. In the scenario of stepwise self-correction, 194

the agent adjusts its behavior based on current 195

trajectory Tn and the feedback fn from optimizer: 196

an+1 ∼ P(an+1|fn, Tn). However, the delayed 197

detection of errors leaves incorrect actions in the 198

trajectory, which may adversely affect subsequent 199

steps. Therefore, we introduce the concept of 200

rollback (Chen and Li, 2024) into self-correction. 201

When error occurs, LLM agents are required to 202

create better reasoning path by continuously rolling 203

back from current trajectory Tn to prior Tm, where 204

m ∈ [0, n− 1]. 205

3.1 Action Rollback with Feedback 206

In our framework, we employ an LLM as the 207

assistant to support the generator engaged in the 208

task. Concretely, each time the action an generated 209

by the generator and the corresponding observation 210

on are updated in the trajectory Tn, the assistant 211

analyzes Tn in a chain-of-thought (Wei et al., 212

2022b) manner. For tasks involving typically long 213

trajectories, we enable the assistant review the steps 214

from back to front to efficiently locate the most 215

recent error encountered. If the assistant detects 216

errors or suboptimal actions in Tn during analysis, 217

it will provide feedback fn including identified 218

erroneous actions along with specific explanations. 219

We assume that the identified erroneous actions 220

are [ât, ât+1, ..., ân] with ât being the earliest error, 221

and the number of rollback steps is N = n− t+1. 222

Considering that an excessively large rollback span 223

may result in the omission of certain details, we 224
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define an upper bound N for N . When N exceeds225

N , it will be replaced by N to ensure a more226

precise and meticulous rollback operation.227

Upon receiving the assistant’s instruction to228

rollback to Tt−1, we first revert the state of the229

environment. Specially, we retrieve the action230

set At−1 = [a1, ..., at−1] from Tt−1, reset the231

environment, and sequentially execute the actions232

in At−1 to restore the state to that of Tt−1. Once233

this process is completed, the generator produces234

a new action at based on Tt−1 and fn. By235

rolling back to the previous state, the generator can236

continue its search iteratively until it finds a feasible237

path to complete the task. Drawing inspiration238

from Chen and Li (2024), we also incorporate past239

mistakes as experiential knowledge into the prompt240

to avoid the repetition of similar errors.241

3.2 Probability-based Feedback Evaluation242

Since feedback serves as the trigger for the243

rollback operation, its quality is of vital importance244

to the overall performance. If low-quality245

feedback intervenes in the trajectory, issues such246

as unnecessary rollbacks may arise. Based on247

the findings of Wang et al. (2024), we employ248

a probability-based evaluation to measure the249

confidence of the feedback generated by the250

assistant, thereby mitigating this adverse effect.251

For a given output Y = {y1, ..., ym} generated252

by the assistant, we score its confidence using the253

mean-pooled probability of its tokens:254

ScoreY =
1

m

m∑
i=1

P(yi|y<i, X), (1)255

where X denotes the input containing task256

description and current trajectory. If ScoreY257

is lower than a predefined threshold θ, the258

corresponding feedback will be discarded. In such259

cases, the feedback will neither be passed to the260

generator nor trigger a rollback operation. To261

determine the threshold θ, we first analyze the262

distribution pattern of this confidence metric, then263

empirically select an appropriate value through264

systematic testing at certain intervals across the265

distribution range (§4.4).266

3.3 “wait-k” Strategy for Embodied Tasks267

In embodied environments, agents need to metic-268

ulously check multiple locations and interact with269

various objects before discovering a viable solution270

to accomplish the assigned task. These exploratory271

behaviors represent necessary steps in the task- 272

solving process. Thus, premature intervention 273

during this exploration phase, particularly from 274

the assistant, may be counterproductive and lead 275

to redundant rollback operations, as the assistant 276

might over-analysis these exploratory behaviors. 277

Inspired by the wait-k policy (Ma et al., 2019) 278

developed for simultaneous translation, we adapt 279

this concept to embodied environments to resolve 280

the aforementioned problem. In our framework, 281

the “wait-k” strategy restricts the assistant’s 282

involvement in the early stages, allowing the 283

generator to independently generate and execute 284

actions without immediate intervention. The 285

trajectory analysis by the assistant is permitted 286

only after the generator completes the generation 287

and execution of k consecutive actions in the 288

environment. If the rollback operation reduces 289

the trajectory length below k, the assistant will 290

remain locked until the generator extends the 291

trajectory length back to k. This strategy enables 292

the generator to explore its surroundings more 293

thoroughly, providing the assistant with a richer 294

set of information for decision-making. 295

4 Experiments 296

4.1 Experimental Settings 297

Tasks. We evaluate our framework on three 298

representative agent tasks: Game of 24 (Yao et al., 299

2023a) for mathematical reasoning, ALFWorld 300

(Shridhar et al., 2020) for embodied house hold 301

tasks, Webshop (Yao et al., 2022) for web 302

navigation. Webshop provides a dense reward 303

ranging from 0 to 1 to quantify task completion, 304

while Game of 24 and ALFWorld only provide 305

binary rewards to indicate whether the task is 306

completed. We made slight adjustments to the 307

Game of 24 task to ensure that the agent receives 308

relevant observation for each executed action. 309

During evaluation, we sample 500 instances each 310

from Webshop and Game of 24, and use the out- 311

of-distribution test set of ALFWorld. More details 312

can be found in Appendix A. 313

Baselines. We compare the GA-Rollback 314

framework with several agent methods that are 315

known for their ability to generalize across 316

diverse tasks. (1) Few-shot (Brown et al., 2020) 317

(referred to as Act-only in the table) provides 318

the model with a set of examples to capture 319

task-specific patterns. (2) ReAct (Yao et al., 320

2023b) enhances task completion by interleaving 321
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Model Method Game of 24 ALFWorld Webshop

SR SR Reward SR

LLaMA-3.1-8B-Instruct

Act-only 0.4 33.6 62.3 30.6
ReAct 0.4 22.4 47.9 27.0
Reflexion 5.2 44.8 63.3 32.8
ReAct + Reflexion 6.4 26.1 54.2 30.2

GA-Rollback 4.2 38.8 61.1 34.0
GA-Rollback + ReAct 6.4 18.7 44.8 25.6
GA-Rollback + Reflexion 6.8 42.5 68.1 40.6

GLM4-9B-Chat

Act-only 0.0 73.1 65.3 32.6
ReAct 0.2 76.8 56.7 23.0
Reflexion 7.2 77.6 67.3 33.6
ReAct + Reflexion 6.4 91.8 59.9 26.0

GA-Rollback 5.4 78.4 66.9 37.8
GA-Rollback + ReAct 4.6 80.6 37.0 15.6
GA-Rollback + Reflexion 9.6 85.8 70.2 41.4

Qwen2.5-14B-Instruct

Act-only 5.4 78.3 60.7 34.0
ReAct 7.6 89.6 43.6 26.6
Reflexion 18.8 91.8 68.5 39.6
ReAct + Reflexion 18.8 95.5 47.8 29.4

GA-Rollback 17.2 88.1 65.7 41.2
GA-Rollback + ReAct 19.4 83.6 36.9 23.8
GA-Rollback + Reflexion 23.6 92.6 70.4 45.2

Table 1: Performance of different methods on three agent tasks. The best results of each model are marked in bold
and the second-best results are marked with underline. SR: success rate.

reasoning with actions during execution, where the322

model autonomously generates thinking processes323

based on the observation to refine subsequent324

actions. (3) Reflexion (Shinn et al., 2023)325

synthesizes more precise plans between attempts326

to optimize the trajectory of subsequent trials.327

(4) ReAct + Reflexion combines both methods328

for more comprehensive thinking and planning.329

Furthermore, we integrate GA-Rollback with these330

methods to investigate its extensibility.331

Implementation Details. We conduct our332

experiments on LLaMA-3.1-8B-Instruct (Dubey333

et al., 2024), GLM4-9B-Chat (GLM et al., 2024),334

and Qwen2.5 series (Yang et al., 2024) to provide335

comprehensive results. In the main experiments,336

we use the same model as generator and assistant.337

We set the “max_new_tokens” for the generator to338

100 and for the assistant to 500, with both having339

a “temperature” of 0.1. We also leverage dynamic340

model compilation to accelerate inference. The341

number of “wait-k” steps is set to 6, and the quality342

threshold θ for feedback evaluation is set to 0.93.343

The number of trials for Reflexion is set at 2.344

4.2 Main Results345

Table 1 presents the performance comparison of346

different methods on three agent tasks. Based on347

the results, we have the following findings:348

(i) When applied independently, GA-Rollback 349

outperforms several baselines in complex reasoning 350

tasks. For instance, in the Game of 24 benchmark, 351

GA-Rollback alone achieves success rate of 4.2% 352

(LLaMA-3.1-8B-Instruct), 5.4% (GLM4-9B-Chat), 353

and 17.2% (Qwen2.5-14B-Instruct), representing 354

10.5×, 27.0×, and 2.3× improvements over ReAct. 355

This indicates the effectiveness of our GA-Rollback 356

as a dynamic component in multi-step reasoning. 357

(ii) The synergistic potential of GA-Rollback is 358

particularly evident when combined with Reflexion. 359

From the results of Webshop, the success rate 360

of GA-Rollback is higher than that of Reflexion, 361

but its reward is lower. This suggests that in the 362

absence of an overall plan, GA-Rollback may cause 363

the agent to miss some necessary intermediate 364

steps. Combining these two methods could 365

leverage their complementary strengths, leading 366

to enhanced performance in agent tasks. 367

(iii) Even when GA-Rollback is integrated 368

with Reflexion, it attains suboptimal performance 369

on ALFWorld. Such outcomes indicate that 370

embodied tasks involving longer trajectories 371

remain challenging for GA-Rollback, particularly 372

in determining which step to rollback to. 373

(iv) Surprisingly, we observe a performance 374

decline in all three models when conducting 375
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Figure 3: Comparison of success rates across trials for Reflexion, ReAct+Reflexion, and GA-Rollback+Reflexion.
The corresponding values for each point in the figure are provided in Appendix C.

Webshop in ReAct-style. Besides, while ReAct376

improves the ALFWorld success rate for Qwen2.5-377

14B-Instruct, it results in a 33% performance drop378

for LLaMA3.1-8B-Instruct. This demonstrates379

that the effectiveness of ReAct is contingent on380

the reasoning capabilities of LLMs. Incorrect381

reasoning caused by ReAct can adversely affect the382

outcomes. Moreover, we observe that the thinking383

processes generated by GA-Rollback and ReAct384

may conflict with each other, leading to instability385

when combining the two methods. Appendix B386

presents an example of such conflict.387

4.3 Multi-Trial Analysis of GA-Rollback +388

Reflexion389

To investigate the compatibility of our GA-390

Rollback and Reflexion, we further evaluate its391

success rate across multiple rounds of trials on392

three agent tasks. The results, as illustrated in393

Figure 3, reveal that the success rate of GA-394

Rollback + Reflexion exhibits a steady increase395

across three tasks with the rise in trial numbers.396

Notably, this approach significantly outperforms397

other multi-trial paradigms on both Game of 24398

and Webshop, underscoring the versatility of GA-399

Rollback as a plug-and-play component that can400

be seamlessly integrated with other methods. In401

contrast to the findings reported by Shinn et al.402

(2023), smaller-scale LLMs such as GLM4-9B-403

Chat and Qwen2.5-14B-Instruct demonstrate faster404

convergence on ALFWorld, typically stabilizing405

their performance within five trials. 406

4.4 Analysis of Feedback Evaluation 407

As mentioned in section 3.2, we utilize mean- 408

pooling operations on the assistant’s output tokens 409

to represent its overall confidence in the generated 410

feedback. In this section, we investigate the 411

distribution of this confidence metric and its impact 412

on the GA-Rollback method. 413

Firstly, we implement the GA-Rollback frame- 414

work using GLM4-9B-Chat and Qwen2.5-14B- 415

Instruct to conduct Webshop tasks, during which 416

we collect the confidence metric of the feedback. 417

As shown in Figure 4, the kernel density 418

estimation curve of confidence approximately 419

follows a normal distribution pattern. This 420

indicates that the model maintains relatively stable 421

confidence levels across different task instances 422

without exhibiting extreme overconfidence or 423

underconfidence tendencies. 424

Based on the observed distribution, we define a 425

threshold θ to filter out feedback with confidence 426

falling below this value. To determine an 427

optimal filtering criterion, we vary the threshold 428

at 0.01 intervals across the distribution range and 429

evaluate the corresponding success rates. As 430

illustrated in Figure 4, without implementing 431

feedback evaluation, the success rates of the 432

two models are relatively low, only achieving 433

34.8% and 37.2% respectively. We also 434

observe two distinct optimal threshold regions 435
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(a) Results of GLM4-9B-Chat (b) Results of Qwen2.5-14B-Instruct

Figure 4: The kernel density estimation curve (red) and the Webshop success rate (orange) as a function of the
threshold θ. The leftmost bar in each subgraph corresponds to the performance without feedback evaluation. The
darker colored bars highlight the respective performance peaks for both models.

for feedback filtering: A threshold of 0.93436

effectively eliminates low-confidence noise while437

preserving the majority of feedback; a stricter438

threshold of 0.98 retains only the highest-439

confidence feedback. Specifically, GLM4-9B-Chat440

achieves peak performance (39.0%) at 0.98, while441

Qwen2.5-14B-Instruct attains its optimal success442

rate (41.2%) at 0.93. We ultimately adopt 0.93 for443

two critical considerations:444

• Efficiency: The threshold of 0.98 results in a445

significant portion of generated feedback being446

discarded, leading to unnecessary computational447

overhead and reduced efficiency.448

• Generalizability: The threshold of 0.93 yields449

near-optimal results for both models, whereas450

0.98 further reduces the performance of Qwen451

(-2.4% from the peak).452

4.5 Analysis of “wait-k” Strategy453

In this section, we study the impact of “wait-k”454

numbers on embodied tasks. The results are shown455

in Figure 5. As depicted, the success rates of456

both GLM4-9B-Chat and Qwen-14B-Instruct on457

ALFWorld improve when the number of ’wait-k’458

steps increases within a certain range. However, a459

larger “wait-k” number does not yield additional460

benefits. In particular, when the number of “wait-k”461

steps exceeds 9, the performance begins to decline.462

We attribute this phenomenon to the following463

reasons. Initially, as the number of “wait-k” steps464

increases, the context provided to the assistant465

is enriched by the generator’s extra exploration466

processes in the environment. This enhanced467

Figure 5: The performance of GA-Rollback on
ALFWorld with different “wait-k” number. The
corresponding values are provided in Appendix C.

information enables the assistant to better identify 468

errors or suboptimal operations, thereby facilitating 469

trajectory optimization. However, when the 470

number of “wait-k” steps becomes excessively 471

large, potential errors propagate over a longer 472

distance within the trajectory. Additionally, the 473

increased complexity of the context, resulting from 474

a larger number of “wait-k” steps, complicates 475

the analysis process. Consequently, the assistant 476

struggles to accurately determine the appropriate 477

position to rollback to. 478

4.6 Ablation Study 479

We remove feedback evaluation, “wait-k” strategy, 480

and even the entire assistant from our framework 481

to validate their individual contributions. As 482

shown in Table 2, the removal of each component 483

leads to a clear drop in overall performance, 484
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Figure 6: An example of trajectory analysis conducted by the assistant, with key information highlighted in red.

Setting ALFWorld Webshop

14B as Generator and Assistant
GA-Rollback 88.1 41.2
w/o evaluation 82.8 37.2
w/o “wait-k” 80.6 -
w/o Assistant 78.3 34.0

Different Assistants
0.5B 82.8 38.4
3B 85.8 39.2
7B 86.6 39.6
72B 90.3 44.0

Table 2: The ablation study on each component of GA-
Rollback and assistants. The generator is consistently
set to Qwen2.5-14B-Instruct, and the assistant is
selected from Qwen2.5 Instruct models.

underscoring the effectiveness of our method.485

Specifically, eliminating the assistant reduces the486

entire framework to an Act-only form, resulting in487

a significant performance decline, which highlights488

the crucial role of the assistant.489

To further study the impact of the assistant,490

we keep the generator (Qwen2.5-14B-Instruct)491

fixed and experiment with Qwen2.5 Instruct492

models of varying scales (ranging from 0.5B to493

72B) as the assistant. Notably, as the scale of494

the assistant increases, its reasoning capability495

improves correspondingly. This enhancement496

allows the assistant to analyze the trajectories more497

thoroughly and provide refined feedback, thereby498

boosting success rate.499

4.7 Case Study500

Here, we present an example of the trajectory501

analysis conducted by the assistant on Webshop.502

As shown in Figure 6, the user needs a “high 503

performance paint contrast projector” under $240. 504

Initially, the generator selects a product that 505

appears to meet these criteria. However, upon 506

a thorough examination of the trajectory, the 507

assistant discerns that the chosen item does 508

not satisfy the user’s requirement for “high 509

performance”. Recognizing this issue, the assistant 510

revisits the search results, selects the appropriate 511

product “[B07JX7QM8G]”, and provides detailed 512

feedback. This meticulous verification and 513

subsequent rollback enable the generator to more 514

effectively achieve its task objectives. More 515

detailed examples are provided in Appendix B. 516

5 Conclusion 517

This study proposes GA-Rollback, a novel agent 518

framework designed to mitigate the long-standing 519

issue of error propagation, while enhancing 520

the credibility of the reasoning process. GA- 521

Rollback incorporates an independent assistant 522

to support the generator in decision-making and 523

utilizes rollback operations to eliminate potentially 524

erroneous actions. Additionally, we implement 525

probability-based feedback evaluation to improve 526

the assistant’s credibility and adapt the “wait-k” 527

strategy for embodied tasks. Extensive experiments 528

across three benchmarks demonstrate that GA- 529

Rollback outperforms several strong baselines 530

and exhibits stronger robustness. Subsequent 531

results validate the efficacy of each part of the 532

framework. Moreover, our findings indicate that 533

GA-Rollback can integrate seamlessly with other 534

methods, underscoring its potential as a plug-and- 535

play module for future applications. 536
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Limitations537

Despite the improvements achieved by our538

framework, it is important to acknowledge several539

limitations: (1) Even with the implementation of540

feedback evaluation and the “wait-k” strategy, GA-541

Rollback has not yet achieved optimal performance542

on ALFWorld. This indicates that embodied tasks543

with longer trajectories pose significant challenges544

for error detection. Future work could explore545

decomposing tasks and trajectories to mitigate546

this issue. (2) The threshold θ for feedback547

filtering and the number of “wait-k” steps need548

to be determined through empirical experiments549

to identify appropriate values. Future work could550

focus on dynamically adjusting these parameters551

within a single trial to avoid the limitations of fixed552

settings. (3) Our framework has not been tested553

on code generation tasks or other tool-utilization554

scenarios. For future work, we will try to develop555

robust generalized agents based on GA-Rollback,556

extending their applicability to a wider range of557

task categories.558
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A Task Details783

Game of 24 Game of 24 (Yao et al., 2023a) is784

a mathematical reasoning challenge that tests the785

ability of agents to solve arithmetic puzzles. The786

task involves using four given numbers and basic787

arithmetic operations (+, −, ∗, /) to obtain a target788

value of 24. The agent must generate intermediate789

equations as part of the problem-solving process,790

and the environment provides feedback on whether791

the final equation correctly equals 24. In our792

work, we make subtle modifications to the original793

environment, enabling it to provide corresponding794

observations for each action taken by the agent.795

ALFWorld ALFWorld (Shridhar et al., 2020)796

presents a series of household tasks that challenge797

agents to navigate through rooms and apply798

commonsense reasoning to accomplish tasks, like799

“put two soapbar in garbagecan”. The system800

evaluates the agent’s performance by determining801

if the task is successfully completed within a802

specified number of steps. The ALFWorld dataset803

includes both seen and unseen evaluation sets: the804

seen set evaluates the agent’s ability to generalize805

within the same distribution, while the unseen806

set, featuring new task scenarios, tests the agent’s807

capacity for out-of-distribution generalization.808

Webshop Webshop (Yao et al., 2022) is an online809

simulation environment designed to replicate e-810

commerce interactions. It features a virtual website 811

containing 1.8 million real-world products, each 812

annotated with unique labels and attributes. Within 813

this environment, agents can perform actions such 814

as “search” or “click” to navigate and select 815

products that align with given instructions. When 816

the agent chooses the “buy” option, the system 817

computes a final reward based on how well the 818

product’s attributes and price match the specified 819

criteria. Concretely, the reward is designed as: 820

r = rtype ·
|Uatt∩Yatt|+|Uopt∩Yopt|+1[yprice≤uprice]

|Uatt|+|Uopt|+1
,

(2) 821

where the type reward rtype = TextMatch(y, y∗), 822

Uatt and Uopt denote the attributes and options 823

of the target product, Yatt and Yopt represent the 824

attributes and options of the product selected by 825

the agent. 826

B Case Study and Examples 827

Here, we present more examples to demonstrate 828

the assistant’s analysis process on Game of 24 and 829

ALFWorld. The examples are illustrated in Figure 830

7 and 8, respectively. 831

In the Game of 24 example, the assistant 832

conducts a thorough analysis and recognizes that 833

the current approach would not yield the desired 834

result of 24. Therefore, it decides to modify the 835

initial step and develops a comprehensive strategy 836

to guide the generator. 837

In the ALFWorld scenario, although the gen- 838

erator locates both “alarmclock 1” and “desklamp 839

1”, it forgets to pick up “alarmclock 1”. Through 840

a step-by-step inspection, the assistant identifies 841

this oversight and triggers a rollback operation, 842

effectively preventing subsequent invalid actions. 843

These two examples demonstrate the assistant’s 844

critical role in identifying and rectifying errors, 845

which contributes significantly to optimizing the 846

overall trajectory of task execution. 847

Furthermore, in Figure 9, we present an example 848

of a conflict between ReAct and GA-Rollback. In 849

this case, the generator concludes that none of the 850

retrieved items match the requirement “redwood 851

color”, while the assistant maintains that a check 852

of at least one item is necessary before making 853

such a determination. This divergence in judgment 854

leads to redundant rollback operations, which could 855

potentially disrupt subsequent actions. 856
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Case Study for Game of 24

Observation 0:
# Here is the task:
Input: 1 2 10 13
Action 1: 13 - 10 = 3
Observation 1: numbers left: 1 2 3
Action 2: 3 * 2 = 6
Observation 2: numbers left: 1 6

Analysis Process by Assistant:
Let’s analyze the current trajectory step by step:
- Action 1: 13 - 10 = 3

- This operation is valid and reduces the numbers to 1, 2, and 3.
- Action 2: 3 * 2 = 6

- This operation is also valid and further reduces the numbers to 1 and 6.
However, the trajectory ends here without reaching the target value of 24. We need to
continue the steps to achieve the final result.

### Next Steps:
To reach 24, we need to use the remaining numbers (1 and 6) in a way that results in 24. One
possible continuation could be:
- Action 3: 6 * 1 = 6 (This doesn’t help, so we need another approach)
- Alternatively, we can try:

- Action 3: 6 + 1 = 7 (Still not helping, so we need another approach)
Since the current trajectory does not lead to 24, we need to re-evaluate the initial steps to
find a more effective path.

### Correct Approach:
Given the numbers 1, 2, 10, and 13, one effective way to reach 24 is:
- Action 1: 13 - 1 = 12
- Action 2: 12 + 2 = 14
- Action 3: 14 + 10 = 24
Thus, the correct trajectory should be:
- Action 1: 13 - 1 = 12
- Action 2: 12 + 2 = 14
- Action 3: 14 + 10 = 24
- Action 4: answer: (13 - 1) + 2 + 10 = 24

### Conclusion
Error Location: Action 1
Explanation: The initial subtraction in Action 1 (13 - 10 = 3) led to a dead end because it made
it difficult to reach 24 with the remaining numbers. A better approach would be to subtract 1
from 13 to get 12, then add 2 and 10 to reach 24. The correct expression should be: "answer:
(13 - 1) + 2 + 10 = 24". This ensures that all numbers are used correctly to achieve the target
value of 24.

– Rollback Happened –
Action 1: 13 - 1 = 12

Figure 7: Case study for Game of 24.
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Case Study for ALFWorld

Observation 0:
You are in the middle of a room. Looking quickly around you, you see a bed 1, a desk 2, a desk
1, a drawer 6, a drawer 5, a drawer 4, a drawer 3, a drawer 2, a drawer 1, a garbagecan 1, a
laundryhamper 1, a safe 1, a shelf 6, a shelf 5, a shelf 4, a shelf 3, a shelf 2, and a shelf 1.
Your task is to: examine the alarmclock with the desklamp.
Action 1: go to desk 1
Observation 1: On the desk 1, you see a bowl 1, a desklamp 1, and a laptop 2.
Action 2: use desklamp 1
Observation 2: You turn on the desklamp 1.
Action 3: go to desk 2
Observation 3: On the desk 2, you see a alarmclock 1, a keychain 2, and a mug 1.
Action 4: examine alarmclock 1 with desklamp 1
Observation 4: Nothing happens.
Action 5: go to desk 1
Observation 5: On the desk 1, you see a bowl 1, a desklamp 1, and a laptop 2.
Action 6: take desklamp 1 from desk 1
Observation 6: Nothing happens.
Action 7: use desklamp 1
Observation 7: You turn on the desklamp 1.

Analysis Process by Assistant:
Let’s analyze it step by step from back to front.
### Step-by-Step Analysis
1. Action 7: use desklamp 1

- Observation 7: You turn on the desklamp 1.
- This action is valid, but it does not help in examining the alarmclock.

2. Action 6: take desklamp 1 from desk 1
- Observation 6: Nothing happens.
- This indicates that the desklamp 1 cannot be taken from the desk 1. This could be because

the desklamp is fixed or not designed to be moved.
3. Action 5: go to desk 1

- Observation 5: On the desk 1, you see a bowl 1, a desklamp 1, and a laptop 2.
- This confirms that the desklamp 1 is still on the desk 1.

4. Action 4: examine alarmclock 1 with desklamp 1
- Observation 4: Nothing happens.
- This indicates that the action is invalid. The desklamp 1 must be used in a different

way or the alarmclock 1 must be brought to the desklamp 1. ......

### Conclusion
Error Location: Action 4
Explanation: The desklamp 1 cannot be used directly to examine the alarmclock 1 while it is on
desk 2. Instead, I should take the alarmclock 1 from desk 2 and bring it to desk 1 where
the desklamp 1 is located. After that, I can use the desklamp 1 to examine the alarmclock 1.

– Rollback Happened –
Action 4: take alarmclock 1 from desk 2

Figure 8: Case study for ALFWorld.

13



A Conflict Example of ReAct and GA-Rollback

Observation 0:
i’m looking for a queen size bedspread set in the color redwood, and price lower than 60.00
dollars
[Search]
Action 1: search[queen size bedspread set redwood]
Observation 1:
[Back to Search]
Page 1 (Total results: 50)
[Next >]
[B07B4KXQZV]
Lodge Bedspread Full/Queen Size Quilt with 2 Shams. Cabin 3-Piece Reversible All Season
Quilt Set. Rustic Quilt Coverlet Bed Set. Stonehurst Collection.
$44.99
[B07PGQ3JYB]
Lodge Bedspread Full/Queen Size Quilt with 2 Shams. Cabin 3-Piece Reversible All Season
Quilt Set. Rustic Quilt Coverlet Bed Set. Wilderness Collection (Moose - Grey)
$44.99
[B07WZBXSK3]
Travan 3-Piece Queen Quilt Set Quilted Bedspread Oversized Microfiber Lightweight Bedspread
Coverlet Set with Shams Bedding Set for All Season, Grey, Queen
$64.99
Action 2: think[None of the products returned in the search results match the color
redwood. I should consider searching for similar colors or broader terms.]
Observation 2: OK.

Analysis Process by Assistant:
Let’s analyze it step by step from back to front.
- Observation 2 shows that the agent is thinking about checking for similar colors since there
are no items matching the exact color redwood. However, the agent hasn’t taken any action yet.
- Observation 1 shows that there are three options available, but none of them are in the color
redwood. The agent should proceed to check for similar colors as mentioned in Observation 2.
### Conclusion
Error Location: Action 2
Explanation: The agent thought about checking for similar colors but did not take any
action. The agent should click on one of the products and check if the color is similar to
redwood or modify the search query to include similar colors. For example, the agent could
click on [B07B4KXQZV] and check if the color is similar to redwood or search for "queen size
bedspread set redwood similar".

Figure 9: A conflict example of ReAct and GA-Rollback.
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C Supplementary Results 857

The results presented in Table 3 and Table 4 offer additional details into the performance trends and 858

outcomes of the multi-trial and “wait-k” experiments. 859

Model # Trials Method Game of 24 ALFWorld Webshop

SR SR Reward SR

GLM4-9B-Chat

trial=1
Reflexion 4.6 70.1 66.4 32.6
ReAct + Reflexion 4.0 82.1 56.0 22.4
GA-Rollback + Reflexion 6.6 74.6 63.2 33.8

trial=2
Reflexion 7.2 77.6 67.3 33.6
ReAct + Reflexion 6.4 91.8 59.9 26.0
GA-Rollback + Reflexion 9.6 85.8 70.2 41.4

trial=3
Reflexion 10.6 82.1 67.7 34.2
ReAct + Reflexion 7.8 94.8 62.2 28.4
GA-Rollback + Reflexion 11.8 91.0 71.8 43.0

trial=4
Reflexion 12.4 82.1 68.1 34.6
ReAct + Reflexion 9.0 95.5 64.1 30.0
GA-Rollback + Reflexion 14.4 92.5 73.1 45.0

trial=5
Reflexion 13.6 82.8 68.3 34.6
ReAct + Reflexion 11.0 95.5 65.2 32.2
GA-Rollback + Reflexion 15.2 93.3 73.9 46.6

Qwen2.5-14B-Instruct

trial=1
Reflexion 7.4 81.3 65.9 36.8
ReAct + Reflexion 11.0 88.8 42.9 25.6
GA-Rollback + Reflexion 15.4 86.6 64.0 38.8

trial=2
Reflexion 18.8 91.8 68.5 39.6
ReAct + Reflexion 18.8 95.5 47.8 29.4
GA-Rollback + Reflexion 23.6 92.6 70.4 45.2

trial=3
Reflexion 22.8 93.3 68.8 40.0
ReAct + Reflexion 22.0 97.0 50.1 31.4
GA-Rollback + Reflexion 31.6 94.0 74.1 49.2

trial=4
Reflexion 24.6 94.0 69.4 40.6
ReAct + Reflexion 23.2 97.0 52.4 33.2
GA-Rollback + Reflexion 36.0 94.0 76.0 51.0

trial=5
Reflexion 25.8 95.5 69.9 41.0
ReAct + Reflexion 24.2 97.0 53.5 33.6
GA-Rollback + Reflexion 39.0 94.0 77.3 52.6

Table 3: Results of multi-trial experiments.

Model “wait-k” Number (SR)

Qwen2.5-14B-Instruct

1 2 3 4 5 6 7 8
80.6 81.3 81.3 84.3 86.6 88.1 85.8 86.6

9 10 11 12 13 14 15
86.6 85.8 84.3 84.3 84.3 83.6 82.1

GLM4-9B-Chat

1 2 3 4 5 6 7 8
73.1 73.9 74.6 74.6 75.4 78.4 76.9 77.6

9 10 11 12 13 14 15
77.6 76.1 75.4 73.9 75.4 75.4 73.9

Table 4: Success rates of GA-Rollback on ALFWorld with different “wait-k” number.
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D Prompt for Assistant860

The instruction prompts specifically designed for the assistant in Game of 24, ALFWorld, and Webshop861

are presented in Figures 10, 11, and 12, respectively.862

Instruction Prompt for the Assistant in Game of 24

# Task Description
You will analyze trajectories for potential errors and provide analysis in a standardized format.

# Analysis Rules
1. Focus on Error Detection: Analyze each step in the trajectory to identify errors, regardless of
the current task status.

2. Analysis Method:
- Analyze the given trajectory step by step
- Identify where the trajectory first deviated from correct behavior

3. Required Checks:
- If the number obtained after three operations is not 24, the calculation process should be changed
- If the final result is 24, then it should be displayed as a complete expression using the four
numbers in the input, such as "answer: (6 - 4) * (4 + 8) = 24"

4. Output Must Include:
- "** Error Location **": Specific step where error occurred
- "** Explanation **": Error explanation and correction method

# Example Cases
{Analysis Examples}

Figure 10: Instruction prompt for the assistant in Game of 24.

863
Instruction Prompt for the Assistant in ALFWorld

# Task Description
You will analyze trajectories for potential errors and provide analysis in a standardized format.

# Analysis Rules
1. Focus on Error Detection: Analyze each step in the trajectory to identify errors, regardless of
the current task status.

2. Analysis Method:
- Start from the final outcome
- Work backwards through each action
- Identify where the trajectory first deviated from correct behavior

3. Required Checks:
- Verify that you have reached the correct location before picking up objects
- Confirm destination exists in the environment before navigation
- If the action ’go to [location]’ results in ’Nothing happens’, it means you are already at that
location or the location doesn’t exist in the environment

864
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4. Output Must Include:
- "** Error Location **": Specific step where error occurred
- "** Explanation **": Error explanation and correction method

# Example Cases
{Analysis Examples}

865

Figure 11: Instruction prompt for the assistant in ALFWorld.

Instruction Prompt for the Assistant in Webshop

# Task Description
You will analyze trajectories for potential errors and provide analysis in a standardized format.

# Analysis Rules
1. Focus on Error Detection: Analyze each step in the trajectory to identify errors, regardless of
the current task status.

2. Analysis Method:
- Start from the final outcome
- Work backwards through each action
- Identify where the trajectory first deviated from correct behavior

3. Required Checks:
- Verify all required product attributes are selected
- Confirm specifications match the user’s requirements
- Ensure necessary clicks/selections are made before purchase

4. Output Must Include:
- "** Error Location **": Specific step where error occurred
- "** Explanation **": Error explanation and correction method

# Example Cases
{Analysis Examples}

Figure 12: Instruction prompt for the assistant in Webshop.
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