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Abstract

Knowledge Editing is a technique that updates001
large language models (LLMs) with new in-002
formation to maintain their world knowledge.003
This approach avoids the need to rebuild the004
model from scratch, thereby addressing the005
high costs associated with frequent retraining.006
Among these, the in-context editing paradigm007
stands out for its effectiveness in integrating008
new knowledge while preserving the model’s009
original capabilities. Despite its potential, ex-010
isting in-context knowledge editing methods011
are often task-specific, focusing primarily on012
multi-hop QA tasks using structured knowl-013
edge triples. Moreover, their reliance on few-014
shot prompting for task decomposition makes015
them unstable and less effective in generalizing016
across diverse tasks. In response to these lim-017
itations, we propose EditCoT, a novel knowl-018
edge editing framework that flexibly and ef-019
ficiently updates LLMs across various tasks020
without retraining. EditCoT works by generat-021
ing a chain-of-thought (CoT) for a given input022
and then iteratively refining this CoT process023
using a CoT editor based on updated knowl-024
edge. We evaluate EditCoT across a diverse025
range of benchmarks, covering multiple lan-026
guages and tasks. The results demonstrate that027
our approach achieves state-of-the-art perfor-028
mance while offering superior generalization,029
effectiveness, and stability compared to exist-030
ing methods, marking a significant advance-031
ment in the field of knowledge updating1.032

1 Introduction033

Large Language Models (LLMs) have shown re-034

markable performance across numerous NLP tasks035

in recent years. However, once an LLM has been036

fully trained, its parametric knowledge becomes037

fixed and constrained. Retraining the entire model038

to incorporate new information is both expensive039

and time-consuming. To address this challenge, the040

1Code and data available at:
https://anonymous.4open.science/r/EditCoT-6E40

field of knowledge editing has emerged, offering 041

techniques to modify or add knowledge efficiently 042

while preserving most of the original model’s pa- 043

rameters. Existing knowledge edit approaches 044

can be broadly categorized into two types: para- 045

metric and non-parametric (Wang et al., 2024b). 046

Parametric methods directly modify the model’s 047

weights to integrate new knowledge. While this 048

approach enables precise editing, existing research 049

indicates that such changes may negatively affect 050

the model’s original performance and interfere with 051

previously learned knowledge that should remain 052

unchanged (Gu et al., 2024b). In contrast, non- 053

parametric methods, such as in-context editing, are 054

increasingly popular because they utilize the in- 055

context learning ability of LLMs without modify- 056

ing the original model weights, thereby preserving 057

the model’s foundational capabilities and existing 058

knowledge (Zheng et al., 2023). 059

Most existing in-context knowledge editing 060

frameworks are designed for multi-hop question 061

answering (MQA) tasks using knowledge triples as 062

the primary knowledge representation. Researchers 063

construct multi-hop questions by linking multi- 064

ple triples to evaluate these methods’ performance 065

(Zhong et al., 2023). For instance, Mello and 066

PokeMQA guide LLMs in task decomposition with 067

manually crafted examples, facilitating knowledge 068

updates for sub-questions (Zhong et al., 2023; Gu 069

et al., 2024a). RAE (Shi et al., 2024) constructs 070

and then edits a knowledge graph, utilizing the 071

retrieval and pruning of the knowledge graph to 072

obtain contextually injected knowledge. 073

While effective for triple-based MQA tasks, 074

these methods are overly specialized and struggle 075

with other tasks and complex reasoning. For exam- 076

ple, RAE is impractical for the LeKUBE(Wang 077

et al., 2024b) legal dataset, where constructing 078

a knowledge graph on its corpus is unfeasible. 079

PokeMQA’s strategy of using updated knowledge 080

directly as answers to sub-questions works well 081
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for triple-based tasks but fails with more complex082

tasks like DUNE (Akyürek et al., 2023). Further-083

more, Mello and PokeMQA’s reliance on few-shot084

prompting for task decomposition results in insta-085

bility and reduce effectiveness across diverse tasks.086

To address the limitations of existing in-context087

editing methods, we propose EditCoT, a frame-088

work that edits LLM’s knowledge through chain-089

of-thought (CoT). EditCoT is also an in-context090

editing method that does not change the parameters091

of LLMs used for reasoning, thereby preserving the092

original capacity of the backbone LLMs. Unlike093

previous methods that are task-specific or heavily094

reliant on knowledge triples, EditCoT iteratively re-095

fines the model’s reasoning with retrieved updated096

knowledge. This flexible approach allows it to097

dynamically adapt its reasoning without requiring098

task-specific adjustments or predefined knowledge099

structures. Specifically, EditCoT starts by instruct-100

ing the LLM to first generate an answer to the ques-101

tion, and then construct an initial CoT based on102

the question and answer. The original CoT is then103

iteratively refined by a CoT editor, which requires104

only a single training session without needing re-105

training when encountering new knowledge. The106

final answer is generated by prompting the LLM to107

inference based on the updated CoT.108

We evaluate EditCoT on a variety of benchmarks,109

including the triple-based multi-hop QA dataset110

MQuAKE-CF-3k(Zhong et al., 2023), a free-form111

editing task dataset DUNE(Akyürek et al., 2023),112

and a domain-specific Chinese legal knowledge up-113

date dataset LeKUBE(Wang et al., 2024b). They114

cover different editing formats and tasks in both115

Chinese and English. Experimental results demon-116

strate that our method achieves state-of-the-art per-117

formance with better efficiency and robustness.118

The contributions of this paper are as follows:119

• We propose a novel framework, EditCoT, that ed-120

its the chain-of-thought of LLMs, enabling more121

effective and task-agnostic knowledge updates.122

• We demonstrate our method performs well across123

various knowledge editing benchmarks with dif-124

ferent editing formats and task types, exhibiting125

significantly better effectiveness, robustness, and126

generalizability compared to other baselines.127

2 Related Work128

2.1 Knowledge Editing129

Knowledge editing methods modify or update130

knowledge within LLMs, categorized into para-131

metric and non-parametric approaches (Wang et al., 132

2024b). ROME (Meng et al., 2022) is a parametric 133

method, update the model’s parameters by treating 134

FFN layers as key-value storage for precise mod- 135

ifications. Non-parametric approaches leverage 136

in-context learning (Brown et al., 2020), such as 137

Mello (Zhong et al., 2023), which uses prompts for 138

task decomposition, PokeMQA (Gu et al., 2024a), 139

which enhances Mello’s robustness with a scope 140

detector, and RAE (Shi et al., 2024), which uses a 141

knowledge graph for task-specific editing. 142

2.2 Chain-of-Thought 143

Chain-of-thought (CoT) has significantly enhanced 144

LLMs by providing step-by-step reasoning for com- 145

plex tasks. Wei et al. (2022) introduce CoT prompt- 146

ing, where manually supplied reasoning chains 147

help LLMs generate multi-step solutions. Ko- 148

jima et al. (2022) demonstrate phrases like "Let’s 149

think step by step" enable zero-shot CoT reason- 150

ing. Recent work has focused on enhancing the 151

factuality of CoT. Wang et al. (2023b) propose a 152

self-consistency decoding method to improve CoT 153

reliability. Zhao et al. (2023) introduce Verify-and- 154

Edit that involves editing the generated CoT. How- 155

ever, our approach significantly differs in some key 156

aspects. The verification process of Verify-and-Edit 157

relies on self-consistency, which is less effective 158

for knowledge editing due to the LLM’s high confi- 159

dence in outdated information. Additionally, their 160

method depends on the LLM’s ability to learn from 161

context, whereas our CoT editor provides more 162

comprehensive adjustments. Further comparative 163

analysis can be found in Appendix B. 164

3 Methodology 165

In this section, we present the methodology of the 166

EditCoT framework in detail. We begin with an 167

overview of our proposed approach, followed by a 168

step-by-step description of the framework’s work- 169

flow. We then explain the CoT editor training pro- 170

cess in depth, concluding with a discussion of im- 171

plementation details and dataset construction. 172

3.1 Methodology Overview 173

EditCoT aims to update LLMs by editing their CoT, 174

integrating new factual knowledge while preserv- 175

ing their reasoning capabilities. Traditional para- 176

metric knowledge editing methods often require 177

resource-intensive retraining or fine-tuning, which 178

can result in the loss of existing knowledge. In 179

contrast, EditCoT introduces an iterative editing 180
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Final Answer: Europe

Original LLM

 CoT Editor

 Question:

E

Answer: South America

Old CoT :

New CoT :

Next Iteration

Figure 1: EditCoT updates LLMs by iteratively editing
the CoT to integrate new knowledge while preserving its
reasoning abilities. It generates an initial CoT, detects
conflicts, and revises the CoT iteratively.

mechanism that efficiently incorporates updates by181

focusing solely on the CoT, ensuring that the model182

remains both accurate and logically consistent.183

The framework leverages two components: an184

unedited version of the LLM responsible for gen-185

erating the initial CoT, detecting conflict, and gen-186

erating the final answer, and an editor capable of187

editing CoT based on the new knowledge. The188

following subsection details each step of EditCoT.189

3.2 Workflow of EditCoT190

Figure 1 illustrates the EditCoT framework’s over-191

all workflow, which is also described in pseudocode192

in Appendix A. The core steps are as follows:193

Step 1: Generate Initial CoT by the Origi-194

nal LLM. At the beginning of the process, the195

unedited LLM generates an initial CoT in response196

to a query. This CoT outlines the sequence of rea-197

soning steps leading to the model’s final answer.198

Prioritizing the completeness of the reasoning path199

over the answer’s accuracy, we first let the model200

provide the answer directly and then generate the201

CoT based on the question and answer.202

Step 2: Retrieve Step by Step and Detect Con-203

flicts. Once the initial CoT is generated, we treat204

each step of the CoT as a query and retrieve it from205

the memory of edited knowledge. This memory206

is typically organized in two ways: one where the207

pre- and post-edit knowledge are paired together208

(e.g., MQuAKE (Zhong et al., 2023)), and another209

where only the post-edit knowledge is provided 210

(e.g., DUNE (Akyürek et al., 2023)). For the for- 211

mer, we search the knowledge base for the pre-edit 212

knowledge and then match the post-edit knowledge 213

according to the corresponding relationship. For 214

the latter, we directly search within the post-edit 215

knowledge. Once updated knowledge is found, we 216

proceed to the conflict detection stage. 217

EditCoT utilizes the original LLM to detect 218

knowledge conflicts by engaging in a three-class 219

classification task: conflict, support, or irrelevant. 220

Specifically, given a question, the initial CoT, and 221

the retrieved knowledge, the classification is de- 222

termined based on the probability of the prefix of 223

the corresponding word output by the LLM. This 224

process is crucial for identifying whether the origi- 225

nal reasoning diverges from new, more accurate, or 226

updated knowledge. 227

Step 3: Edit the chain-of-thought Once a 228

knowledge conflict is detected, we input the ques- 229

tion, new knowledge, and the old CoT into a CoT 230

editor. This editor generates a new CoT based on 231

the input. Then, our iterative process returns to 232

Step 2, where this new CoT is treated as the old 233

CoT for retrieval and conflict detection. The pro- 234

cess continues until no conflicts are found, or the 235

maximum number of iterations is reached. 236

Step 4: Get Final Answer Once the CoT has 237

been fully edited and no further conflicts are de- 238

tected, the final chain-of-thought is used to generate 239

the final answer. The original LLM is responsible 240

for this step, ensuring that the model’s answer ad- 241

heres to its existing inferential abilities, while also 242

incorporating the new factual knowledge. We in- 243

struct the original LLM to pay more attention to the 244

new CoT in the context since the new CoT often 245

conflicts with the model’s intrinsic knowledge. 246

3.3 CoT Editor Training 247

We design an automated approach to generate train- 248

ing data required for the CoT editor, where hu- 249

man annotation is unnecessary, except for the use 250

of some human-posed questions. Our method 251

does not rely on state-of-the-art LLMs like GPT- 252

4(OpenAI et al., 2023) and is not tailored to spe- 253

cific datasets or tasks. The editor learns to edit CoT 254

during training and can apply this skill to various 255

tasks without retraining when encountering new 256

knowledge. Additionally, the CoT editor is trained 257

from the original LLM, ensuring that no knowledge 258

distillation issues arise. 259
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Figure 2: Diagram of the dataset construction: Our data source consists solely of questions from HotpotQA, without
requiring human-annotated answers or related articles. In Part II, the blue sections represent the prefix used to guide
generation, which have been generated in Part I, while red sections indicate newly generated reasoning paths.

3.3.1 Task Formulation260

The editor’s input includes a question Q, an orig-261

inal CoT, and new knowledge Knew that conflicts262

with the CoT. The goal is to generate a revised263

chain-of-thought CoTnew that incorporates new264

knowledge. Formally, this can be expressed as:265

Editor(Q,CoT,Knew) → CoTnew,266

3.3.2 Data Construction267

To construct training data, we start by collecting268

high-quality, human-generated questions. In prac-269

tice, we use the validation and test sets from the270

HotpotQA(Yang et al., 2018) dataset, which con-271

tains diverse multi-hop questions that often require272

multiple Wikipedia articles to answer. HotpotQA273

is selected for its diversity of question types, and274

multi-hop reasoning tasks generally yield more275

complex CoTs. After obtaining these questions,276

we use the following construction steps:277

Part I: Retrieve, then Generate CoT and An-278

swer For each question, we first retrieve top-5 rel-279

evant Wikipedia paragraphs and then use a retrieval-280

augmented generation (RAG) method to generate281

the CoT and the corresponding answer. We con-282

sider this initial CoT and answer as a basic version,283

and in the following sections, these are highlighted284

as CoT and Answer for clarity. To facilitate step-285

level separation, we prompt the model to indicate286

each step with the [STEP] phrase.287

Part II: Prefix-Guided CoT Generation Given288

a CoT with N steps generated in Part I, for each289

step, e.g. the kth step (k = 1, 2, . . . , N ), we take 290

the first (k − 1) steps as a prefix and prompt the 291

model to generate the remaining steps and the final 292

answer, marked as CoT k and Answer k respec- 293

tively. It is important to note that this step does not 294

use RAG, and the model is only prompted with the 295

first (k− 1) steps of the CoT as context. We finally 296

obtain N CoTs in this part. 297

Part III: Conflict Detection We then compare 298

each of the N CoTs generated in Part II to the 299

original CoT and instruct the model to detect any 300

knowledge conflicts. A data point is accepted into 301

the final dataset only if: (1) there is a conflict in the 302

final answers, and (2) there is a conflict at the first 303

diverging step between the two CoTs. 304

For example, considering CoT k and CoT , 305

the first diverging step is step k. If the original 306

Step k and the new Step k conflict with each 307

other, and there is also a conflict between Answer 308

and Answer k , they are eligible to be added to the 309

final dataset. This ensures that conflicting knowl- 310

edge can be pinpointed at a specific step in the 311

reasoning chain. Here we assume that the diver- 312

gence occurs only once in most of the cases. 313

Part IV: Rewrite to Extract New Knowledge In 314

this step, we rewrite the identified diverging step 315

from the original CoT to explicitly extract the new 316

knowledge. Specifically, for the example above, a 317

complete training data entry is formed as a tuple: 318

(Q, CoT, Knew, CoTnew) = 319

(Question, CoT k , rewrite( Step k ), CoT ). 320
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The actor that played Chuck in "Ernest Saves Christmas" co-stars with Alison Elliott and 
Ellen Burstyn in a 1996 film written by who?

The actor who played Chuck in "Ernest Saves Christmas" is Gailard Sartain.
Gailard Sartain co-starred with Alison Elliott and Ellen Burstyn in the 1996 film "That 
Thing You Do!".
"That Thing You Do!" was written by Tom Hanks.

Gailard Sartain co-starred with Alison Elliott and Ellen Burstyn in the 1996 film "What 
Dreams May Come".

The actor who played Chuck in "Ernest Saves Christmas" is Gailard Sartain.
Gailard Sartain co-stars with Alison Elliott and Ellen Burstyn in the 1996 film "What 
Dreams May Come".
The writer of "What Dreams May Come" is Neil Jordan.

Figure 3: A training data example. The black part of the
two CoTs indicates a shared prefix.

We also apply regular expressions to filter out low-321

quality examples, such as those overly influenced322

by the retrieved documents in RAG. Figure 2 illus-323

trates the overall process of dataset construction.324

3.4 Implementation Details for Training325

We implement conflict detection using a multiple-326

choice format. If the model assigns a probability327

of 0.6 or higher to a conflict between two answers328

or reasoning steps, we consider them inconsistent.329

During prefix-guided generation, to encourage the330

LLM to focus on the same topic at the diverg-331

ing step, we provide the first word of the origi-332

nal CoT at the diverging step to the LLM. Prompt333

templates for dataset construction are detailed in334

subsection H.1. The dev and test sets of HotpotQA335

contain 14,810 questions. Using Meta-Llama-3-336

8B-Instruct(Dubey et al., 2024) and Qwen2.5-14B-337

Instruct(Yang et al., 2024; Team, 2024), we gen-338

erate 459 and 316 training examples, respectively.339

Figure 3 illustrates a constructed data instance. Dur-340

ing training, we calculate the loss based on CoTnew341

using cross-entropy loss.342

4 Experimental Settings343

4.1 Dataset and Metrics344

We evaluate the performance of EditCoT and other345

baselines across the following three datasets:346

MQuAKE-CF-3k(Zhong et al., 2023) This347

dataset is designed for knowledge editing using348

Wikipedia-based knowledge triples, with queries349

in the form of multi-hop questions. The evaluation350

metric is Multihop-Accuracy, as in the original pa-351

per: each instance contains 3 questions, and if any-352

one is answered correctly, it is considered accurate.353

We follow the settings of Mello and PokeMQA, 354

using Exact Match to assess correctness. 355

DUNE(Akyürek et al., 2023) It includes various 356

editing tasks, where edits are natural language in- 357

structions for the model to follow specific facts or 358

requirements. It covers correcting errors, adding 359

new information, etc. We conduct evaluations on 3 360

subsets: Arithmetic Reasoning, Scientific Reason- 361

ing, and New Information. The metric is Accuracy. 362

LeKUBE(Wang et al., 2024a) A Chinese legal 363

knowledge editing dataset . We focus on two chal- 364

lenging tasks, where prior baselines show poor per- 365

formance: Multiple-Choice Questions of the Legal 366

Scenario and True/False Questions of Change in 367

Statute. The metric is Accuracy. The statistics of 368

the three benchmarks are detailed in Appendix C. 369

4.2 Models 370

We evaluate two open-source models: Meta-Llama- 371

3-8B-Instruct(Dubey et al., 2024) and Qwen2.5- 372

14B-Instruct(Team, 2024). Since the former does 373

not support Chinese, we evaluate the latter on 374

LeKUBE. Following LeKUBE’s protocol, we first 375

fine-tune the model on the STARD corpus(Su et al., 376

2024a), which contains Chinese laws and judicial 377

interpretations, to ensure the model acquires Chi- 378

nese legal knowledge before any updates. 379

We also assess GPT-4o-2024-08-06(OpenAI 380

et al., 2023) on MQuAKE-3k-CF. Due to its pro- 381

prietary nature, we test only a few non-parametric 382

editing methods on this model. Following RAE(Shi 383

et al., 2024), we randomly sample 300 data points 384

to minimize costs. Meta-Llama-3-8B-Instruct is 385

used as a proxy model for tasks the proprietary 386

model cannot perform. In RAE, this proxy extracts 387

and prunes knowledge graphs based on probabili- 388

ties, while in EditCoT, it acts as a CoT editor. 389

4.3 Baselines 390

We compare EditCoT with a range of model 391

editing techniques, including knowledge neuron- 392

based (KN)(Dai et al., 2022), rank-one model 393

editing (ROME)(Meng et al., 2022), and in- 394

context methods such as Mello(Zhong et al., 2023), 395

PokeMQA(Gu et al., 2024a), and RAE(Shi et al., 396

2024). We also include full-parameter fine-tuning 397

(FT) and retrieval-augmented generation (Naive 398

RAG)(Lewis et al., 2020) as baselines. To dis- 399

tinguish our approach from the RAG method, we 400

evaluate two advanced variants, RAT(Wang et al., 401

2024c) and FLARE(Jiang et al., 2023), on the 402
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MQuAKE and DUNE benchmarks. RAT incorpo-403

rates multi-turn query rewriting, retrieval, and CoT404

enhancements to address complex tasks effectively.405

FLARE dynamically determines the necessity of406

retrieval during model inference. These compar-407

isons highlight the superiority of our approach in408

performing knowledge editing tasks.409

Notably, since LeKUBE is a Chinese dataset,410

we translate the official prompts for Mello and411

PokeMQA into Chinese to accommodate their sen-412

sitivity to language type. RAT and FLARE are not413

evaluated on LeKUBE because it is challenging to414

align their settings with those of the dataset. RAE415

is not applicable to datasets other than MQuAKE-416

CF-3k since it requires construction of knowledge417

graphs, which is impractical on these datasets. De-418

tails on the baselines are available in Appendix D.419

4.4 Implementation Details420

For the CoT editor, the data construction process421

is outlined in subsection 3.4. We use 80% of the422

filtered data generated by the respective model and423

train it for 1 epoch. To generate the initial answer,424

CoT, and final answer, and detect conflicts, we use425

5-shot prompts styled after Mello and PokeMQA426

and apply this format across all tasks, as detailed in427

subsection H.2 . For conflict detection, we instruct428

the model to classify outputs into three categories:429

"Contradict", "Support", or "Unrelated". We take430

the token with the highest probability as the final431

classification. While we use the [STEP] token dur-432

ing dataset construction, in actual inference, we433

allow the model to freely generate the CoT, with434

steps separated by newline characters.435

For the EditCoT retrieval corpus, settings are pro-436

vided in section 3.2. For datasets offering both pre-437

and post-edit knowledge (e.g., MQuAKE-CF-3k438

and LeKUBE), we retrieve from the pre-edit corpus439

and match with corresponding post-edit sentences.440

For datasets with only post-edit knowledge (e.g.,441

DUNE), we directly retrieve from the post-edit cor-442

pus. We use the same retriever, Contriever(Izacard443

et al., 2022), as Mello in MQuAKE-CF and DUNE.444

For Chinese datasets, we use BM25(Robertson445

et al., 2009), which performs well in LeKUBE.446

5 Experimental Results447

5.1 Effectiveness448

Generalizability. EditCoT demonstrates superior449

dataset generalization and model robustness com-450

pared to baselines. As shown in Table 1, EditCoT451

achieves top performance on 6 out of 8 results and 452

second-best on 2 out of 8 results in MQuAKE-3k- 453

CF and DUNE, outperforming all baselines. It 454

consistently excels across two LLMs, unlike other 455

methods like Mello, PokeMQA, and RAE, which 456

perform well on Llama-3-8B-Instruct but poorly 457

on Qwen2.5-14B-Instruct. Mello and PokeMQA’s 458

lack of robustness stems from their dependence on 459

strict instructions and hand-crafted few-shot exam- 460

ples, which exhibit varying effectiveness across 461

models and tasks. Additionally, safety-aligned 462

models often reject external edits. To provide a 463

detailed comparison between our method and the 464

baselines, we include case studies in Appendix G. 465

Applicability to Vertical Domains and Black- 466

box Models. EditCoT is also effective in special- 467

ized vertical domains and proprietary models. Ta- 468

ble 2 presents the evaluation results on LeKUBE, 469

where EditCoT outperforms all baselines across 470

two tasks, significantly surpassing other methods 471

in the multiple-choice questions of the legal sce- 472

nario. Furthermore, Table 3 reports GPT-4o’s per- 473

formance on MQuAKE-CF, where EditCoT also 474

demonstrates competitive results, achieving second- 475

best overall. Notably, the proxy model in this ex- 476

periment is Meta-Llama-3-8B-Instruct. When we 477

compare the performance of the proxy model itself 478

with the GPT-4o, we find that, while RAE’s accu- 479

racy improves from 54.1% to 59.7% with GPT-4o, 480

EditCoT achieves a larger relative improvement, 481

rising from 35.4% to 45.0%. This suggests that Ed- 482

itCoT’s success may depend more on the model’s 483

internal reasoning abilities, whereas RAE benefits 484

primarily from leveraging external knowledge. 485

Challenges in General-Purpose In-Context 486

Editing. Developing a broadly applicable in- 487

context editing framework remains a significant 488

challenge across both datasets and models. The 489

three datasets we evaluate spanning multi-hop rea- 490

soning, generalized edits, domain-specific knowl- 491

edge, and different languages, posing difficulty for 492

current editing methods. Among the baselines, 493

PokeMQA performs well on multi-hop questions 494

with Llama-3-8B-Instruct, and simpler methods 495

like Naive RAG excel in narrow settings. However, 496

these methods perform poorly on other datasets 497

and models. RAE excels on the MQuAKE-CF-3k, 498

because it constructs structured knowledge graphs 499

and accesses a broader range of external knowledge 500

(e.g., Wikipedia), but fails to generalize beyond 501

structured datasets. In contrast, EditCoT addresses 502

these limitations, achieving the best or second-best 503
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Table 1: Results on MQuAKE-CF-3k and three subsets of DUNE, with MQuAKE-CF-3k using the Multi-hop
Accuracy metric and the others using Accuracy. The best performance for each dataset and model is highlighted in
bold, and the second-best is underlined. A dash ("-") indicates that the method is not applicable to the given dataset.
Llama and Qwen represent Llama-3-8B-Instruct and Qwen2.5-14B-Instruct, respectively.

Models Datasets
Parametric Methods RAG Methods In-Context Editing
FT KN ROME Naive RAG RAT FLARE Mello PokeMQA RAE EditCoT(Ours)

Llama

MQuAKE-CF-3k 11.2 2.8 4.0 9.7 0.7 3.3 10.0 26.1 54.1 35.4

DUNE
Arithmetic 74.1 80.4 80.5 84.0 70.0 40.1 73.7 83.8 - 90.7
Scientific 11.1 82.1 81.4 81.6 84.3 82.1 77.1 61.7 - 85.0
New Info 30.3 66.6 69.1 89.2 77.0 81.6 89.8 58.7 - 91.3

Qwen

MQuAKE-CF-3k 9.3 3.2 0.0 10.0 3.3 3.7 5.8 5.3 26.9 34.2

DUNE
Arithmetic 82.8 86.9 86.9 89.7 82.6 23.4 61.0 35.2 - 97.3
Scientific 13.8 75.3 75.5 70.7 86.0 83.2 37.0 7.7 - 86.3
New Info 76.2 73.4 73.1 96.8 87.4 70.1 34.3 17.3 - 93.8

Table 2: Applicability to vertical domains: LeKUBE is a Chinese Legal Knowledge Editing Benchmark. The model
used is Qwen2.5-14B-Instruct.

Subsets of LeKUBE Fine-tuning Naive RAG KN ROME Mello PokeMQA EditCoT(Ours)

MCQ of the Legal Scenario 42.2 47.2 38.9 38.3 6.7 0.0 58.3
T/F Questions of Change in Statute 65.9 69.2 55.8 56.1 18.6 0.0 69.5

Table 3: Results on GPT-4o (a black-box LLM). Llama-
3-8B-Instruct serves as a proxy LLM for RAE and Edit-
CoT. The dataset is 300 samples from MQuAKE-CF.

Naive RAG Mello PokeMQA RAE EditCoT(Ours)
Score 12.0 15.0 9.7 59.7 45.0

performance across most datasets and models, al-504

though it is not always optimal.505

RAG methods underperform compared to Ed-506

itCoT. There are two reasons: 1) RAG methods sel-507

dom address conflicts between parametric and con-508

textual knowledge, which are common in knowl-509

edge editing. While RAT modifies CoT, Table 5.4510

shows that EditCoT, using a trained editor, injects511

knowledge more effectively than a simple prompt.512

2) Certain assumptions of RAG are incompatible513

with knowledge editing. FLARE dynamically de-514

cides on retrieval based on model uncertainty about515

generated words. However, in knowledge editing,516

the LLM is often confident about the old knowl-517

edge contained within its parameters.518

5.2 Robustness519

In this section, we evaluate EditCoT against520

other in-context knowledge editing methods, using521

Llama3-8B-Instruct from multiple perspectives.522

Locality: Locality is a crucial metric in knowl-523

edge editing, assessing a method’s ability to update524

specific knowledge without impairing untargeted525

information (Mitchell et al., 2022). We evaluate lo-526

Table 4: Locality test on the New Info (Locality) set of
DUNE. EditCoT is the best in all methods.

Before Editing Naive RAG Mello PokeMQA EditCoT

Accuracy 65.2 34.3 58.0 45.6 59.7

cality using the New Information (Locality) subset 527

of DUNE, where the retrieval scope is limited to the 528

edited set (consistent with the main experimental 529

setup), but test tasks pertain to knowledge outside 530

this set. The results, presented in Table 4, are com- 531

pared with the unedited base model’s performance. 532

While all editing methods show some decline in 533

performance relative to the unedited model, Edit- 534

CoT exhibits the best locality. RAG performs the 535

worst, as it lacks conflict detection between doc- 536

uments and queries, resulting in poor handling of 537

irrelevant information. 538

Performance with Different Batch Sizes: The 539

performance of knowledge editing methods varies 540

with the editing batch size. Here we denote the 541

batch size as the number of questions in one batch. 542

We test the sensitivity of Mello, PokeMQA, and 543

EditCoT to batch sizes.2 We evaluate batch sizes of 544

1, 10, 100, and 300 on a 300-sample dataset from 545

MQuAKE-CF-3k. Results in Figure 5 indicate that 546

all methods perform best with a single sample, with 547

performance decreasing as size increases. However, 548

2We don’t compare RAE because the locality of in-context
editing is influenced by retrieval. RAE uses knowledge graph
retrieval, which is not comparable to the other three methods.
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Figure 4: Inference time vs. performance: A method
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ence time and higher performance. Due to the extensive
horizontal span, the figure is divided in the middle.
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Figure 5: Performance with different batch sizes on
MQuAKE-CF. The metrics here is multi-hop accuracy.

EditCoT consistently outperforms the others across549

all batch sizes, showing the smallest performance550

degradation (around 20%) from size 1 to 300, com-551

pared to declines of over 30% for the others.552

5.3 Efficiency553

We investigate efficiency on 100 sampled ques-554

tions from MQuAKE-CF-3k. By varying the max-555

iterations for Mello, PokeMQA, and EditCoT, we556

record their corresponding inference time and per-557

formance. Complete experimental details are in558

Appendix E. As shown in Figure 4, EditCoT559

achieves superior performance with the shortest560

inference time, outperforming baselines at simi-561

lar computational costs. The efficiency advantage562

stems from requiring fewer iterations (3.65 average563

iterations for EditCoT vs. 4.33 average iterations564

for PokeMQA) and demonstrating stronger early565

performance within initial iterations. Further de-566

tails on the impact of iteration limits are in Figure F.567

The average inference time for RAE and two ad-568

vanced RAG methods exceeds 20 seconds, making569

their application in real-world tasks challenging.570

Table 5: Impact of training settings on the performance
of the CoT editor, evaluated on MQuAKE-CF.

# Epoch 1 2 3 4 5
Accuracy 40.3 40.7 40.3 40.0 40.0

# Training Data 50 100 200 250 316(All)
Accuracy 39.0 39.3 40.7 40.3 40.3

5.4 Ablation Study 571

We conduct ablation studies using a dataset of 300 572

examples sampled from MQuAKE-CF-3k, with the 573

model Qwen2.5-14B-Instruct. 574

Impact of Components We evaluate two com- 575

ponents of our method. First, removing conflict 576

detection before editing the CoT results in a 18.1% 577

performance drop (33.0 vs. 40.3). Second, using 578

the original model as the CoT editor without spe- 579

cialized training leads to an even more significant 580

performance degradation (26.7 vs. 40.3). These 581

results demonstrate the critical role of both com- 582

ponents: conflict detection prevents contamination 583

from irrelevant retrieved information, while train- 584

ing the editor enables effective utilization of model 585

editing capabilities beyond simple prompting. 586

Impact of Training Configurations Table 5 il- 587

lustrates the effect of training dataset sizes and 588

epochs on the CoT editor. While increasing the 589

number of epochs has little impact, performance 590

stabilizes after expanding the training size to 200 591

examples, suggesting that the CoT editor requires a 592

sufficient amount of diverse data to learn effectively. 593

This supports our main experimental setup, where 594

training for one epoch with 80% of generated data 595

(252 examples) is a reasonable choice. 596

6 Conclusion 597

In this paper, we introduce EditCoT, a novel 598

framework designed for efficiently updating LLMs 599

through iterative CoT editing. EditCoT enhances 600

the generalizability and robustness of knowledge 601

editing across diverse tasks, without the need for 602

retraining the LLM each time new knowledge is 603

encountered. Our experiments, conducted on a vari- 604

ety of benchmarks, demonstrate that EditCoT con- 605

sistently outperforms existing methods, proving its 606

effectiveness in both general-purpose and domain- 607

specific applications. This approach presents a flex- 608

ible and efficient solution for continuous knowl- 609

edge updates in LLMs, marking a significant ad- 610

vancement in the field of knowledge editing. 611
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7 Limitations612

EditCoT has certain limitations, particularly in its613

reliance on two distinct models. While this design614

choice does not increase inference time, it does615

result in higher GPU resource consumption, which616

can be challenging in environments with limited617

hardware resources. Additionally, the iterative na-618

ture of the CoT refinement process may add to the619

computational overhead.620

For the CoT editor, the extent to which the model621

size can be reduced and the potential for further622

compression have not been fully explored in this623

work. Future work could explore the possibility of624

smaller editors, aiming to reduce the computational625

burden without compromising performance. This626

could make EditCoT more accessible and practical627

for a wider range of applications and deployment628

scenarios.629
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A Pseudocode Description of EditCoT1101

The pseudocode description of EditCoT is shown1102

in Algorithm 1.1103

B Detailed Comparison with the1104

Verify-and-Edit Framework1105

Zhao et al. (2023) introduce a Verify-and-Edit1106

framework that, on the surface, appears similar to1107

our approach as it also involves editing the gener-1108

ated CoT. However, there are several key distinc-1109

tions: (1) their verification process relies on the1110

self-consistency, which works well for general QA1111

tasks but is less applicable to knowledge editing1112

since the model often shows high confidence in out-1113

dated information, leading to high consistency even1114

when incorrect. We conducted tests on MQuAKE-1115

CF-3k, focusing only on the triggering of editing1116

and ignoring subsequent edit results. Using the1117

self-consistency, edits were triggered in only 37%1118

of cases on the knowledge editing dataset, while1119

our method triggered edits in 95% of cases.; (2)1120

their editing relies on the model’s ability to learn1121

from context, whereas in Table 5.4, we demon-1122

strate that our proposed CoT editor significantly1123

outperforms this self-editing approach in knowl-1124

edge editing tasks; and (3) their method actually1125

resembles Mello’s (Zhong et al., 2023) strategy of1126

decomposing tasks, whereas our approach modifies1127

the entire CoT in each round of editing, allowing1128

for more comprehensive adjustments.1129

C Details of Benchmarks1130

Table 6 shows the statistics of the three benchmarks,1131

including the total number of edits and queries.1132

D Details of Baselines1133

We focus on In-Context Editing methods and also1134

compare EditCoT with several traditional model1135

editing techniques:1136

Dataset Subset Edits Queries
MQuAKE-CF-3k - 2785 3,000

DUNE
Scientific Reasoning 223 1508
Arithmetic Reasoning 184 1065
New Information 200 1000

LeKUBE MCQ of the Legal Scenario 180 180
T/F Questions of Change in Statute 180 642

Table 6: Statistics on the number of edits and questions
for the benchmarks

Fine-tuning (FT): A full-parameter fine-tuning 1137

approach. Since we evaluate Instruct Models, 1138

we train the model on question-answer pairs con- 1139

structed from each dataset’s editing instances. 1140

Naive RAG (Lewis et al., 2020): Given an exter- 1141

nal knowledge base and a retriever, the Retrieval- 1142

Augmented Generation (RAG) framework injects 1143

relevant knowledge into the model by concatenat- 1144

ing retrieved documents into the context, effec- 1145

tively augmenting the language model’s ability to 1146

reason and reduce hallucinations (Su et al., 2024c; 1147

Chen et al., 2024; Su et al., 2024b,d). Following 1148

the settings from the original LeKUBE and DUNE 1149

papers, we use BM25(Robertson et al., 2009) as the 1150

retriever, a retrieval method based on lexical match- 1151

ing, and concatenate 3 and 1 retrieved documents, 1152

respectively. For the evaluation of MQuAKE-CF- 1153

3k, since the original paper does not test RAG, we 1154

still use BM25 as the retriever, setting it to concate- 1155

nate 5 retrieved documents. 1156

RAT(Wang et al., 2024c): A RAG method 1157

that refines the model-generated reasoning steps 1158

through multiple rounds of query rewriting and re- 1159

trieval. We utilize the official prompt template and 1160

ultimately guided the model to derive the final an- 1161

swer based on the original question and the final 1162

reasoning steps. All other settings are identical to 1163

those in Naive RAG. 1164

FLARE(Jiang et al., 2023): A dynamic RAG 1165

that determines whether to perform retrieval by as- 1166

sessing the uncertainty of the generated sentences 1167

during the generation process. We set the hallucina- 1168

tion detection threshold at 0.12. All other settings 1169

remain the same as in Naive RAG. 1170

KN(Dai et al., 2022): This method updates 1171

knowledge by identifying and editing "knowledge 1172

neurons" in the model. In our experiments, we set 1173

the prompt number n for neuron identification to 1174

10, the knowledge attribution threshold to 0.2, and 1175

the probability of retaining shared neurons to 0.4. 1176

ROME(Meng et al., 2022): A Rank-One Model 1177

Editing method that directly modifies key-value 1178

pairs in the FFN layers. For our experiments, we 1179
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Algorithm 1 EditCoT Framework
1: Input: Query q, Original Model M , Edited Model Medit, Memory of Facts K, Maximum Iterations

N , Mapping of old facts to new facts F
2: Output: Final Answer Afinal
3: Aold ← GenerateAnswer(M, q) ▷ Generate initial answer
4: CoTold ← GenerateCoT(M, q,Aold) ▷ Generate initial chain-of-thought
5: for i = 1 to N do
6: for each step s in CoTold do
7: Fnew ← RetrieveFacts(s,K) ▷ Retrieve new fact from memory
8: if F exists then
9: Fnew ← F [Fnew] ▷ Map old fact to new fact if applicable

10: end if
11: if Fnew ̸= ∅ then
12: break
13: end if
14: end for
15: is_Conflict← Verify(M, q,CoTold, Fnew) ▷ Verify conflict between CoT and new fact
16: if not is_Conflict then
17: break
18: end if
19: CoTnew ← EditChain(Medit, q, CoTold, Fnew) ▷ Edit chain-of-thought with new fact
20: CoTold ← CoTnew ▷ Update old CoT with new one
21: end for
22: Afinal ← GenerateAnswer(M,CoTnew) ▷ Generate final answer based on edited CoT
23: return Afinal

uniformly modify the fifth layer and calculate the1180

loss at the final layer of the model. The weight1181

decay is set to 1× 10−3.1182

Both KN and ROME methods are implemented1183

using the EasyEdit(Wang et al., 2023a) library,1184

which integrates several model editing techniques1185

for ease of use. It is important to note that both1186

methods rely on knowledge triples for editing. In1187

the Scientific Reasoning and New Information sub-1188

sets of DUNE, the edits consist of longer natural1189

language sequences. We use GPT-4o to extract the1190

relevant knowledge triples.1191

Mello(Zhong et al., 2023): Mello performs in-1192

context editing by decomposing the problem into1193

sub-questions and utilizing retrieval. We follow1194

the official setting with a maximum of 4 retrieval1195

rounds and adapt the prompts to Instruct Mod-1196

els. In English datasets, we use Contriever(Izacard1197

et al., 2022) as the retriever, following the settings1198

from the original paper. For the Chinese LeKUBE1199

dataset, we translate the prompts into Chinese and1200

use BM25 as the retriever.1201

PokeMQA(Gu et al., 2024a): Built on top of1202

Mello, PokeMQA adds entity extraction and scope1203

determination to refine the question understanding.1204

We follow the official setting with a maximum of 1205

5 rounds and use their pre-trained Scope-Detector. 1206

For DUNE and LeKUBE, where no pre-extracted 1207

entities are available, we instruct the model to ex- 1208

tract entities in a similar format. Since the official 1209

Scope-Detector only supports English, we translate 1210

the input sentences for LeKUBE tasks into English 1211

before applying the detector. 1212

During the GPT-4o evaluations, we observed 1213

difficulties in strictly following the prompt format. 1214

To mitigate this issue, we add the system prompt: 1215

"Follow the examples below." 1216

Additionally, for Mello, PokeMQA and Edit- 1217

CoT, since LeKUBE evaluates changes in legal 1218

provisions, and other baselines can utilize both old 1219

and new laws, we concatenate the pre- and post- 1220

update legal texts and provide them to the model 1221

after retrieval for fair comparison. 1222

RAE(Shi et al., 2024): RAE constructs knowl- 1223

edge graphs for retrieval and leverages the model 1224

to assist in retrieving and pruning the graphs. How- 1225

ever, for DUNE and LeKUBE, knowledge graphs 1226

similar to those in Wikipedia cannot be constructed, 1227

making RAE less generalizable to these tasks. 1228

Additionally, the LLMs we used are imple- 1229
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Figure 6: Performance with different max iterations. A
full retrieval-generation cycle is defined as one iteration.

mented by Huggingface Transformers library (Wolf1230

et al., 2020).1231

E Details of Efficiency Experiments1232

All efficiency experiments are conducted on a sin-1233

gle NVIDIA A100 (40G) GPU.1234

RAE’s official implementation uses Wikipedia1235

API calls; hence, we exclude network latency from1236

its reported inference time (including this would1237

place RAE around 46 seconds on the x-axis). De-1238

spite this, RAE has a notably longer inference time1239

due to multiple forward propagations for knowl-1240

edge graph retrieval and pruning, particularly when1241

selecting the next relation, which requires feeding1242

all candidates into the model respectively.1243

The efficiency of EditCoT is attributed to fewer1244

required iterations: while PokeMQA averages1245

4.33 iterations, EditCoT needs only 3.65, indicat-1246

ing fewer long-text generation steps. Here a full1247

retrieval-generation cycle is defined as one itera-1248

tion.1249

F Performance with different max1250

iterations1251

We explore how varying the maximum number of1252

iterations affects their performance. Figure 6 shows1253

the results. PokeMQA and Mello require more iter-1254

ations to reach optimal performance, with relatively1255

low accuracy in early iterations. On the other hand,1256

EditCoT outputs a complete chain-of-thought in1257

each iteration, achieving decent performance after1258

the first iteration.1259

G Case Studies1260

In Figure 7, we compare EditCoT with Mello and1261

PokeMQA on two questions. The first question1262

from the Scientific Reasoning subset of DUNE 1263

shows that EditCoT initially generates an incor- 1264

rect answer and CoT. However, after retrieval and 1265

conflict detection, it modifies the CoT to arrive at 1266

the correct solution. In contrast, Mello retrieves 1267

a relevant edit but fails to detect any conflict with 1268

the initial answer, missing the opportunity for cor- 1269

rection. This demonstrates the strength of Edit- 1270

CoT’s conflict detection mechanism, which eval- 1271

uates the entire reasoning chain against retrieved 1272

edits. PokeMQA struggles with both sub-questions, 1273

producing a repetitive decomposition and failing to 1274

trigger an edit. 1275

The second question from MQuAKE-CF-3k 1276

again illustrates EditCoT’s ability to transition from 1277

an incorrect inference to the correct answer through 1278

CoT editing. Although both PokeMQA and Mello 1279

successfully retrieve and detect the relevant edit 1280

(changing the author of Harry Potter to Maurice 1281

Maeterlinck), they do not apply it. This indicates 1282

that models designed with safety in mind may re- 1283

sist incorporating external knowledge in favor of 1284

their internal knowledge. EditCoT addresses this 1285

issue by decoupling conflict detection from the edit- 1286

ing process and training a model specifically for 1287

CoT editing, leading to more effective reasoning 1288

updates. 1289

H Prompt Templates 1290

Since the models we are working with are all In- 1291

struct Models, the following prompt template uses 1292

"system", "user", and "assistant" to represent dif- 1293

ferent roles. 1294

H.1 Prompt Templates of Dataset 1295

Construction 1296

First, we use RAG to generate CoT and the answer. 1297

The prompt template is as follows: 1298
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 Which of these functions like the hinges on eyeglasses?
 The correct answer is B. fingers.

Retrieved fact does not contradict to generated answer,  so the intermediate 
answer is: B. fingers.

 B. fingers

C. neck vertebrae
Eyeglasses have hinges that connect the temples to the lenses.

The question is asking which of the options functions like these hinges.
The neck vertebrae are connected to the skull by small joints, similar to how the 
hinges on eyeglasses connect the temples to the lenses.
Therefore, the correct answer is C. neck vertebrae.            

Conflict
Eyeglasses have hinges that connect the temples to the 

lenses.
The question is asking which of the options functions like these hinges.
The knee is the only option that has a hinge-like function, as it allows for 
movement in two directions (flexion and extension) and is attached to two parts 
(the thigh bone and the shin bone) by hinges (knee joints).
The fingers, neck vertebrae, and base of the thumb do not have this type of 
movement or attachment.

A. knee

Question: Eyeglasses have two arms called temples attached to the eye lenses by very small hinges. Which of these functions like the hinges on eyeglasses?          
A. knee     B. fingers     C. neck vertebrae     D. base of the thumb
Ground Truth:  A. knee
Edits: The reasoning is that, like the hinges on eyeglasses, the knee also allows for movement in two directions (flexion and extension) and is attached to two parts (the thigh 
bone and the shin bone) by hinges (knee joints). The fingers, neck vertebrae, and base of the thumb do not have this type of movement or attachment.

 Eyeglasses, a type of optical instrument.
 Which part of eyeglasses has hinges?

3. temples
According to Generated answer, the entity of Subquestion is: temples

Which of the options functions like the hinges on eyeglasses?
3. neck vertebrae

According to Generated answer, the entity of Subquestion is: neck vertebrae
C. neck vertebrae

London
The author of Harry Potter is J.K. Rowling.

J.K. Rowling holds citizenship in the United Kingdom.
The capital city of the United Kingdom is London. 

 The author of Harry Potter is Maurice Maeterlinck.
Conflict

The author of Harry Potter is Maurice Maeterlinck.
Maurice Maeterlinck is a Belgian playwright and poet.
Belgium is a country in Europe.

The author of Endgame is William Shakespeare
Unrelated

Brussels

 Who is the author of Harry Potter?  
 The author of Harry Potter is J.K. Rowling.

The author of Harry Potter is Maurice Maeterlinck.
Retrieved fact contradicts the generated answer, so the intermediate answer is: J.K. 
Rowling

 What is the country of citizenship of J.K. Rowling?  
The country of citizenship of J.K. Rowling is the United Kingdom.

 Ken Ludwig is a citizen of Kingdom of England.
Retrieved fact does not contradict the generated answer, so the intermediate answer is: 
United Kingdom

 What is the capital city of the United Kingdom?  
 The capital city of the United Kingdom is London.

 The capital of United Kingdom is Angri.Retrieved fact contradicts the 
generated answer, so the intermediate answer is: London

 London

 Harry Potter, a novel series.
 Who is the author of the Harry Potter series?

The author of Harry Potter is Maurice Maeterlinck.
The generated answer is incorrect.  
<Edit breaks>

Question:  What is the name of the capital city of the country where the author 
of Harry Potter holds citizenship?
Ground Truth:  Brussels
Edits: The author of Harry Potter is J.K. Rowling.              
             The author of Harry Potter is Maurice Maeterlinck.

Figure 7: A face-to-face comparison of our proposed EditCoT method with other baseline approaches. The first
example comes from the Scientific Reasoning subset of DUNE. The second example comes from MQuAKE-CF-3k.
The model here is Meta-Llama-3-8B-Instruct.

Dataset Construction - RAG Prompt

User: {Top-5 relevant paragraphs from
Wikipedia}

Instruction: You have access to background
information that may assist in answering
the question. Focus on reasoning through
the problem step by step, keeping the ex-
planation concise. Use the token [STEP] to
start each thought step and the token [AN-
SWER] to indicate the final answer. Avoid
mentioning or referencing the background
information directly in your reasoning.

Template:
[STEP] ...
[STEP] ...
...
[ANSWER] ...

Question: {A question from HotpotQA}
1299

Second, we conduct prefix-guided CoT genera- 1300

tion. The prompt template is as follows: 1301
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Dataset Construction - Prompt of prefix-
guided CoT generation

User: Please answer the following question
using a chain-of-thought. Use the token
[STEP] to start each thought step, and the
token [ANSWER] to indicate the final an-
swer. Keep each step brief and to the point
and keep the final answer concise.

Template:
[STEP] ...
[STEP] ...
...
[ANSWER] ...

Question: {A question from HotpotQA}
Assistant: [STEP] {The first (k-1) steps of
the CoT from RAG}
{...}

1302

Then, we detect conflict in the final answers:1303

Dataset Construction - Prompt of Answer
Conflict Detection

User: For the given question Q, and the two
provided answers (Answer 1 and Answer 2),
determine if the answers are semantically
consistent. Choose the most appropriate op-
tion from the following:

A. Yes, they convey similar ideas or infor-
mation.
B. No, they are different or contradictory.

Question Q: {A question from HotpotQA}
Answer 1: {The answer generated by RAG}
Answer 2: {The answer generated by prefix-
guided CoT generation}

Your choice:
1304

And detect if there is a conflict at the first diverg-1305

ing step between the two CoTs:1306

Dataset Construction - Prompt of CoT Step
Conflict Detection

User: Evaluate the relationship between the
following two sentences based on their fac-
tual content. Choose the most appropriate
option from the following:

A. The two sentences contain conflicting
knowledge.
B. The two sentences support or comple-
ment each other.
C. The two sentences are unrelated (no con-
flict, but no connection).

Sentence 1: {CoT Step k}
Sentence 2: {CoT Step k*}

Your choice:
1307

Finally, we let the model rewrite the key step: 1308

Dataset Construction - Rewriting Prompt

User: Rewrite the following sentence in
the style of a Wikipedia data, using formal
and objective language. Only express the
factual knowledge present in the sentence,
without adding any extra information or in-
venting details. Your output must be one or
more sentences, only needs to include direct
results without extra words.

Input:

Sentence: {A CoT step that needs to
rewrite}

Output:
1309

H.2 Prompt Templates of EditCoT 1310

The prompt template for CoT editor is as follows. 1311

Note that the template is the same during both the 1312

training and inference phases. 1313
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EditCoT Framework - Prompt for CoT edi-
tor

System: You can edit the following chains
of thought based on the new knowledge.
User: Question: {A user question}
Old Thoughts: {A old CoT}
New knowledge: {A sentence containing
new knowledge}
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: New Thoughts:

1314

The prompt templates below are for the original1315

LLM. First, we instruct it to generate an answer1316

directly:1317

EditCoT Framework - Prompt of Answering
directly

User: Question: What is the capital of the
country where Plainfield Town Hall is lo-
cated?
Assistant: Answer: Washington, D.C.

User: Question: In which country is the
company that created Nissan 200SX lo-
cated?
Assistant: Answer: Japan

User: Question: Which continent is the
country where the director of "My House
Husband: Ikaw Na!" was educated located
in?
Assistant: Answer: Asia

User: Question: Who is the spouse of the
US president?
Assistant: Answer: Jill Biden

User: Question: Who has ownership of the
developer of the Chevrolet Corvette (C4)?
Assistant: Answer: General Motors

User: Question: {A user question}
Assistant: Answer:

1318

The prompt template of get an original CoT from1319

a question and an answer is as follows:1320

EditCoT Framework - Prompt of Getting
the original CoT

User: Question: What is the capital of the
country where Plainfield Town Hall is lo-
cated?
Answer: Washington, D.C.
Please give the chain of thought based on
the question and answer pairs above.
Assistant: Thoughts: Plainfield Town Hall
is located in the country of the United States
of America.
The capital of United States is Washington,
D.C.

User: Question: In which country is the
company that created Nissan 200SX lo-
cated?
Answer: Japan
Please give the chain of thought based on
the question and answer pairs above.
Assistant: Thoughts: Nissan 200SX was
created by Nissan.
Nissan is located in the country of Japan.

User: Question: Which continent is the
country where the director of "My House
Husband: Ikaw Na!" was educated located
in?
Answer: Asia
Please give the chain of thought based on
the question and answer pairs above.
Assistant: Thoughts: The director of "My
House Husband: Ikaw Na!" is Jose Javier
Reyes.
Jose Javier Reyes was educated at De La
Salle University.
De La Salle University is located in the
country of Philippines.
Philippines is located in the continent of
Asia.

User: Question: Who is the spouse of the
US president?
Answer: Jill Biden
Please give the chain of thought based on
the question and answer pairs above.
Assistant: Thoughts: The US president is
Joe Biden.
The spouse of Joe Biden is Jill Biden.

1321
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User: Question: Who has ownership of the
developer of the Chevrolet Corvette (C4)?
Answer: General Motors
Please give the chain of thought based on
the question and answer pairs above.
Assistant: Thoughts: The developer of
Chevrolet Corvette (C4) is Chevrolet.
Chevrolet is owned by General Motors.

User: Question: {A user question}
Answer: {An original answer}
Please give the chain of thought based on
the question and answer pairs above.
Assistant: Thoughts:

1322

The prompt template of conflict detection is as1323

follows. We use 5-shot examples and apply a sce-1324

nario similar to CoT editor.1325

EditCoT Framework - Prompt of Conflict
Detection

System: You can edit the following chains
of thought based on the new knowledge.
User: Question: Which country is the au-
thor of M̈oneyballä citizen of?
Old Thoughts: The author of Moneyball is
Michael Lewis.
Michael Lewis is a citizen of United States
of America.
New knowledge: The author of Our Mutual
Friend is Charles Dickens
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: Relevance of knowledge and
chain-of-thought: Unrelated.

User: Question: What language does the
Shadow Home Secretary speak, write, or
sign?
Old Thoughts: The Shadow Home Secre-
tary is Diane Abbott.
Diane Abbott speaks the language of En-
glish.
New knowledge: The Shadow Home Secre-
tary is Diane Abbott
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: Relevance of knowledge and
chain-of-thought: Support.

1326

User: Question: What is the notable work
of the author of T̈his Side of Paradise?̈
Old Thoughts: The author of This Side of
Paradise is F. Scott Fitzgerald.
F. Scott Fitzgerald is famous for The Great
Gatsby.
New knowledge: The author of This Side
of Paradise is Geoffrey Chaucer
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: Relevance of knowledge and
chain-of-thought: Contradict.
New Thoughts: The author of This Side of
Paradise is Geoffrey Chaucer.
Geoffrey Chaucer is famous for Shaman
King.

User: Question: Who is the head of gov-
ernment of the country where Roy Ascott
holds citizenship?
Old Thoughts: Roy Ascott is a citizen of
United Kingdom.
The name of the current head of the United
Kingdom government is Boris Johnson.
New knowledge: Roy Ascott is a citizen of
United States of America
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: Relevance of knowledge and
chain-of-thought: Contradict.
New Thoughts: Roy Ascott is a citizen of
United States of America.
The name of the current head of the United
States of America government is Ole Johan
Vierdal.

User: Question: Who is the spouse of the
performer of the song D̈on’t Be Cruel?̈
Old Thoughts: Don’t Be Cruel was per-
formed by Elvis Presley.
Elvis Presley is married to Priscilla Presley.
New knowledge: Don’t Be Cruel was per-
formed by Elvis Presley
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: Relevance of knowledge and
chain-of-thought: Support.

User: Question: {A user question}
Old Thoughts: {An old CoT}

1327
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New knowledge: {A sentence containing
new knowledge}
Please give me the new chain-of-thought
based on the new knowledge.
Assistant: Relevance of knowledge and
chain-of-thought:

1328

The prompt of getting final answer is as follows.1329

We instruct the original LLM to pay more attention1330

to the new CoT.1331

EditCoT Framework - Prompt of Getting
Final Answer

System: Suppose the world knowledge has
been updated. Answer the question based
on the [New Thoughts] rather than your own
knowledge. Don’t analyze whether the rea-
soning of [New Thoughts] is correct. Out-
put the most concise answer directly.
User: Question: In which location are the
headquarters of the developer of Android
Jelly Bean situated?
[New Thoughts]: Android Jelly Bean was
developed by Google.
The headquarters of Google is located in the
city of Googleplex.
Assistant: Answer from [New Thoughts]:
Googleplex

User: Question: Who is the head of gov-
ernment in the city where Husky Energy’s
headquarters is located?
[New Thoughts]: The headquarters of
Husky Energy is located in the city of Cal-
gary.
The name of the current head of the Calgary
government is Jyoti Gondek.
Assistant: Answer from [New Thoughts]:
Jyoti Gondek

User: Question: Who is the head of state
of the country of citizenship of Theodoros
Angelopoulos?
[New Thoughts]: Theodoros Angelopoulos
is a citizen of Greece.
The name of the current head of state in
Greece is Aikaterini Sakellaropoulou.
Assistant: Answer from [New Thoughts]:
Aikaterini Sakellaropoulou

1332

User: Question: Who is the head of govern-
ment in the location where Vulcan Inc. is
headquartered?
[New Thoughts]: The headquarters of Vul-
can Inc. is located in the city of Seattle.
The name of the current head of the Seattle
government is Bruce Harrell.
Assistant: Answer from [New Thoughts]:
Bruce Harrell

User: Question: Who is the head of gov-
ernment of the country where Greg Combet
holds citizenship?
[New Thoughts]: Greg Combet is a citizen
of Australia.
The name of the current head of the Aus-
tralia government is Anthony Albanese.
Assistant: Answer from [New Thoughts]:
Anthony Albanese

User: Question: {A question}
[New Thoughts]: {A CoT}
Assistant: Answer from [New Thoughts]:

1333

I Licensing 1334

Qwen2.5-14B-Instruct is released under the 1335

Apache License 2.0. Meta-Llama-3-8B-Instruct 1336

is released under the META LLAMA 3 COMMU- 1337

NITY LICENSE. KN, ROME, FT, FLARE are 1338

released under the MIT license. Contriever is re- 1339

leased under the CC BY-SA 4.0 License. 1340

The datasets MQuAKE, LeKUBE, and DUNE 1341

are released under the MIT license. This paper’s 1342

research objective is academic exploration, which 1343

aligns with the terms of this license. 1344
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