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Abstract

Research in NLP on pretraining data has largely focused on identifying and miti-
gating downstream risks in models. We argue that more critical attention is needed
to pretraining datasets and the systems that produce them. To highlight the broader
range of impacts of pretraining corpora, we consider the analogy between pretrain-
ing datasets and archives. Within the broader ecosystem of datasets and models, we
focus especially on processes involved in the creation of pretraining data. By adopt-
ing an archives perspective, we surface impacts beyond directly shaping model
behavior, including the role of pretraining data corpora as independent data artifacts
and the ways that their collection shape future practices. In particular, we explore
research in NLP that parallels archival practices of appraisal: we consider the prac-
tices of filtering of pretraining data and critically examine the problem formulations
taken on by this work. In doing so, we underscore how choices about what is
included in pretraining data are necessarily subjective decisions about values. We
conclude by drawing on archival studies to offer insights on paths forward.

1 Introduction

Research in NLP has increasingly focused on downstream risks from large language models (LLMs),
such as discrimination or the generation of toxic or misleading content [55, 54, 99]. Some research
has considered how these risks relate to pretraining data [34, 8, 55, 26], while model developers
emphasize downstream interventions to these problems (e.g., reinforcement learning with human
feedback [106, 61]). Yet pretraining datasets are important not just for their influence on model
behavior, but as unique sociocultural collections with lasting impacts. Given their unique role in our
information ecosystem, more critical attention to pretraining datasets and their production is needed.

Given archival studies’ long tradition of contending with the impacts of assembling collections of
sociocultural materials, an archival perspective offers useful insights into understanding the inherent
power of pretraining data, those who create it, and the practices that shape its development [48, 83].
In particular, we argue that attending to pretraining data is important, and requires studying not just
the data, but also the systems that produce it.

In this paper we draw on the field of archival studies to discuss broader issues with the creation,
representation, and circulation of pretraining datasets for LLMs. Although not archives in the
traditional sense, we make use of the analogy to archives to theorize their importance and to
interrogate how pretraining datasets are built and used. We first provide relevant background on
archival studies (§2). We then consider the practices used to build pretraining datasets, focusing on
three common concerns among LLM researchers. By drawing on the parallel between these practices
and the archival practice of appraisal, we surface the values and assumptions underlying these areas
of focus (§3). Finally, in §4, we discuss the implications of an archival perspective for the creation
of pretraining datasets and their effects on the broader information ecosystem.
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2 Pretraining Data Through the Lens of Archival Studies

The modern notion of archives as public repositories of state documents emerged in the wake of the
French Revolution [14, 16]. Archivists were trained to abide by the principle of respect des fonds—
dictating that material should be kept in its original order—and to record provenance, the context and
history from which material was drawn [2, 16]. Facing ever larger collections, archivists developed
the practices of appraisal and selection to evaluate and choose materials for preservation [81, 14].

Over time, the field of archival studies has come to recognize the power-laden nature of archives
[16] and their authority to shape our knowledge and written history [75, 84, 41]. Since our
understanding of the past mediates the formation of cultural memory and human identity [16, 63],
critical scholarship has attended to the “silences of the archives”—that is, emphasizing what has
not been included, whether by chance, circumstance, or deliberate omission [94, 93]. In addition
to appraisal and selection, archivists also influence how people think about and interact with the
past via additional layers of infrastructure, such as indices, guides, finding aids, and other forms of
representation [41, 102, 103]. Archival scholarship thus explores practices that embrace the inherent
subjectivity of assembling an archive while attending to the political stakes at hand (e.g. [40, 56, 60]).

Although they are created for a different purpose than archives, pretraining datasets gather together
a great variety of material in a stable, citable, and often named, repository (e.g., [36, 31, 44, 69]).
An archival perspective suggests we should attend to and interrogate the processes by which these
datasets are created, how they are represented, and the effects that they have in the world [48, 83].

Pretraining data is most obviously relevant as training data for language models. The choices of data
determines not only the capabilities of a generative model, but more fundamentally, the language
affordances (e.g., English or multilingual) and the information it includes. To the extent that people
use LLMs as interfaces into history and culture, the selection of data shapes and constrains that
experience [89, 11, 32]. In parallel to the appraisal of material for archives, those who appraise and
select information for archives are exercising an important form of power. For archives, appraisal
and selection involve the power to enable or limit what history can be written; with pretraining data,
this power enables or constrains what is possible for associated models.

Most web-scale datasets are collected without consent, and datasets can be hard to meaningfully
retract once they have been disseminated [64, 67, 82]. Automated selection is virtually guaranteed to
include sensitive and contested material, and questions of copyright and ownership are actively being
litigated [19, 51, 76, 78, 87]. Yet independent of downstream model use, the very act of including
material in a pretraining corpus can bring attention to these materials and lend them legitimacy [21].
In addition, the common indication of datasets as “general purpose” (e.g., [31]) frames how people
will encounter and use them. Moreover, such datasets will be replicated in pretraining (or other)
datasets, making them likely to be more available in the future; what is not included is more likely
to be lost over time [57, 58].

Dataset creation can also have powerful effects on future practices. Model developers commonly copy
and build upon past work [55, 104]. For example, BookCorpus was created for training a sentence sim-
ilarity model [105], but was later used to augment Wikipedia as unlabeled pretraining data for BERT
[22]. BookCorpus was then reused by several LLMs building on BERT [3, 37], but was subsequently
criticized for including problematic content and likely violating copyright restrictions [3]. Common
Crawl has similarly become a crucial resource for dataset builders, though approaches to filtering it
vary (see especially §3.1). Importantly, and in contrast to traditional archives, most pretraining datasets
include little or no metadata about context or provenance, and do little to help users navigate them.

Given the impacts of pretraining data in the larger information ecosystem, more careful attention
is needed to the both the management of pretraining data and the practices that shape its development.
At the end of the paper, we will revisit the management of pretraining data using archival perspectives.
First, however, we will look more closely at the practices that shape the development of these datasets.

3 Appraisal in Mainstream Approaches to Pretraining Data Problems

Even though they are central to the creation and evaluation of LLMs, pretraining dataset creators
have not prioritized assembling pretraining datasets with the same level of care and detail as archives.
Nevertheless, there is a close parallel between an archivist’s act of appraisal (assessing the value
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of a document in terms of it being worthy of preservation), and the practices of those who build
these datasets. Appraisal, in contrast, is considered a central function of archival work, as it guides
all other decisions about selection, preservation, and availability [77, 15].

Those who build pretraining datasets make choices and evaluate data (i.e., appraisal) with the primary
goal of improving model performance on desired downstream tasks. Data is also often appraised with
respect to a few agreed upon problems, such as privacy vulnerabilities and toxic language [88, 55, 44,
25]. Because of the scale involved, much of this appraisal is done via algorithmic filtering. Though
archival studies emphasizes the importance of documenting the principles and choices involved in
appraisal and selection [17, 77], most pretraining datasets provide relatively little information about
how or why these choices were made [55]. While there are exceptions—the creators of The Pile, for
example, explain their position on copyright and fair use, and (for instance) note that they exclude
the Congressional Record because it contains a high level of racist content [31]—this is not the norm.

Nevertheless, the community has converged on a few key issues for appraisal. For example, in
selecting data to include, it has become common to evaluate “data quality” [6, 66, 70, 101]. We can
think of this as a measurement of a latent property of the text with respect to some standard. However,
the notion of quality is ambiguous and often unspecified. One popular way of operationalizing it
is in terms of similarity to text that has been deemed “high quality”, like Wikipedia [101, 6, 13, 55].
Without it being explicit, this sort of approach entails tradeoffs and value judgements. In particular,
quality filters of this sort have been shown to systematically erase text written by people from
“poorer, less educated, rural areas” [37].

In the rest of this section, we explore three additional examples of problems, like data quality, that
pretraining dataset creators commonly use to appraise data via algorithmic filtering. Although these
problems are often approached as purely technical, they are also inherently value-laden. To show
this, we draw on theories of measurement and validity [47, 91] to unpack how the problems being
addressed are formulated, and the value-laden assumptions carried by these formulation. In doing
so, we show the limitations of these approaches, and how more careful attention is needed in the
appraisal of pretraining data. These kinds of appraisal decisions are important: as we will revisit in
the discussion (§4), we also need to think more broadly about the processes by which these datasets
are created, and the effects they have beyond model training.

3.1 Toxic Language

Many pretraining dataset creators appraise (i.e., evaluate) text for inclusion according to some
standard of toxicity1 (e.g., [31, 44, 66]). As an evocative example of algorithmic appraisal, we show
how this task (i.e., measuring “toxic language”, and evaluating and then selecting data for inclusion)
requires making assumptions, is imbued with value decisions, and ultimately requires more care
and attention both from practitioners and the larger the research community .

Toxic language detection has become a canonical task in NLP beyond LLMs (e.g, [98, 29, 30, 54]).
Underlying this work, however, are questions about what should count as toxic, and according to
whom: extensive research has identified many limitations of this task that speak to its specific set of
assumptions, including the assumption that toxic language is measurable outside of context [65, 96],
and that it is equivalently identifiable by everyone [79, 80].

A variety of approaches have been used to assess toxicity in pretraining data (e.g., [6, 44, 66]).
However, researchers have critically examined these approaches, finding that these methods may
exhibit bias against language by and about marginalized social groups [24] and may be limited in their
effectiveness [24, 34, 100]. For example, in creating C4 from Common Crawl, the creators appraised
(and selected) text by excluding any document that contained any word on a list of “bad words” [71].
However, a later investigation found that not only was this method ineffective at removing harmful
language, it also tended to disproportionately excluded text mentioning sexual minorities, as well as
African American English and Hispanic-aligned English in comparison to White-aligned English [24].

Archivists confront similar issues when dealing with toxic and offensive material in existing archives
that were appraised hundreds of years ago. For example, archivists contend with the impact of
hateful language in colonial archives on members of formerly colonized groups, and grapple with the

1Although they are distinct concepts, we do not distinguish within this section between toxic language, hate
speech, offensive language, and related topics [54, 79].
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impact on historical narratives written by historians who use these archives. To manage these stakes
archivists intervene by consulting with experts and members of impacted groups to identify, mark,
and sometimes annotate offensive language in archives, in addition to developing documentation
that contextualizes these collections [1, 92, 12, 95]. Additionally, archivists facilitate and advocate
for community archives, partially to serve as counter evidence to harmful content in existing archives
[9, 90, 16]. In community archives, archivists use participatory methods to determine appraisal
criteria, recognizing that the identification of toxic or harmful materials and the decision to include
these materials are both subjective and socially contextual [9, 10].

These issues speak to the fact that appraising data on the basis of its toxicity is necessarily a
value-laden process: choosing to exclude data from a corpus based on the presence of words on
a list is at least partly a decision about who or what matters. On the other hand, allowing unrestricted
language into a pretraining dataset and releasing it as such has the potential to elevate such content
and promote its circulation and reuse in the information ecosystem. As such, more careful attention
is needed on this process. At a minimum, an archival perspective emphasizes the need for much
greater documentation of both how and why exclusions were made, and ideally incorporating more
nuanced context into such decisions. Moreover, given the subjective nature of toxic language, it
is important to underscore the power that researchers and engineers have in making these decisions.

3.2 Privacy Vulnerabilities

Privacy vulnerabilities are another agreed upon problem among researchers who study and build
pretraining datasets [44, 25]. For example, Carlini et al. (2021) find that GPT-2 can generate
personally identifiable information (PII) from its pretraining data, including names, phone numbers,
and email addresses, and that frequently duplicated sequences are at higher risk of being generated.
As a result, it has become common practice to sanitize data of PII (operationalizing privacy risks as
the presence of that information) as well as to deduplicate data (operationalizing privacy risks as the
expected reproduction of certain data). While NLP research has also looked to other solutions like
memorization filters, it has become common to mitigate privacy risks via such removal or redaction.
Identifying privacy risks and mitigating them in this way are themselves acts of appraisal and selection.

Additional research has focused on the technical nuances of deduplication and its impacts. For
instance, research shows that deduplicating at the sequence, rather than document, level protects
against some attacks [49], while others have shown that more robust deduplication methods are
needed [52]. On the other hand, more recent work has shown that deduplicating pretraining data can
increase models’ vulnerability to side-channel attacks, yet remains an important mitigation against
common privacy vulnerabilities [20].

Although mitigating privacy vulnerabilities clearly involves technical challenges, the question
of what counts as PII or duplication—and whether these are even sufficient to address privacy
concerns—is often unaddressed in this work. In particular, measuring privacy vulnerabilities with PII
and duplicates assumes that privacy is discrete and that privacy leakages are the only form of privacy
risk. The choice to operationalize privacy vulnerabilities in these terms (PII, duplication, document
removal) entails unstated assumptions about individuals, harms, and the costs of in/exclusion. These
assumptions are challenged by scholars who argue that privacy violations are contextual [59] and
therefore find these approaches to appraising data insufficient [5].

Scholars in archival studies, (as well as library and information sciences broadly), contend seriously
with the contextual nature of privacy, and debate best practices for appraising publicly available
personal data. Rather than focusing singularly on mitigating a narrow form of downstream privacy
leakages, scholars advocate for appraising publicly available data with consideration of data subjects’
perspectives [43, 27, 97]. Also emphasized is the need for ethical deliberation between data collectors
and review boards [97, 74, 42] when appraising publicly available data, recognizing the value-laden
and subjective nature of this task.

3.3 Evaluation and Data Contamination

Measuring duplication is also relevant to model evaluation, where data contamination has become
a significant problem. In addition to generic issues like accounting for hyperparameter tuning [23],
statistical power [7], and establishing meaningful evaluation metrics [104], evaluating LLMs entails
additional challenges with ensuring clean separation between training and test data; because of how
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pretraining datasets are created, it is difficult to know whether evaluation data might also be present
in pretraining data. This has implications both for rigorous evaluation, and for using models for
sociocultural analysis [11]. Although this is not something that is typically addressed at the stage
of building pretraining corpora, it speaks to how data collection practices have destablized what
had become standard evaluation practices.

Although researchers have agreed data contamination is a problem for evaluation, the community has
not yet established agreed upon best practices for dealing with it. A common approach to assessing
whether there is overlap between pretraining and test data is to use simple string matching (e.g.,
[61]). More sophisticated techniques have been proposed, but all rely on strong assumptions [62, 85].
Moreover, as discussed in §3.2, duplicates are themselves a complex construct, and close but inexact
matches might be still relevant for meaningful evaluation [52, 72, 4, 73, 91].

This issue speaks to the need for more careful attention to pretraining data: while better appraisal
techniques can be developed for assessing overlap, part of the reason for this problem is the lack
of understanding of what exactly is in these datasets, and the lack of tools to navigate them. Going
forward, new approaches are needed for exploring pretraining datasets, measuring duplication, and
rethinking evaluation data in relation to pretraining corpora.

4 Discussion

While pretraining datasets are not archives in the traditional sense, the study of archives provides
a useful theoretical framework for understanding the power-laden nature of pretraining datasets.
Research on the social impact of pretraining data has largely focused on mitigating risks through
computational filtering techniques, which we argue are practices parallel to the archival practice of
appraisal. We analyze these practices through a measurement lens, revealing how common appraisal
problems such as toxic language, privacy, and data contamination, are operationalized using specific
assumptions that enact narrow meanings of these complex constructs. The creation and use of
pretraining data has impacts that require broader and more creative interventions to enact more
substantive, valid appraisal.

For context, it is worth considering what sparked and sustains archival studies’ interrogation of the
power wielded by archivists and archives. As historians turned to the archives looking to write the
histories of marginalized social groups or about the every day lives of people, archivists recognized
the absence of relevant materials, and began to contend with the impact of the “silence of the archives”
on the historical record [93]. As a result, archival scholars have critically interrogated their practices
and developed methods for responsibly managing the power they wield over decades [16].

Evidence of the direct impacts of pretraining data curation may motivate more careful attention to this
process and its outputs. Researchers should study the impacts of pretraining data at the site of its reuse
and in the context of model deployment to further our understanding of how these datasets impact our
world. For example, several studies reviewed in §3 found that algorithmic filtering techniques system-
atically exclude language by and about marginalized social groups. Since the impact of these silences
in pretraining data may be more difficult to fix with downstream interventions than other harms, ev-
idence of their impacts may motivate more careful attention to pretraining data. To support this work,
more research on where and how pretraining data and models are (re)used and deployed is needed.

As has previously been observed, the machine learning community broadly tends to use a
“laissez-faire” approach to data collection, with little regard for archival principles, transparency,
or ethics [48]. By considering the practices archivists have developed to manage the power of
the archive, several directions suggest themselves as particularly important. Key among these are
documentation, transparency, privacy appraisal, and participation [77, 15, 83].

Documentation should include not just what data was used for pretraining (including dates or version
numbers, as appropriate), but also what assumptions and values were used for choosing, appraising,
and excluding data. There is value in documenting and reporting on such decisions, even when the
data itself cannot be shared (see, e.g., [18, 33, 45]). Analysis and documentation of appraisal and
selection practices should extend not just to the creators of corpora, but also to key data providers:
organizations like Common Crawl play a unique and powerful role in the LLM ecosystem, and thus
can offer a key point of intervention. Explicit attention to appraisal processes encourages both better
analysis and more diverse approaches.
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There is also a need for better tools for navigating, querying, and assessing pretraining corpora. This
echoes archivists’ work on creating finding aids and interfaces, so their work can also stand as inspira-
tion [41, 103]. For pretraining data, tools like WIMDB [25] and the ROOTS Search Tool [50, 69] are
excellent examples, but more work is needed to make these tools comprehensive and properly matched
to users’ needs. More generally, developing ways to easily locate individual parts of a pretraining
corpus in their original context might prove illuminating, as well as bolster documentation, openness,
and transparency efforts. For example, with a well designed finding aid, for pretraining data owners
could invite participatory documentation, drawing on similar efforts in archival studies [39, 12].

At the same time, archivists have long recognized that there are no simple answers to what data
should be collected, preserved, and made available to the public. The collection of sensitive data
for pretraining corpora, whether or not this data leaks, may violate privacy expectations and laws
[76, 59]. Limiting pretraining data to what is publicly available might seem like a straightforward
way of respecting privacy, but determining what should count as public (or intended to be public)
may still be challenging [27].

As an alternative, data could instead be appraised with consideration of data subjects’ perspectives,
following calls of archival and information scholars. In the context of pretraining data, more research
is needed on data subjects’ perspectives to support this kind of appraisal. As research suggests
that data subjects’ perspectives on data collection shift depending on the sensitivity of the data and
context of its use, scholars advocate for research communities (i.e., LLM developers) to inform data
subjects’ perspectives by collectively engaging in public education efforts on the uses and risks of
data [27, 43, 97]. Appraisal based on other frameworks, such as legal principles [44], can also offer
complementary ways to approach these problems.

Others in library and archival studies have worked extensively on community-driven and participatory
archives [28, 46]. Scholars have argued that especially in contexts with historical power imbalances
between people, such as decolonial contexts, people whose documents are being stored and made avail-
able should have some input into how this material is selected, treated, presented, and made available
[35, 56]. Past work has proposed a greater emphasis on participatory approaches to dataset creation
[48], which was used to some extent in building the ROOTS corpus [69], but more work is needed.

While full fledged community-driven datasets may seem impractical at the scale of pretraining data,
approaches that elicit community input may aid in developing appraisal criteria for relevant problems
like toxic language. Furthermore, novel technical approaches, such as modular and decentralized
models [38, 53] may enable community-driven datasets, and deserve additional consideration. Yet
without critical reflection, scholars have made clear that such approaches can and will only add to
the epistemic burden placed on already marginalized communities in data work [68, 86].

An archival perspective demands that we recognize and confront the power dynamics at play in the
creation of pretraining resources. We hope that by recognizing the degree to which consequential
choices are being made by a small set of people, scholars from a variety of disciplines will be
encouraged to pursue research on this topic.

5 Conclusion

The curation of pretraining data for LLMs has been largely attended to as an engineering exercise.
Yet the curation of pretraining data is a political process, where both the artifact itself (the pretraining
data), and any models trained on it, will have cultural and political impacts that tend not to be widely
considered. We adopt an archival perspective on pretraining data, towards considering their power
(where pretraining data acts as an archive) and the processes that generated them. We highlight how
common NLP practices have organized around addressing particular problems, such as mitigating
specific privacy harms, which turn out to be practices of appraisal. The archival perspective points
to the sources of power in the engineering choices in and around pretraining data. This framework
offers a path forward to study not just the data, but the systems that produce it.
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