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Abstract

Representing goals has always been an important work in machine learning and
agent systems. However, many end-to-end trained agents usually represents goals
from a certain kind of perception, constructing the correspondence between sen-
sory organs of humans and goal representations. This essay summarizes several
commonly used methods of goal representation, from the perspective of vision,
language, and auditory sense. In addition, some other previous work simply uses
implicit embeddings or latent variables to represent goals, about which we will also
discuss. As a combination of the aforementioned content, some recent work uses
multi-modal representations of goals to convey much more information, which is
worth considering for future researches.

1 Introduction

Humans do have goals, and goals can be divided into a great many categories. Short-term goals can
serve as intentions, such as picking up an object or walking to somewhere. Long-term goals can serve
as ideals, driving people to strive forward.

Ever since young, humans begin to understand goals. Experimental results have shown that 6-month-
old infants can already infer others’ intentions from their actions [22]. The 12-month-old have
recognized that speech can communicate unobservable intentions [33].

In general, goals play a role in guiding the aim and direction of actions and behaviors, thus influencing
people’s decisions. Inspired by this, researchers have developed a complete set of theories of goal-as-
conditions, modeling decision processes such as Markov Decision Process (MDP). In recent studies,
goals are widely modeled in Goal-Conditioned Reinforcement Learning (GCRL) (Figure 1), which
can be used for multi-agent systems as well as robot manipulation. Given the importance of goals in
these systems, how to represent goals for agents to learn has been a significant problem in machine
learning.

Figure 1: A typical picture of goals in GCRL from Liu et al. [23]. Commonly used goal representations in GCRL
are vectors (embeddings), images and languages.
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In this essay, we summarize various forms of goal representations. Basic representations usually
use single perception, including vision, language, auditory sense, etc. Different from the former
representations which can serve as inputs or outputs in end-to-end training, implicit embeddings and
latent variables are also adopted to represent goals, mainly as intermediate variables. In the end, we
will discuss the multi-modal representations, which is a combination of various perceptions.

2 Visual Perspective: Images as Goals

There is a famous theoretical proposal that "mental images are derived from goals" [8]. What we see
in the image is determined by what our goal is; on the opposite perspective, an image description
conveys enough information to represent a goal.

Much related work has focused on visual representations of goals. On the one hand, simulation
environments including Atari games [4] and Minecraft [10, 15, 17] have become popular testbeds
for image-based goal representations. On the other hand, image-goal-conditioned modeling are also
brought to real world. For instance, Nair et al. [27, 28] first simulated a 7-dof Sawyer arm to reach
goal positions, and then applied the agent to real world robotics control tasks with camera images.

Due to the high-dimensionality of images and visual inputs, many fantastic methods have been
developed to tackle these problems in image-conditioned goals. For instance, variational auto-encoder
(VAE) [19] is chosen to encode image representations into embeddings [18]. These embeddings serve
as latent variables and participate in the subsequent calculations and modeling, such as representations
of states in a GCRL setting [21].

3 Language Perspective: Texts as Goals

Natural languages are also widely used to represent goals. In comparison to images, texts have lower
dimensionality and can convey more precise information using less spaces. However, text descriptions
may not be as intuitive as images.

Figure 2: Boss level of BabyAI environment. The goal is to pick up the proper key and open the right door, all of
which are described using natural language.

Natural languages are widely used in decision-making processes, such as Reinforcement Learning
[25]. In most cases, the goal is an instruction sentence containing explicit verbs and objects, for
instance, "go to blue torch" [5]. BabyAI [7] is a text-guided environment to train agents in a maze
(Figure 2). SPiRL [30] trained robots with language instructions in a kitchen environment [14] (Figure
3).
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Figure 3: Intelligent agents learning to solve diverse tasks in a kitchen-like environment.

Other than reinforcement learning, another mainstream methods to solve language-guided goals is
to use decision-transformer (DT) [6]. Many DT-based models [12, 20, 35] are skilled in tackling
sequential texts, and are talented in making decisions accordingly.

4 Auditory Perspective: Sound as Goals

In comparison, fewer researches use audiroty sound as goals. Liu et al. [24] presented investigation
on the mechanism between prediction versus goals in the context of adult Mandarin speakers’
acquisition of non-native sounds, using an auditory feedback masking paradigm. Wang et al. [34]
modeled auditory scene with analysis from a computational perspective. Fritz et al. [11] studied
attention mechanism on sounds, in order to capture the auditory goals better. Stoilova et al. [32] used
sound-cued reward to track goal-directed movement, shaping the behavioral adaptation.

5 Goal Representation in Latent Space

Latent goal representation is an aspect that can be applied to various domains due to its high implicity.
Amado et al. [3] systematically introduced learning a goal recognition in latent space, and used
LSTM-based method to encode these representations [2].

LatRec [1] managed to construct a method that combines goal recognition techniques from automated
planning and deep auto-encoders, so as to carry out unsupervised learning to generate domain
theories from data streams and use the resulting domain theories to deal with incomplete and noisy
observations. LatRec has tackled the problem that a strong assumption has been made, in which
there is a domain expert capable of building complete and correct domain knowledge to successfully
recognize the goal of the agent. On another track, Hung et al. [16] solved path planning in robot
manipulation through joint statistics. In this scene, goals are modeled as a distribution, according to
which expected return are maximized.

Latent goal representation is commonly used in Goal-Conditioned Reinforcement Learning (GCRL).
Nair et al.nair2018visual studied in a setting of visual reinforcement learning, but using imagined
images as goals. They also use goal relabeling to impove sample efficiency. HIQL [29] proposed
Hierarchical Implicit Q-Learning, a simple hierarchical method for offline goal-conditioned RL.
Experiments were conducted on six types of state-based and pixel-based offline goal-conditioned
RL benchmarks, and it was demonstrated that HIQL significantly outperformed previous offline
goal-conditioned RL methods including GCBC [13], HGCBC [14] etc.

6 Multi-Modal Representations of Goals

Multi-modal learning is definitely a promising and rising field. However, the research in this area is
still very preliminary, mainly focusing on combining vision and languages. Even so, this combination
can bring much more extra information for agents in state-observation and decision-making.

Inspired by the progress in multi-modal learning, recent work has been exploring the possibility of
representing goals in multi-modal forms. A typical version of multi-modal representations is to use
images with text-labels or prompts. TransFuser et al. [31] was proposed as a novel Multi-Modal
Fusion Transformer, to integrate image and LiDAR representations using attention. TransFuser was
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experimentally validated in urban settings involving complex scenarios using the CARLA urban
driving simulator [9], and reached state-of-the-art (SOTA) performance. Luo et al. [26] proposed
a novel instance-aware representation for lane representation by integrating the lane features and
trajectory features. Then, a goal-oriented lane attention module is proposed to predict the future
locations of the vehicle. It was shown that the proposed lane representation, together with the lane
attention module, can be integrated into the widely used encoder-decoder framework to generate
diverse predictions.

7 Conclusion

In this essay, we reviewed and summarized several different methods of goal representations. Ba-
sic ideas include represent goals with visual images, linguistic texts, and auditory sound. Goals
represented with images can convey the most information, though lacking simplicity. Texts have
excellent sequential properties and are simple enough, but cannot convey information as rich as
images. Auditory ones are the least common, yet they are still important in tasks such as locating
and positioning. In a more common setting - Goal-Conditioned RL, goals are more likely to be
represented in latent space. These implicit embeddings are learned within the agent systems. Lastly,
we mentioned the multi-modal representations of goals, though multi-modal learning is a preliminary
field. However, multi-modal representations combine strengths and advantages of both vision and
language, which can be of inspirations for future work.
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