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Abstract

Conditional Feature Importance (CFI) was
introduced long ago to account for the re-
lationship between the studied feature and
the rest of the input. However, CFI has not
yet been studied from a theoretical perspec-
tive because the conditional sampling step
has generally been overlooked. In this article,
we demonstrate that the recent Conditional
Permutation Importance (CPI) is indeed a
valid implementation of this concept. Under
the conditional null hypothesis, we then es-
tablish a double robustness property that
can be leveraged for variable selection: with
either a valid model or a valid conditional
sampler, the method correctly identifies null
coordinates.

Under the alternative hypothesis, we study
the theoretical target and link it to the pop-
ular Total Sobol Index (TSI). We introduce
the Sobol-CPI, which generalizes CPI/CFI,
prove that it is nonparametrically efficient,
and provide a bias correction. Finally, we
propose a consistent and valid type-I error
test and present numerical experiments that
illustrate our findings.

1 Introduction

Modern machine learning models are capable of mak-
ing accurate predictions, so using these models can
help characterize the dependency structure between
variables and thus provide valuable insights for further
research. For example, if a model can accurately pre-
dict a disease based on a set of genes, identifying the
important predictive variables can guide specialists on
which genes to study further to combat the disease.

There is usually a trade-off between model trans-
parency and model complexity. Indeed, simple meth-
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ods such as linear regression are easily interpretable,
since each covariate’s importance can be directly as-
sessed via its estimated coefficient. However, using a
model that poorly fits the underlying distribution may
yield misleading results (Molnar et al., 2021).

For this reason, there is a need to rely on model-
agnostic approaches based on flexible enough models
that truly provide information about the data distribu-
tion. In this way, one can adapt to complex situations
by capturing non-linear dependencies, recovering the
truly important variables in highly correlated settings.

The two main model-agnostic approaches to measure
the importance of a covariate are perturbation and re-
moval approaches (Covert et al., 2021). Both of them
aim to disable the information given by the covariate.

In perturbation/permutation approaches, such as
Permutation Feature Importance (PFI, Mi et al
(2021)) and Conditional Permutation Importance
(CPI, Chamma et al. (2024a)), the information is dis-
abled by computing the loss when permuting the j-th
coordinate marginally or conditionally.

The most used removal-based approach is Leave One
Covariate Out (LOCO), where the importance of a
given covariate is estimated by evaluating the perfor-
mance of a model re-trained without that covariate
(Lei et al., 2018; Williamson et al., 2021).

LOCO is essentially a direct plug-in estimate of the
predictive power of the model compared to the predic-
tive power of the restricted model (Williamson et al.,
2023). As such, it effectively estimates the Total Sobol
Index (TSI), an importance index originating from
Sensitivity Analysis (Homma and Saltelli, 1996). TSI
aims to assess the predictive capacity of a coordinate
given the others, making it a conditional approach.

Due to extrapolation issues with PFI (Hooker et al.,
2021), there has been a shift towards conditional ap-
proaches. These include Conditional Variable Im-
portance—also called Conditional Feature Importance
(CFI) in Ewald et al. (2024)—and Conditional Model
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Reliance (CMR), defined as a ratio rather than a differ-
ence in Fisher et al. (2019). However, the conditional
sampling step is often overlooked; a Gaussian distribu-
tion or copula is commonly used but performs poorly
in practice due to covariance estimation issues (Blain
et al., 2025). Our first contribution is to show that the
conditional permutation used in CPI (and CMR) has
theoretical grounding, making it a valid CFI approach.

These conditional methods have shown strong empir-
ical performance (see Chamma et al. (2024a,b); Pail-
lard et al. (2025)). We explain this by a double ro-
bustness property, typically sought in causal inference,
which we introduce here for variable importance.

Variable selection seeks the smallest set of predic-
tive variables—those not independent of the output
given the others. Even in highly correlated settings,
assuming that each covariate is not directly a func-
tion of the others, this set is well-defined and unique.
This assumption is standard in controlled variable se-
lection (Candes et al., 2018) and feature importance
(Verdinelli and Wasserman, 2024).

Permutation-based approaches do not provide a proper
quantification of variable importance. In particular,
Bénard et al. (2022) have shown that PFI does not
converge to TSI. Yet, the theoretical quantity targeted
by CPI has not been studied. In this article, we fill
this gap and show that, with a simple adjustment,
the method can be adapted to estimate TSI. We call
this extension Sobol-CPI, an unbiased generalization of
CPI, for which we establish nonparametric efficiency
and study inference to provide statistical guarantees.

In summary, our main contributions are:

e a theoretical framework under which the condi-
tional sampling step of CPI is valid, which shows
that CPI is a Conditional Feature Importance.

e a double robustness property: to detect a null co-
variate, the accuracy of only one of the two esti-
mates used in its computation is sufficient. This
explains the strong performance of CPI in vari-
able selection. By contrast, LOCO requires both
full and restricted models to be accurate. In a
simple linear setting, CPI exhibits quadratic bias
decay, whereas LOCO decays only linearly.

e Sobol-CPI, a new estimator of TSI based on a per-
mutation approach, bridging the gap with removal
methods. We prove its asymptotic efficiency and
provide a consistent (power tending to one) and
valid (type-1 error control) test.

e numerical experiments to illustrate these findings.

Proofs and additional experiments are in the appendix.

2 Framework

2.1 Setting

We observe {(xi, ¥i) Fim1, .. niestr...mitest +noain & t€St and
train set sampled i.i.d. from Py, a distribution that
belongs to a class of distributions M, where X € X C
RP and y € Y C R. We are interested in assessing the
importance of a coordinate j € {1,...,p}. We denote
by X7 the j-th column of X and by X7 the vector
X with the j-th coordinate excluded. We consider a
space of functions F with a norm || - || 7. The notation
is summarized in the glossary (Appendix A).

Similarly to the Knockoffs framework (Barber and
Candes, 2015; Candes et al., 2018), we want to avoid
making strong assumptions about the relationship be-
tween inputs and outputs, as it can be complex. How-
ever, we assume that the relationship among the input
covariates is simple, typically because they originate
from the same generative process (e.g. a measurement
device). For this reason, it can be much more efficient
and accurate to study the relationship between the
j-th covariate, X7, given the rest, X 7, rather than
directly regressing y on X 7. This approach is also
advantageous in settings where labeling data is expen-
sive, as there are typically more available samples for
the input pair (X7, X7) than for the pair (X7, ).
However, empirical robustness to this assumption is
demonstrated in Paillard et al. (2025).

We denote by m(X) :=Ely | X] (resp. m_;(X~7) :=
Ely | X~7]) the conditional expectation of the input
y given X (resp. X 7), by m (resp. m_;) its esti-
mation and by m, to make explicit the dependence
on the training sample size. Similarly, we denote by
v_j(X7) = E[XJ | X~7] and D_; its estimate. We
denote by £ : 37 x Y — R the loss used to compare a
prediction m(X) € Y C R with the true output y € Y.
These estimations are the usual objective of machine
learning models. This is obvious for the mean squared
error (MSE), but for many other losses (R?, deviance,
classification accuracy, and the area under the ROC
curve, see Williamson et al. (2023)) the minimizer is
also a function of this conditional expectation.

Definition 2.1 (TSI). Given (X,y) ~ Py and a loss
¢ we define the Total Sobol Index of j € {1,...,p} as

Yrsi(j, Po) :=E [Z (m_j(ij),y)] —E[¢(m(X),y)].

We define this quantity as the (Generalized) Total
Sobol Index because, when the loss is the quadratic
loss, it corresponds to the unnormalized TSI (Homma
and Saltelli, 1996). It represents the loss decay when
the j-th covariate is not used. It has also been referred
to as the Generalized ANOVA (Williamson et al.,
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2021) and is considered a standard importance mea-
sure (Lei et al., 2018; Rinaldo et al., 2019; Hooker
et al., 2021; Bénard et al., 2022; Williamson et al.,
2023). A large decay indicates that the j-th covari-
ate is useful, whereas a small decay indicates that the
covariate lacks predictive power when the remaining
covariates are used. Bénard et al. (2022) considered it
as the best quantity for support recovery.

2.2 Related work

LOCO consists of a simple plug-in estimate of the TSI:
Definition 2.2 (LOCO). Given j, a loss ¢, a regressor
m of y given X, a regressor m_; of y given X 7 and
a test set (Xy, ¥i)i=1,. LOCO is defined as

< MNtest ?

1 Ntest

> (s ) m) = £, u)

Ntest -
1=

7 —
YLoco =

Nonparametric theory (Kennedy, 2023) shows that
a simple plug-in estimate does not achieve optimal
convergence, typically requiring a one-step correction.
However, Williamson et al. (2021) demonstrated that
this correction is unnecessary with the quadratic loss,
and Williamson et al. (2023) extended this to other
losses under certain regularity conditions. This pro-
vides valid confidence intervals. Similar results will be
established for our method in Section 4.1.

A major practical limitation of LOCO is that it re-
quires retraining a model, m_;, for each coordinate j.
This is not only computationally intensive, but it also
introduces optimization errors that do not compensate
as desired, as discussed in Section 3.2.

A first naive permutation-based approach consists in
comparing the performance of the estimate on a test
set where the j-th column is shuffled: the formal def-
inition of PFI is given in Appendix B. Even though
it avoids refitting and Mi et al. (2021) report good
performance, it suffers from extrapolation bias, as
predictions may fall in low-density regions where m
was not trained (Hooker et al., 2021). It also fails
to control type-I error with highly correlated covari-
ates (Chamma et al., 2024a). Moreover, Bénard et al.
(2022) showed that it does not target an interpretable
quantity: it decomposes into three components, only
the first being desirable (¢¥rsi). The second, the un-
normalized marginal total Sobol index, can mislead
under high correlation, and the third grows with co-
variate dependence.

To address this issue, Strobl et al. (2008) proposed
conditionally permuting the j-th coordinate with re-
spect to the others. In this way, only the information
exclusively given by X7 is shuffled, while the relation-
ship with the rest of the coordinates is preserved. As

a result, one can make predictions based on the new
conditional sample, denoted by f;(] ), where the apos-
trophe indicates that it was estimated. More formally,
Chamma et al. (2024a) proposed:

Definition 2.3 (CPI). Given j, a loss ¢, a regressor

m of y given X and a test set (X, ¥i)i=1,...nea, CPLis
defined as
. 1 Ntest Ry R
JCPI = Ttest Z ¢ (m(I;(]))vyi) — L (m(xq), yi)
st =1

where the j-th coordinate is conditionally permuted.

For the conditional permutation, they proposed re-
gressing the j-th coordinate with respect to X 7 to es-
timate v_;(X /) = E[X7 | X 7], and then adding the
permuted residuals of this regression. Thus, /() =
z! for any | # j, and I = p_j(x77) + (27 —
U_j(x~7))Pe™  where the permutation is across the
individuals. We denote by X@ ~ Py € M the the-
oretical random variable based on the true v_;, and
X'0) ~ Pj based on the estimated v_;. We omit the
superscript (j) when the coordinate is clear.

CPI requires training a separate regressor V_; for each
covariate, which may seem counterintuitive since per-
mutation approaches aim to avoid fitting m_;. How-
ever, as discussed in Section 2.1, while the relationship
between y and X may be complex, between X7 and
X7 is assumed to be simple. For this reason, unlike
with LOCO, we use a simple model to estimate v_;.

The goal of CPI is to sample X such that X@ ~
X, X0 = X7 and XU 1l y | X~9. However,
Chamma et al. (2024a) did not discuss the assumptions
under which this method samples from the target dis-
tribution; we address this in Section 3.1. Furthermore,
CPI does not estimate a known theoretical quantity, so
in Section 4 we propose a modification to target TSI.

Finally, in Chamma et al. (2024a), a type-I error con-
trol is proposed using asymptotic normality. However,
it does not address the fact that, under the condi-
tional null hypothesis, similarly to what happens with
LOCO, the influence function vanishes. Consequently,
there is a need to correct the estimated variance to
ensure type-I error control (Williamson et al., 2023;
Dai et al., 2024; Verdinelli and Wasserman, 2024). In
Section 4.3, we address this issue.

3 Theoretical properties of CPI/CFI

3.1 Validity of conditional sampling

We observe that there is no need to preserve the
same conditional sampling used for CPI in Chamma
et al. (2024a). Normalizing flows (Papamakarios et al.,
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2021) are theoretically sound, but impractical due to
the large number of training samples they require.
Other alternatives are domain-specific generative mod-
els (Sesia et al., 2020). Since the conditional sampling
used in CPI works in practice and makes the procedure
computationally efficient thanks to the use of fast and
simple models to estimate v_;, we continue with the
same conditional step, which has also been used in
Hooker et al. (2021) and Blain et al. (2025), for exam-
ple. Let us denote the i-th observation in which only
the j-th coordinate has been conditionally permuted
using the residual from the k-th observation by:

) x; ifl#j
€. = . s . Y s . .

ik voj(x )+ o) —v_j(x,)] ifl=
First, we assume that each covariate brings an additive
independent innovation, similar to a standard assump-
tion in regression (3.7), but for each covariate.
Assumption 3.1 (Additive innovation). For each j €

{1,...,p}, there exists a function v_; such that X7 =
v_;(X77) +¢; with ¢; 1L X7 and E [¢;] = 0.

This v_; is exactly the conditional expectation because
E[X/ | X =E[ve; (X)) +e | X =v; (X
For instance, Gaussian data satisfies this assumption.

Lemma 3.2 (Gaussian additive noise). For a Gaus-
sian vector X, additive innovation (3.1) is satisfied.

We also need the estimate U_; to be consistent, i.e.
B[ (X~) = vy (x79))%] -0

For instance, the Random Forest is consistent under
mild assumptions (Scornet et al. (2015)). If we assume,
for instance, that X is Gaussian, a simple linear model
is consistent. To deal with high-dimensionality, we
generally use a Lasso (Tibshirani (1996)).

Under the previous assumptions, the 2-Wasserstein
distance between the estimated conditional distribu-
tion and the true distribution converges to 0:

Proposition 3.3 (Empirical conditional sampling).
Under additive innovation (3.1), if the regressor U_; is
consistent, then T') constructed as in (1), is sampled
from P, and W (P}, Pf) — 0.

Proposition 3.3 implies that the CPI sampler is asymp-
totically drawing from the desired conditional distribu-
tion. Therefore, CPI qualifies as a Conditional Feature
Importance (Hooker et al. (2021)). In the sequel, we
refer primarily to CPI due to its feasibility. How-
ever, note that the double robustness result
from Theorem 3.6, as well as the use of Sobol-
CPI to estimate TSI, are completely general
and hold for any conditional sampler. Conse-
quently, these results apply to any CFI.

).

3.2 Double robustness

We have observed that there is a need to estimate two
regressors for both LOCO (m and m_;) and CPI (m
and U_;). More generally, for CPI, we could use any
conditional sampler X'0), In this section, we prove a
double robustness property for detecting conditionally
null covariates: to identify a null covariate, it is suffi-
cient that one of the two estimates is consistent. This
contrasts with LOCO, where errors in both estimates
must compensate. This property explains the good
empirical results obtained by CPI for variable selec-
tion (Chamma et al. (2024a,b); Paillard et al. (2025)).

We begin by a general result, then illustrate double
robustness for the quadratic loss, and finally derive
explicit rates in a linear setting: CPI’s bias decays
quadratically, whereas LOCQ’s decays only linearly.

We first assume that m depends only on the condi-
tionally dependent features, and vice versa.

Assumption 3.4 (Functional and conditional equiv-
alence). X7 1l y | X7 if and only if m(X) is not a
function of X7.

This assumption limits feature contributions only to
higher-order effects—for example, a feature that is
conditionally dependent only through its variance and
has no predictive power. As shown in Proposition 3.1
of Reyero-Lobo et al. (2025), it holds under general ML
settings, such as the additive noise model (3.7) below.
For our results, this assumption is unnecessary, since
we only require that conditional dependence implies
functional dependence, which always holds.

We require that the ML model does not depend asymp-
totically on the unimportant features:

Assumption 3.5 (Asymptotic relevance). Denote by
g;j(z, s) the vector x with the j-th component replaced
by s€R. Fore>0,r € X,s € Rand X7 Il y| X7,
there exists ng such that for n > ng,

i () = 1 (5 (2, )| < € s,

This is a pointwise convergence on the null features,
which can be easily verified for any GLM since the
estimated null coefficients tend to 0. It is satisfied
under the representability assumption for the Lasso
(Zhao and Yu, 2006). Under standard assumptions on
Random Forests, the splits are performed with high
probability only along the important features (Scor-
net et al., 2015, Proposition 1). For kernel methods,
convergence in the RKHS together with the reproduc-
ing property implies pointwise convergence, and thus
asymptotic relevance. For Gaussian processes, vari-
able selection can be achieved using dimension-specific
scalings (Bhattacharya et al., 2014). Finally, there are
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also results for l-norm penalized SVM (Zhu et al.,
2003) and neural networks (Dinh and Ho, 2020). In
Section D.2 we show numerically that this property
holds across a large benchmark of ML models.

In any case, we note that both assumptions are weak
and natural. Since our goal is to study conditional
independence using a model, we are implicitly sum-
marizing the X—y relationship through the first-order
moment (E[Y | X]), and implicitly assuming that the
model relies only on the important features. Thus,
both assumptions are simply formalizations of what is
expected from the model and data distribution when
using ML models to study conditional independence.

Theorem 3.6 (Double robustness). Assume that
X7 1l y | X77. Given a conditional sampler such

that X' 5 )?(j), then for any bounded and contin-
uous loss £ and continuous m, Ycpr — 0 a.s. On the
other hand, given Assumption 3.5, for any conditional
sampler X'9 and continuous loss £, Yopr — 0 a.s.

The first implication of the theorem extends Theo-
rem 2 from Konig et al. (2021) by making explicit the
estimation of the conditional distribution. The second
relies on the model’s implicit variable selection: as the
loss optimizer, the model will generally not assign im-
portance to irrelevant features, under the standard as-
sumptions ensuring consistency of the ML model. For
unbounded losses, the result holds if the loss is clipped
with a sufficiently large constant.

Quadratic loss. In the rest of this section, we focus
on the bias introduced by the need to estimate the
regressors, therefore, having n i, fixed. Asis usual in
regression, we assume an independent additive noise:
Assumption 3.7 (Additive noise). y = m(X)+e with
ell X and E[e] =0.

We study the estimation bias of CPI in Proposition
3.8 and of LOCO in Proposition 3.9.

Proposition 3.8. Assuming X7 1 y | X7 and ad-
ditive noise (3.7), we have

E [P Posn] = E | (D) - ()’

+2 (m(X) = X)) @X) = X)) [Dirain]

In this expression, we can observe the mentioned dou-
ble robustness: it is sufficient to have either an accu-
rate m or U_;. Specifically, the first error term will
vanish either because m detected the j-th coordinate
as not important (and therefore the function does not
change due to it), or because U_; is close to v_;, mak-

ing X’ close to X. The second term is treated similarly.

Proposition 3.9. Under additive noise (3.7), we have
E {¢£OCO‘Dtrain] =E [(m,j(X_j) — m,j(X_j))
_(m(X) - 7//7\1()())2|,Dtrain} .

2

Therefore, there is a bias due to the estimation of both
regressors. There are two main reasons why this er-
ror does not cancel out. The first one is an optimiza-
tion error, which is more harmful in complex models.
Indeed, it corresponds to a difference of errors from
different models that have been independently opti-
mized. Due to the variability of the optimization pro-
cess, there may be many different solutions and multi-
ple local minima, each with different errors, i.e. given
my and Mg two optimizations, we do not forcely have
E [(m(X) — n(X))?] = E [(m(X) — 2(X))?].

The second source of error is an estimation error. This
arises because the error distributions of both models
differ. From statistical learning theory, we know that
the distribution typically depends on the dimension of
the model. Since the models have different dimensions,
they have different error distributions, which prevents
the differences from canceling out. For instance, in the
linear model example presented below, we show how
this estimation error implies that the error remains
at the convergence rate of the linear model (O(1/n)),
rather than achieving a faster rate as for CPI.

In summary, LOCO compares errors of two indepen-
dently optimized models, which do not cancel because
(i) they are optimized separately and (ii) their error
distributions differ. In contrast, Proposition 3.8 shows
that CPI’s main error term compares the effect of es-
timating X within the same optimized model.

Linear model. In the remainder of this section, we
focus on a Gaussian linear setting, which helps build
intuition for CPI’s advantages over LOCO.
Assumption 3.10 (Linear model). y = X3 + € with
e "5 N(0,02) and B € RP.

We assume that X is Gaussian. Thus, there is
an explicit form for the conditional distribution:
Xj ‘ X*j = ir*j ~ N(ui011d7ziond) Wlth lu’f:ond =
it X80 (g = pey) and X 0= By —
%50 ;55 Then, v_j(X77) = E[X7|X ]
is a linear model.

As seen in Lemma 1.2, y | X 7 is also a linear model.
Thus, m, m_;, and U_; are linear. However, the bias

decays linearly for LOCO and quadratically for CPI.
Lemma 3.11. Assuming X7 1Ly | X7, linear model

(3.10), Gaussian covariates, and U_; and (3 trained in

different samples, then E [zﬁcpl (j)} =0(1/n2 in)-
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We note that assuming two training samples has neg-
ligible impact on this convergence result: splitting a
single sample reduces the rate by a factor of 4, which
remains quadratic in n.in. Finally, for LOCO:

Lemma 3.12. Assuming X7 1Ly | X7, linear model
(8.10) and Gaussian covariates then E {'IZLOCO(j)} =
O(I/Htrain)-

Therefore, in this linear setting the double robustness
translates as a faster convergence rate.

4 Sobol-CPI

We aim to obtain a stable estimate of TSI (2.1). As
noted in Section 2.1, the link between y and X~/ can
be complex, often requiring computationally intensive
models. Furthermore, as discussed in Section 3.2, op-
timization errors do not accumulate efficiently for re-
training methods like LOCO. Therefore, we develop a
CPI-based approach to estimate TSI. The key idea is
to leverage the law of total expectation, because

m_j(X)=E[y| X7 =E[E[y| X]| X~7]
E [m(X) | X~7] =E [m(XD) | X7,

where X ~ X | X~9. We propose to com-
pute 1/nca Z;L:“al‘ﬁz(fi(j)), where {fi(j)}i:h
are sampled from the estimated conditional distribu-
tion. This can be easily achieved using CPI’s condi-
tional sampling, proven valid in Section 3.1. We thus
only need to train a regressor U_; and add nga resid-
uals to obtain the estimate.

- Ncal

This idea is not limited to regression settings. Indeed,
as discussed in Williamson et al. (2023), most Bayes
predictors are functions of the conditional expectation.
For example, under the classical 0-1 loss, the Bayes
classifier is given by Iy, x]>0.5- In this case, for the

restri model T I neal ~ [~
estricted model, we propose e ST m(mg”)zoﬁ’

rather than refitting another model for m_;. Then,
we define the general Sobol-CPI as this TSI plug-in
combination of the conditional sampling total’s expec-
tation estimate of m_;:

Definition 4.1 (Sobol-CPI). Given a coordinate j,
Neal, & regressor m of y given X and a test set
(Xiy ¥i)i=1,...npes » S0b0l-CPI is defined as

{b\j 1 Ntest 1
SCPI — E
Ttest

n
i—1 cal

Ncal

k=1

where the j-th coordinate of %;(i) is conditionally sam-
pled, and the rest fixed to z; 7 (see (1)).

Z ﬁl(i;%))’ yi) —L(m(zi), yi)

We observe that this idea of using the law of total ex-
pectation is related to the marginalization of the con-
ditional SAGE value functions (cSAGEv, Covert et al.
(2020)), while making explicit the fact that neither the
conditional density nor the conditional expectation is
known and needs to be estimated. Regarding the first
issue, we study in particular the sampling step from
the CPI and propose an asymptotic efficiency result.
We further observe that, in order to extend this re-
sult to other cSAGEVf, it is necessary to specify the
sampler explicitly. For the second issue, we propose a
bias-correction procedure that yields an unbiased esti-
mator without incurring additional cost.

4.1 Asymptotic efficiency

Under the assumptions of Williamson et al. (2023)
(discussed in Section E) and an additional Lipschitz
condition ensuring local robustness to small input
changes, we achieve the same nonparametric efficiency.

Theorem 4.2. Assuming additive innovation (3.1),
that m 1is Lipschitz and assumptions A1-A4 and B1-
B3 in Section E, }}p; is nonparametric efficient.

Among the assumptions, those on the loss function
have been shown by Williamson et al. (2023) to hold
for standard losses, such as the quadratic loss or classi-
fication accuracy. We also require the usual O(n=1/4)
convergence rate for m and v_;, which is standard in
semiparametric inference and can be achieved by com-
mon ML models under mild conditions.

4.2 Fixing nc, for the quadratic loss /o

In practice, we need to decide on a finite value for ny.
Doing so introduces a trade-off between variable selec-
tion and wvariable importance. Indeed, as discussed in
Section J.2, with a small n¢,;, we recover the double ro-
bustness of CPI, achieving better results for variable
selection but losing nonparametric efficiency, leading
to slightly worse results for variable importance. This
is because the optimality assumption (Assumption Al
in Section E), which controls the first-order bias due
to the need to estimate m, no longer holds. In any
case, with the fy-loss, fixing nc,; induces a bias:

Proposition 4.3 (Bias of @SCPI). For nea < oo, un-
der additive noise (3.1) and consistency of m and v_;,
then

1

Wepr Lein st 7%, (1 + ) Yrsi(d, Po).

cal

This bias can be corrected by scaling by (1+1/n¢a1) ™'

Definition 4.4 (Sobol-CPI(n,)). Given a coordinate
J, a fixed nca, a regressor m of y given X and a test
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set (Xi,¥i)i=1 Sobol-CPI(nca) is defined as

geeMtest 7

Ncal 1

i
— _ fteal *
wSCPI(ncal) Neal + 1 Ntest

Ntest 1 Ncal ,( ) 2 9
> < Y om@) - yz) = (m(xi) —y:)”|
k=1

n
i=1 cal

where the j-th coordinate of fi(i) is conditionally sam-

pled, and the rest fixed to ;7 (see (1)).

In particular, by taking n¢. = 1, we recover the stan-
dard CPI, but divided by 2. With this simple correc-
tion, the method works effectively for variable selec-
tion, as we directly recover double robustness. More-
over, it will converge to TSI, even though it is not ef-
ficient (see Section J.2). This result also corrects The-
orem 2 from Hooker et al. (2021), which claimed that
Dropped and Conditional Variable Importance coin-
cide, highlighting the gap in the literature between the
two approaches.

4.3 Confidence intervals

As stated in Theorem 4.2, there is no need for a one-
step estimate to correct any first-order bias. The same
holds for LOCO, which does not require such cor-
rections when estimated as a plug-in estimate in the
difference of generalized ANOVA (Williamson et al.
(2021)) or as a difference of predictiveness measures
more generally (Williamson et al. (2023)). Whenever
the importance is not null, it is possible to construct
confidence intervals using the influence functions. In-
deed, the variance is given by 0 < 7'j2 = E[@?(z)} <
0o, where ¢; is the influence function of rsi(j, Po).
Therefore, it is possible to estimate it using a plug-in
estimate (Williamson et al. (2023)).

Moreover, as shown in Appendix H, when taking the
MSE as the predictiveness measure, the variance es-
timated with this plug-in method matches the nat-
ural empirical variance exactly. Nevertheless, under
the null hypothesis, the influence function vanishes,
preventing a Gaussian asymptotic distribution. This
poses a challenge, as it hinders variable selection with
direct statistical guarantees—an essential component
of reliable scientific discovery. This issue is the same as
that faced by LOCO and Shapley due to the quadratic
functionals (Verdinelli and Wasserman (2024)).

Several approaches have been proposed to address this
problem. Williamson et al. (2023) noted that even
if the influence function of the variable importance
measure vanishes, excluding extreme cases, the influ-
ence functions of the predictiveness measures with and
without the covariate do not vanish. They attempted
to leverage this observation by computing each predic-

tiveness measure on different data splits. However, as
observed in numerical experiments in Section 5, this
approach does not work well because it does not only
increase variability but also significantly increases bias,
resulting in a loss of power and poor estimates.

Other alternatives include inflating the confidence in-
terval by an additive term of the order Op(y/n) (Dai
et al. (2024); Verdinelli and Wasserman (2024)). Va-
lidity can then be obtained using Chebyshev’s in-
equality, resulting in a confidence interval of the form
(—00, Pn + 2a8en + ¢/+/n], where se,, is the empirical
standard error and c is any constant. In practice, c is
taken as the standard error of the output, similar to
Verdinelli and Wasserman (2024). We use the same
correction idea.

Using Theorem 4.2, we establish the consistency of
this conditional null hypothesis test with the addi-
tive term (see Appendix G). Furthermore, based on
Lemma 3.11, we propose applying Markov’s inequal-
ity to construct a more powerful test—achieving a rate
of ¢/n? for v < 2 instead of the standard c¢/v/n—as
demonstrated in Appendix G. The limitations regard-
ing the extent of interval expansion are discussed in
Appendix J.4, both for linear and nonlinear settings.

5 Experiments

To compare importance estimators, we work in a re-
gression setting with the standard quadratic loss. We
study both linear and more complex settings. In these
cases, it is possible to compute explicitly TSI (see Sec-
tion K). Figures 1 and 2 are run over 50 and 100 rep-
etitions respectively. The code is available at https:
//anonymous . 4open.science/r/Sobol-CPI-DICB.

We compare the proposed method (with varying nea
values) to LOCO-W—the data-splitting version from
Williamson et al. (2023)—and LOCO-HD from Verdinelli
and Wasserman (2024), which, to the best of our
knowledge, are the only methods aligned with the same
interpretability goals. Our primary focus is on the bias
in estimating important and non-important covariates
(i.e., the double robustness property), and on the abil-
ity to perform powerful, type-I-error-controlled vari-
able selection. For a broader discussion of how n, bal-
ances nonparametric efficiency (variable importance)
and double robustness (variable selection), we refer to
Section J.2.

Complex learners: we study a nonlinear setting
similar to the one of Bénard et al. (2022): y =
X0X1]1X2>0 + 2X3X4]IX2<0, with X ~ N(/.L, E), where
X = 0.6/"=7!, p = 50, and u = 0. We use a simple
Lasso for 7_; and a Super-Learner van der Laan et al.
(2007) comprising Random Forests, Lasso, Gradient



Conditional Feature Importance revisited: Double Robustness, Efficiency and Inference

Boosting, and SVM for m and m_;. For computa-
tional reasons, in the data-splitting version (LOCO-W),
we used only Gradient Boosting. We applied Sobol-
CPI with nc, = 1 and nea = 100.

In Figure 1, we observe that even if we use a com-
plex model to estimate m_;, but a simple one to es-
timate U_;, we not only achieve a more computation-
ally efficient estimate but also obtain better results
with Sobol-CPI than with LOCO. First, for an im-
portant covariate (illustrated here by Xj), Sobol-CPI
and LOCO-HD yield similar results, but Sobol-CPI
without refitting all the super-learners. Furthermore,
for null covariates (such as Xg), Sobol-CPI shows no
bias. Then, we see that Sobol-CPI performs better in
identifying important covariates. Finally, the double
robustness property of Sobol-CPI is evident, as with
neal = 100, it still does not assign importance to the
null covariates.

—— LOCO-HD

= Sobol-CPI(1) = Sobol-CPI(100)
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Figure 1: Double robustness for complex learn-
ers: left to right: TSI estimates for an important co-
variate (Xo) and a null covariate (Xg); AUC for an
importance-based variable selection; bias for null co-
variates. Sobol-CPI converges at similar rates to TSI
and, under the null, it converges faster.

Inference: we study a linear setting with important
covariates uniformly sampled with sparsity 0.25, X ~
N (1, %), where 3, ; = 0.6/"=7 p = 100, and p = 0.

As discussed in Section 4.3, to test the null hypothe-
sis for each covariate, a correction is necessary to ad-
dress the variance decrease under the null hypothesis.
In Figure 2, we present the power of the test using
bootstrap variance estimation with a linear correction
term. Other approaches, along with analyses of type-I
error, computation time, and additional settings (e.g.,
different correlations and polynomial settings), are dis-
cussed in Section J.4.

First, LOCO-W lacks power and it requires a large sam-
ple size to control the type-I error. We find that Sobol-
CPI also reduces the bias for the non-null covariates.
Furthermore, it leverages its double robustness prop-
erty to achieve the largest power. Finally, the type-
I error is controlled at the target level 0.05 accross
all the procedures but the data-splitting version of

Williamson et al. (2023).

— LOCO-W = LOCO-HD = Sobol-CPI(1) Sobol-CPI(10) = Sobol-CPI(100)

-
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Figure 2: Statistical Inference on variable im-
portance in a linear setting with correlation: AUC
for variable selection accuracy, bias in non-null TSI
estimation, power and type-I error. Sobol-CPI(1) pro-
vides the most powerful test. Using the corrected vari-
ance, the type-I error is controlled.

6 Conclusion

In this article, we revisited Conditional Feature Im-
portance (CFI). First, we considered the estimation
of the conditional distribution, which had been com-
pletely ignored in the literature. We then studied both
the null and alternative regimes. To explain the good
performance of CFI in correctly identifying null fea-
tures, we proposed a double robustness property. This
property means that the method benefits from both
the conditional sampler and the model: asymptoti-
cally, the sampler draws from the input distribution,
so the two sources of error compensate as they share
the same distribution, while the model generally in-
duces implicit variable selection during optimization.

For the alternative regime, we modified the CFI and
introduced the Sobol-CFI, which we proved to be non-
parametrically efficient. We also addressed the bias
by proposing a correction that establishes the link be-
tween LOCO (refitting) and CFI (perturbation). Fi-
nally, we showed how to perform valid inference within
the procedure. Overall, we provided a detailed and
comprehensive account of the behavior of CFI.
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Appendix

A Notation Glossary

Symbol Description

X eRP Input

X/ eR j-th input covariate

X7 e RPL Input with the j-th covariate excluded

y€eR Output

T; i-th individual

gcl(-J ) i-th individual with permuted j-th covariate
m(X) (resp. m_j(X 7)) Ely|X] (resp. E[y | X 7])

m (resp. m_;) Estimation of m (resp. of m_;)

v_i(X7) E[Xj |X*j]

v Estimation of v_;

pPr Conditional distribution of X7 given X - ‘
ij’» Estimated conditional distribution of X7 given X 7
X Random variable drawn according to P

X' Random variable drawn according to PJ’»

E;(J) i-th observation of X ()

E;(i) i-th observation with the added residual from xj
14 Loss function

Wo 2-Wasserstein distance

F Generic space of functions

A Convergence in law

Drrain Train data set

Nirain Size of train set

Niest Size of test set

Neal Size of calibration set

O(R,) Bounded at a rate of R,,.

The superscript (j) is omitted to avoid index overload when j can be inferred from the context. Also, some

notation can be combined; for instance, fi(i)’l denotes the [-th coordinate of @?.

B Permutation Feature Importance (PFI)

We denote by xgj ) the vector where all coordinates come from the i-th observation, except for the j-th coordinate,
which is taken from another observation, as the column has been completely shuffled. Thus, it is given by:

Definition B.1 (PFI). Given a coordinate j, a loss ¢, a regressor m of y given X and a test set (X;, v;)i=1..
PFI is defined as

- Ntest )

Ntest
{p\{’FI = !

N C) A R N~y
o 2 (), p:) = € (i), v0)

where the j-th coordinate is permuted.
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C Conditional sampling proofs

C.1 Proof of Lemma 3.2

We begin by decomposing each column as
X =E[X/| X+ (X' -E[X/|X77]).

We can denote v_;(X ) := E [X7|X /] and ¢; := X7 —E [X7| X 7]. First, note that they are both Gaussian as
E [X7|X 9] = pj+ % ;575 _ (X9 —p_j), therefore they are linear combinations of coordinates of a Gaussian
vector.

Then, note that ¢; is centered. Finally, to see that they are independent, as they are both Gaussian variables,
we just need to prove that their covariance is null:
E[(v; (X77) —E [X']) (X —E [x7|x])]
=E[E[(v; (X7) -E[X7]) (X7 —E [X/|X7])[x ]
—E[(v (x7) ~E[])E[x’ - E[x/|x]|x )] =0

C.2 Proof of Proposition 3.3

Proof. In this proof, for simplicity of notation, instead of referring to two random variables X; and X, we
will denote them by X and X’. We will first observe that, under Theorem 3.1, P can be decomposed as

the theoretical counterpart of (1). Then, using the consistency of U_;, we show that the Wasserstein distance
vanishes. We first observe that for X’ %! X we have that X" — v_; (X'=7) "X ¢;.

Also, we have that X7| (X7 =279) = ¢; + v_j(z79) S (X7 —v_; (X'79) + u,j(a:fj), which is exactly the
theoretical CPI sampling step, i.e. first we compute the conditional expectation v_;(x~7) with the regressor v_;
and then we add a permuted residual (X7 — v_; (X'~7)). Then, for X0) ~ P?, we have that X7 R XU x—3,
We obviously have X 7 = X3, Finally, to ensure that X0 1 y | X779, we can rely on the fact that, similar

to the construction of knockoffs in Candes et al. (2018), X @) is constructed without using y.

To show that the estimated distribution converges to the theoretical one, first recall that the usual 2-Wasserstein

distance is given by
1
3

inf — y||?dPy(dx, d ,
(Peelg(uﬁy) [ e = wiPapaax y>)

where O(p, v) is the set of distributions with marginals ;4 and v.

We have that P} has the same distribution as E (X ’X‘j] + (X" —E [X"7|X'~7]) and the empirical couterpart
is given by PJ:=D_; (X~7) + X" —¥_; (X'~7). Now, we bound the distance between them:

1
2

W (Pr, P = inf —y)?Py(dx, d
2(P}, Pj) (meéflp;,z:;)/ﬂppxwp(x y)~Py(dx, y))

< ([, @R+ (0 B (x| - o ()

Nl=

— (X7 =7 (X'7)))? Px(dx) Py (dx)
([ ) o ()

R2(p—1)

—; (X9) + 5, (X'79))* Px—s (dx7) Py (dx’_j))

< (B (e (x7) =7y (x))]) (B [0y (x0) =5y (X9))°])

We conclude using that both terms converge to 0 by the consistency of the regressor. g

1
2

(NI
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D Proofs of the double robustness

D.1 Proof of Theorem 3.6

We assume that X7 1l y | X~7. We start by assuming that X'0) 4 XU, We have that for any bounded and
continuous ¢ and continuous function f,

fen()] = |5 35 (16, 0) = 0,0
<|— Ze (FED)0) = €(F (i) a) —E [0 (D), ) — (£ XWH

+

B[ (F(XD),y) - (7(X),m)]|.

The first term converges to 0 due to the Law of Large Numbers. The second term converges to 0 because of
Portmanteau lemma, because under the null hypothesis j € Ho, X7 1y | X7, then (XU ) ~ (X,y). In
particular

(X))~ £ (FRD), ).

On the other hand, we observe that using Assumption 3.4 we have the equivalence between the conditional
independence and functional independence, i.e. as X? 1 y | X7, then m(X) does not depend on X7. Let
€ > 0. First, using the continuity of the loss, we have that for any e, there exists § > 0 such that

[(m(75), yi) — L0n(F:), yi)| < €
if | (Z) — m(Z;)| < 0.
Second, using the asymptotic relevance (3.5), for any § > 0, as j € Hy, there exists ng such that for any n > nyg,

[0 (8]) — 1 (35)] < 6.

Therefore, for any n > ny,

1

Ttest

1

Tltest

Zg(m(j;)ﬂﬁ) — L((Z:),yi)| < Z [(n(Z7), i) — €0n(F:),y1)| < e.

As this was proven for any € > 0, we have that ’(/AJCPI — 0 a.s.

D.2 On the asymptotic relevance

In this section, we numerically explore the asymptotic relevance assumption (3.5). This assumption can be
interpreted as requiring a model that does not extrapolate under the null hypothesis. Thanks to the equiva-
lence between functional and conditional dependence (see Assumption 3.4 and Reyero-Lobo et al. (2025)), the
theoretical model does not depend on the j-th coordinate whenever X7/ Il Y | X 7. This is easily illustrated
for the linear model, where the coefficients of the null coordinates converge to zero; hence, imputations on these
coordinates are irrelevant, since for sufficiently large no the multiplied terms vanish.

In contrast, most models are not as transparent as the linear model, and one cannot simply verify the absence of
dependence on the j-th coordinate by inspecting an estimated coefficient. However, this can be assessed model-
agnostically using the Permutation Feature Importance (PFI, see Section B). The theoretical PFI index was
proven to be zero under the null hypothesis in Reyero-Lobo et al. (2025), as it satisfies their proposed minimal
axiom. In Figure 3, we show that for a large benchmark of ML models, the empirical PFI converges to zero.
This indicates that there is no extrapolation under the null hypothesis, as the models indeed do not rely on the
null coordinate.

The data are generated according to

Y =X{+e e~N(0,02), X~N(0X),
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and we study the effect of varying the correlation between the null coordinate X5 and the important coordinate
X;. In particular, we consider X1 2 € {0,0.3,0.6,0.9}. The sample size is n = 1000, with 7rain = 800 and
Ntest = 200. All models are implemented using the default specifications of scikit-learn (Pedregosa et al.
(2011)).

We first observe that linear regression and the Lasso perform poorly, as the quadratic relationship with the
output is not captured by their linear specifications. Across all other models, the PFI tends to zero, confirming
the absence of functional dependence on the null coordinate. The only exceptions arise at very high correlations,
where Support Vector Regression (SVR) and k-Nearest Neighbors (KNN) exhibit slight model dependence on
the null coordinate.

X1 Mean (sd) X2 Mean (sd)

[RLITIGELICLELE -0.014 (0.006)  -0.053 (0.018) -0.04 (0.02) -0.001 (0.002) -0.016 (0.006) 0.042 (0.022) -0.008 (0.003) -0.003 (0.01)

Lasso 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
DecisionTree SRR ((WIV)] 3.674 (0.268) 4.217 (0.298) 3.529 (0.274) 0.004 (0.006) 0.01 (0.006) -0.007 (0.005) -0.006 (0.005)
RandomForest SEEERCN{0PIG)] 3.707 (0.283) 4.288 (0.303) 3.477 (0.271) -0.002 (0.003) 0.002 (0.002) 0.002 (0.002) 0.005 (0.002)
ExtraTrees 3.9 (0.311) 3.803 (0.302) 4.188 (0.276) 2.983 (0.21) -0.003 (0.002) 0.002 (0.002) 0.001 (0.003) 0.071 (0.021)

GradientBoosting RN (023 3.607 (0.266) 4.129 (0.333) 3.473 (0.28) 0.003 (0.001) 0.001 (0.001) 0.002 (0.001) -0.001 (0.001)

Model

HistGB 3.41 (0.235) 3.527 (0.258) 4.128 (0.291) 2.871 (0.237) 0.001 (0.015) -0.01 (0.014) -0.012 (0.011) 0.017 (0.007)

AdaBoost SEEWAVA(IPLE))] 3.08 (0.223) 3.55(0.277) 2.996 (0.232) 0.001 (0.002) 0.0 (0.0) 0.0 (0.0) 0.0 (0.0)
Bagging 3.8 (0.338) 3.78 (0.263) 4.217 (0.28) 3.396 (0.244) -0.005 (0.009) 0.002 (0.002) 0.0 (0.003) 0.013 (0.002)
3.738 (0.278) 3.604 (0.247) 4.152 (0.311) 3.111 (0.224) -0.002 (0.002) 0.003 (0.004) 0.006 (0.006) 0.072 (0.021)

3.582 (0.227) 3.193 (0.219) 3.651 (0.266) 2.173 (0.163)

-0.007 (0.024)  0.036 (0.045) 0.081 (0.045) 0.273 (0.07)

3.347 (0.256) 3.041 (0.218) 3.388 (0.261) 2.445 (0.187)

0.002 (0.032) 0.017 (0.074) 0.193 (0.081) 0.685 (0.142)

Corr 0.3 Corr 0.6 Corr 0.9 Corr 0.3 Corr 0.6 Corr 0.9

Figure 3: Asymptotic relevance on standard ML models: Permutation Feature Importance (PFI) mean
and standard deviation in parenthesis for X; (left) and X5 (right) across different correlation levels and models,
where Y = X? +¢, €~ N(0,0.2), X ~ N(0,%), with X1 € {0,0.3,0.6,0.9}. The sample size is n = 1000,
with 80% used for training and 20% for testing. The experiment was repeated 100 times.

D.3 Proof of Proposition 3.8

Proof. As we are under the conditional null hypothesis, using Theorem 1.1 we have that there exists a function
m_; € F_; such that m(X) =m_;(X 7).

To estimate TSI, as seen in Section 4.2, we begin by dividing CPI by 2. We observe that

1 N 1 MNtest > 2 R
E [§¢CPI(j, Py) Dtrain] =E D 2 (Z/z - m(Xi)) — (i — M(X1))?| Devain
1 PUETR L ~
= EE |:(y — m(X )) — (y - m(X))2 Dtrain:| . (2)

We first note that using Theorem 3.7, we have that
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_g [(mm _ m@)f] +E {(m(f) - m(ﬁ’))Q‘Dtrain]
+ 2E [ (m(X) = m(X))(m(X) = (X)) [ Diruin | -

We observe that the last crossed-term is null because using the conditional null hypothesis we have that m(X) =
m(X). We note that the first term is exactly twice the Total Sobol Index, which under the conditional null
hypothesis it is also null. The second term can be developed as

E {(m(f() - m()?’))2

Do = E [((F) = A2 Darn] + B [(RD) = X Do
+ 28 [(m(X) = (X)) @) = FE) | Pova-
Then, using that X "% X, we have that E [(m(ff) - m()?))2‘ptmin] = E [(m(X) — #(X))?|Disain] , 50 this first

term will cancel with the second term in (2).

Finally, combining all the previous we have that

E BJCPI(J} Py)

Dtrain:|
— & (- m()?’)f‘vmm} ~E (s~ 2(X))? |Dosn]
E|(m(X) - m(i'))z‘Dmin]

B[ (m(X) = X)) A(X) ~ (X)) [ Dieas]

Do +E [ (1) = AEN @) = () [Prn]

D.4 Proof of Proposition 3.9

Proof.

1 Ntest

E [$10c0 (7) | Dirain| = E (= (X)) = = (X))

Dtrain]

T
—E[(y— - y(X )" = (v = AX))? | Disain| -

On the one hand, we have that
E [(y - m,j(X—f))Q‘Dmm} =62+ E [(m(X) - m,j(X—j))Q‘Dmm} using Theorem 3.7

=2+ B [(m (X ) =i 5(X 7))’

Dtrain}

+E [ (m(X) = m_;(x )], 3)
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where we have used that
E [(m—;(X ™) = (X)) (m(X) = m—;(X 7)) Derain]
=E [(m*j (X_J) - fﬁ*j (X_J))E [(m X) - m_; (X_]))|X_]a Dtrain] |Dtrain] =0.
We note that E {(m(X) —m_; (X*j))ﬂ is exactly ¥rsi(j, Po). On the other hand, we also have that

E [(y - m(X))Q‘Dmm} = 02+ E [(m(X) = A(X))?|Dirain] - (4)
Combining (3) and (4), we have that
E [’(ZLOCO(j)‘Dtrain}

= Grsi(j, Po) + B [(m—5 (X 7) = (X))’ Duvain] — E [(m(X) = 2(X))?| Diraia] -

D.5 Proofs of double robustness in Gaussian linear setting

As X is Gaussian, as recalled in the main text, there is an explicit form for the distribution of a coordinate
given the others: X;|X_; = z_; ~ N(ucond,Econd) with gl 4 = pj + 3,57} (r_; — p—j) and with

—j,—3
Eiond X Ej,,JE_]l _JE,J ;- For simplicity, we assume that p = 0. Then, E [X3|X_]] =3 ,jE_Jl _JX,j,

so it is a linear model. We will then denote it as v_;(X /) = X Jy_; for y_; € RP7L

We will denote by A = 3 — 6 where ,B was obtained by regression y given X. Similarly, Ag’ = ' — B’ , where
ﬂ’ was trained only over X 7 and Ay_; = v_; —7_;.

We start by showing that the bias of LOCO decreases linearly with the training sample, and then the quadratic
decay for CPI.

D.5.1 Linear decay of LOCO

We decompose this proof into two parts. First, we prove Theorem D.1, which rigorously decomposes the bias into
the bias of estimating each linear model m and m_;. Then, in Theorem 3.12, we use the underlying distribution
to compute the expectation and prove the linear decay.

Proposition D.1 (LM LOCO bias). Under Theorem 3.10 with X Gaussian, we have that

E [$1oco (G, Po) [ Duwain] = ¥rsi(j Fo) + ABTS_;A8 — ABTEAS
= Yrsii Po) + 1AB3, — A1

Proof. First we note that
y—m(X)=XB+e— XB=XAB+e~N(0,0>+ABTEARB).
Similarly, using Theorem 1.2, we have that
y—m_j(X )= XTAL + ¢ ~NO0,A8TY_;AB + 0% + Econdﬁﬂ).
Therefore, we have that
E [@ZLOCO(% PO)‘Dtrain} =E [(y - 7/7\1_]‘ (Xij))2|Dtrain] —E [(y - T/ﬁ(X))2|Dtrain]
=V (y - fﬁfj (Xij) |Dtrain) -V (y - 7fh()()|,Z)t:1rain)

= 02+ B S eona + ABTS_ AR — 02 — ABTSAB
= Prsi(d, Po) + 128115, — 1 ABII3:,
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where we have used that rs1(j, Po) = szEcond.
O

For an initial intuition, let’s assume we have independent training samples for each regressor (which is even
proposed in Williamson et al. (2023) to control the type-I error).

Therefore, we observe that the bias is distributed as a linear combination of independent chi-squared co-
variates. Indeed, using that in a linear model B ~ N(0,0%(X X¢)™!), we have that AB ~ (02 +
B3Teona)N (0, (X1 Xor,—5) ") and AB ~ N(0,02(X ] Xix) ™). Therefore, for independent estimates, we would

tr,—j
diagonalize and obtain a linear combination of independent chi-squared variables. This decreases linearly with
the number of samples, as the error rate of the linear model. Intuitively, Z_l/QXt—;XtrE_l/Q is almost the identity

matrix multiplied by a coefficient decreasing in probability linearly with n¢ai,. Similarly for E:;/ ¢ Ij X_ jE:;/ 2,
Therefore, we have that

1881, — 18813 = (0% + 57 Seonax*(0 = 1)) Op(L/murain) = (3 (1)) Op (1 /maain),

with Op(1/n) meaning that it decreases in probability linearly with n. We observe that in this example both
errors follow the same distribution. This is because, as shown in Theorem 1.2, the restricted model also satisfies
the linear model. We observe that this is not generally the case: Lobo et al. (2024) showed that even under the
global logistic assumption, the restricted model is not logistic.

Even if both errors are not independent, there is no reason that the error made in a given coordinate would
be compensated with the error made in the same coordinate in the global model. Therefore, this is also one
difference with the error made by CPI, as will be seen later: in CPI, we will only take into account the error
made to estimate the 57 coordinate.

Under the null hypothesis, we have that 37 = 0.

We show that under the null hypothesis the expectation of the error decreases linearly with the number of
samples:

Lemma D.2. Under the conditional null hypothesis, Assumption 3.10 and Gaussian covariates, we have that

E [drocoli Po)| = trs1(i, Po) + O(1/Musain) = O(1/nirain).
Therefore, in any case, assuming two training sets or one training set, the bias is of the order of ngpain.

Proof. Using Proposition D.1, we only need to compute E [HAﬂ’HQEﬂ} and ||AB||%. We compute the second one

and the first one is done equivalently.

We first observe that AB| Xy, ~ N(0,02 (X, X¢r)~1). We denote by
A:=XY2AB/0% ~ N(0, (272X ] X, 2712371,

We have that

E[IABIE] = 0*E [ATA] = 0°E [tr(AT 4)] = o*E [tr(A4T)] = o*tr(E [44T])
— o*tr(E [E [AAT|X,]]) = o*tr(E [(E—l/QXt'I;XtrZ—l/Q)—l} )

We remark that X} %712 ~ N(0,1,). Therefore, (212X X;,%71/2)~1 is distributed as a Inverse-Wishart
with I; the scale matrix and nain the degrees of freedom. Therefore, its expectation is Iy/(Rtrain — p — 1).
Therefore, we have that

1 4 p

—tr(ly)) =0 ———.
Ntrain —P — 1 ( p) Ntrain — P — 1

E[|Agl3E] = o*
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Similarly for E [||A/3”||§7]}, we have that

p—1
fiaste) =ty
raimn

Therefore, we conclude that

p—1 P
EIAFI, | ~E[IABIR) = o' P — ot
— Iltrain 2 1
— ot Mrain + 2P+ — O(1/nrain).

(ntrain —pP— 1)(ntrain —DpP—- 2)

D.5.2 Quadratic decay of CPI

In this section, we prove that CPI benefits from double robustness, achieving a faster convergence rate for the
conditional null hypothesis. For notational simplicity, we suppress the superscript in X ().

Indeed, we first note that in the linear Gaussian setting, the bias will consist of the product of errors.
Proposition D.3 (LM CPI bias). Under Assumption 3.10 with X Gaussian and j € Ho, we have that

1~ . .
E [iwCPI(])‘Dtrain} ~ Yrsi(d, Po) + B?AWij—jAV—j (5)
2

= Yrs1(d, Po) + BFI1AY-5115 - (6)

We first note that ||Afy_j||227j represents the error resulting from using a finite sample to estimate the function
v_;. Since this function is linear, the error will decrease linearly with the size of the training sample. We also
observe that, in this case, contrary to what occurs in the LOCO approach, the only estimation error accounted
for in the global model is in the estimation of 3;. In general, this error will converge to the coefficient, leading
to the usual linear convergence rate in the product.

Nevertheless, under the conditional null hypothesis, this coefficient is zero. Consequently, it will also decrease
linearly with the training sample size. Since both errors are multiplied, we obtain a quadratic convergence rate,
meaning that CPI will detect more quickly when a covariate is null, resulting in fewer false positives than when
using LOCO for variable selection with statistical guarantees.

Proof. We first note that since X is Gaussian, Assumption 3.1 is satisfied. Therefore, from Proposition 3.8 we
have that
1~ .
E |:§¢CPI (]) ‘Dtrain:|

= 38 | () = 2(T)’ || + B[ (D) = AENGRE) — () D]

We start by noting that the second bias term is negligible:

E[(m(X) - @(X) (%) = (X)) | Dirin] = E [(A8TX)(ET(X = X)) | Desan]
= ABTE[X(F (v-5 (X ) + (XY = v j(X') = D-y(X ) = (X7 = D_5(X")))) [ Divan
= FABTE [ (v (X~7) = 05 (X)) = (5 (X'7) = 95 (X)) | Dusa]

— BASTE [)?(Avij*j — AT Xx)

Dtrain}

—FABTE {)?(X*j — X’*j)T’Dtrain} Av_;.
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Then, we observe that it depends both in the estimation error of § and of y_;, which are both consistent.
Moreover, as j € Hg, then 3; — 0. This third-order term is negligible.

For the first bias term we have that

E [(m(f() - (X)) ’Dmm}
= B’E [(V_J(X—J) + (X7 = (X)) = (X)) — (X — ﬁ—j(X"j))))Q‘Dmm}
= PR (05 (X 79) = 75 (X 9) = (05 (X 9) = D5 (X' )| Divan
= B’E [(A’yLXﬁj — A’Y—_rleij)z‘lDtrain]

= 263 1Ay, -

|

Lemma D.4. Under the conditional null hypothesis, Assumption 8.10 and Gaussian covariates, assume V_;
and B trained in different samples, we have that

E[deri(h)] = O(1/ndu).

Proof. We observe that 3; ~ N (j;, aQ(XtrTXtr)jfl) and that Ay_; ~ N (0, (02 + Zeond) (X Xg”)~1). There-
fore, assuming the independence between both of them because they have been trained in independent training
sets, we have that under the conditional null hypothesis the variance of the distribution of the bias will decrease

quadratically. To remark so, we can use similar arguments as the ones used in the proof of Lemma 3.12 because
tr(SY2( X X)) TI2Y2) = p/nirain. O

E Assumptions and proof of Theorem 4.2

In this section we present the assumptions taken from Williamson et al. (2023) to proof the asymptotic efficiency.
To do so, we first introduce the same notations as in this paper.

Denote R := {c¢(P1 — P) : ¢ € [0,00), P1, Py} the linear space of finite signed measures generated by the class
of distributions M. In R, the supremum norm || - || is the supremum difference of their distribution functions.
The Gateaux derivative of P +— Ep [((f(X),y)] at Py in the direction h € R is denoted by V(f, Py, h). Let’s

also define the random function g, : (X,y) + V(m, Po; d(x,y) — Po) — V(m, Po; 6(x,y) — Fo), where d(x ) is the
degenerate distribution on {(X,y)}. The assumptions are either deterministic (A) or stochastic (B):

A1l (optimality) there exists some constant C' > 0 such that, for each sequence mi,mso,... € F such that
|n — mllz = 0, |E[l(Mmn(X),y)] — E[¢(m(X),y)]| < C||Mn —m||% for each n large enough.

A2 (differentiability) there exists some constant 6 > 0 such that for each sequence €j,€es,... € R and
h,h1, he, ... € R satisfying that €; — 0, and ||h; — h|| — co — 0, it holds that

EP0+€jhj [E(f(X)’y)] - EPO [g(f(X)a y)] _ V
sup

FEF:|f-m|F<d €5

A3 (continuity of optimization) ||mp,+en — m||Fz = O(e) for each h € R where mp, 4, is the minimizer in F of
f = EP0+6h [Z(f(X>7 y)]

A4 (continuity of derivative) f— V(f, Po;h) is continuous at m relative to | - || for each h € R.
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Bl (minimum rate of convergence of m) ||, — m|F = op(n=1/%).

B2 (weak consistency) [(gn(X,y))?dPy(X,y) = op(1).

First, we note that there is no need to include the limited complexity assumption, as we are already using a
cross-fitted version. This is because the importance is estimated on a separate test dataset from the training set.

We also recall from Williamson et al. (2023) that Assumption Al is referred to as optimality because we require
a development that depends only on the second order, as the derivative tends to zero given that the model under
consideration is a minimizer of the loss.

Similarly, as done in Williamson et al. (2023), we will prove the asymptotic efficiency of each empirical predic-
tiveness measure with respect to its theoretical counterpart separately. This means that both the predictiveness
measure using the information of the j-th covariate and the one without it will converge efficiently to their re-
spective theoretical predictiveness measures. Therefore, all the previous assumptions need to be fulfilled for the
restricted model. Additionally, we will require the minimum convergence rate not only of m, which was already
required for the complete model convergence, but also for the model V_;:

B3 (minimum rate of convergence of v_;) ||Un,—; — v—_j|lFr = op(n=1%).

We observe that all the above assumptions are exactly the ones required for the asymptotic efficiency of LOCO
in Williamson et al. (2023), except for replacing the required minimum rate of convergence of m_; with that of
v_j.

We observe that these convergence rates are achieved by parametric models. They are standard in semiparametric

inference. They are also achievable for nonparametric models under additional assumptions on dimensionality
and regularity, and for standard machine learning models under mild assumptions.

We recall that, in our setting—the knockoffs framework (Candes et al. (2018))—it is easier to fulfill the latter
condition than the former. This is because the relationship between the input and the output is expected to be
more complex than the relationship among the inputs.

For a detailed discussion of these assumptions, see Williamson et al. (2023).

For this result, we also need local robustness to small changes in the argument of the function m. This condition
is expressed by requiring m to be Lipschitz continuous. This ensures that the error made by estimating the
argument does not explode.

Finally, we require Assumption 3.1 to hold for the validity of the conditional sampling step.

Theorem E.1. Under Assumption 3.1, assuming that m is Lipschitz and assumptions A1-A4 and BI-BS3,
Yscri1(j) is nonparametric efficient.

Proof. Similarly as done in Williamson et al. (2023), the asymptotic efficiency will be established by decomposing
each predictiveness measure. Indeed, we are going to first prove that

1 Ntest

((m(ei), yi) = E[l(m(X),y)] .

n
test i=1

This comes directly from Theorem 2 of Williamson et al. (2023). Then, we need to proof this efficient asymptotic
convergence

Ttest i Tcal =1

To achieve this, we will apply the same theorem. For this, we need to prove that the regressor converges
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sufficiently fast to m_;, specifically at the rate op(n=1/%). Observe that

Tcal Ncal Ncal
(XTI o~ )Z'(J')' _ Xv(])’
Neal Zm —m_j( ) o ;m( ) Teal ;m( )
Necal ~( ) Necal ( )
m(X J m(X, J
Tcal Z ncal Z
Ncal
+ o Yo m(X) = ()
ca. l:1

We first note that the last quantity exhibits the desired convergence rate by applying the CLT, and because,
under Assumption 3.1, X follows the desired distribution. For the first term, we have that

Ncal Tcal
(Xl < SO o (RO
rr o () = o X&) < mas(XE) - m(E )

Then, it has the correct convergence rate by using the convergence rate of m. Finally, for the second term, using
that m is assumed L-Lipschitz, we have that

TNcal ,

; (J) nml Zm X(J)
< max;[m(X{") - m(Xf” I
< Imax,| X9 — X9

= Lo, [7-5 (X ~7) + (X; = 75 (X, 7)) = vy (X77) = (Xs = vy (X))
< L (115 (X ) = vy (X )| = ma| (X, ) = v (X))

Tical

We conclude by using Assumption B3. O

F Fixing n.,: Proof of Proposition 4.3

Proof. The first part of the proof consists on applying the consistency of the estimates, continuous mapping
theorem, and finally the Law of Large Numbers. Then, we develop the given expectation as

Tcal ) 2
E <y— ! Zmo?f”)) —E [(y — m(X))?]

Ncal =1

Neal ] 2
= E (Z(mm - m(fg(”)))

cal

T2 iE [ ()?fj)))ﬂ + n%l Y E [(m(X) —m(XD))(m(X) - m(;(]gj)))}
Ca i=1 cal i<k

= nl B [(m(X) - m(f(f”))ﬂ + ”%1 > E [(m(X) — m(X9)) (m(X) - m(f(,gj)))} _
ca. ca ,L<k

For the second part, we observe that

E[ (m(X) = m(X7)(m(X) = m(X{))]
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The second term vanishes:

E
=E[m(X)*] - E [E [m(X)m()?,gﬁ)\Xﬂ'H
= E [m(X)?] ~ E [E [m(X)|X /] E [m(X{)|x ||
=E [m(X)?] — E [m_;(X7)?],
and
brsi(f, Po) = E [(m(X) —m_;(X7))?]

=E [m(X)?] = 2B [m(X)m_;(X )] + E [m_;(X~7)?]

= E [m(X)?] = 2E [E [m(X)|X 7] m_;(X )] + E [m_;(X )]

=E [m(X)*] —E [m_;(X7)?]

Therefore we have

! 2¢rs1(d, Po) + z > Wrsi(d, Po)

n
cal cal j<k

ncal(ncal - 1)
2

1 . 2 .
2¢rs1(4, Po) + ——¢rsi(J, Po)

cal cal

<1 + L ) Yrsi(f, Po).
Necal

G Inference: type-I error and power

Type-I error: In general, Verdinelli and Wasserman (2024) introduced an additional square root term to
ensure control of the type-I error. Indeed, due to the quadratic nature of the statistic, under the null hypothesis,

the variance vanishes as V(¢) = O(n~7) with v > 1. Therefore, to maintain a valid type-I error rate, we observe
that under the null hypothesis, using Chebyshev’s inequality, we have that

V(1)
(zasS€n + c/\/ﬁ)2

— 0.

P, (13 > zosep + c/\/ﬁ) <

Improving the corrective term in linear settings: We observe that using Markov’s inequality we have
that
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E(})

Py, (122 ZaS€n +c/\/ﬁ> < m.

From Lemmas 3.11 and 3.12, we observe that in the linear setting, it is possible to use this last inequality to
derive a more powerful valid test by changing the additive term ¢/y/n by ¢/n~7, with v < 1 for LOCO and v < 2
for CPI.

Power: We observe that under the alternative hypothesis, using Theorem 4.2, we have 121\ 2% 4 > 0. In
particular, this implies that

Py, (zz > za8€p, + c/\/ﬁ) — 1.
n—oo
Thus, the test is consistent, i.e. it has power approaching to one.

Standard deviation estimation: For se, in the numerical experiments, we also explored using empirical
variances derived from multiple estimations via bootstrapping on the test set, without refitting the model.
Specifically, we computed several means over bootstrap samples on the test set and then estimate the variance
among them. Also, the sample variance (which in this case coincides with the variance estimation with influence
function as seen in Section H) divided by the sample size for the others, using the relation

n 1 n n
cal T test i—1 cal =1

2
R Nea 1 Ntest 1 Ncal o R
var(scpr) = var | —2— > ( Som@E ) - yi) — (i) — i)

2
1 Ncal 1 = ~ ~I(] -~ 2
— cvar | —2L (— > m(x;fi)) - yz> — (m(z;) — i)

Ttest Ncal + 1 Tlcal =1

H MSE variance estimation with influence functions

From Theorem 4.2, it is possible to estimate the variance using the influence function. Indeed, the variance is
given by
2 2
Ty = E [Soj(Xa y)] )

where ¢; is the influence function of 1;, which is given by
0 (X,y) = Vi(m_j, Po,0(x.4) — Po) = V(m, Po,6(x.4) — Po).
Here, V (f, Py; h) stands for the Gateaux derivative of P — Ep [((f(X),)] in the direction h € R, with
R :={c(PL — P2): c€[0,00), P1, P, € M}

being the finite signed measures generated by M. Therefore, it is possible to estimate the variance as a simple
plug-in:

~ 1 . o 2
Tj2 = Z [V(m,j,Pn;é(X;jyyi) — Pn) = V(M P 0(x, ) — Pn)} .

In Appendix A of Williamson et al. (2023), they propose a simple method to compute the influence function
when the predictiveness measure comes from standardized V-measures. We observe that, in general, computing
the empirical variance and the variance using this plug-in version do not coincide. Nevertheless, in this section,
we easily prove that they do coincide when using the MSE. Indeed, we observe that
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I Some lemmas used in the proofs

Lemma I.1 (Conditional null hypothesis). Under Assumption 3.7, the j-th covariate is independent of the output
y conditionally on the rest of covariates if and only if there exists a measurable function m_; € F_; such that
m(X) = m_j(X_j).

Proof. Firstly, we assume that m(X) = m_;(X7), or equivalently, that ¥ = m(X) + € = m_;(X7) + e
Therefore, using that e is independent from X and that m_;(X /) is constant conditionally on X7, then
y 1L X7 X,

To prove the other way, we first observe that
E [y} X 7] =E[(m(X) 4+ €)*X 7] =E [m(X)*|X 7] + 02,
using that e is centered and independent of X. On the other hand, we observe that using the conditional
independence and also that € is centered and independent of X that
E [y*| X 7] =E [y(m(X) + €)| X ]

=E [y|X7j] E [m(X)|X7j] +E [ye\ij}

—E [m(X)|X )" + 0%
Then, we obtained that as both quantities are equivalent that E [m(X)?/X 7] = E [m(X)|X’j]2. We observe
that Jensen’s inequality with an strict convex function is only achieved with degenerate distributions. Therefore,

m(X) is (X ~J)-measurable and therefore there exists a measurable function that we denote m_; such that
m(X) = m_j(X_j).

O

Lemma 1.2 (LM for y|X 7). Under Assumption 3.10 and Gaussian covariate, we have that y = X 73 + ¢
, iid.

with € independent from X7 and € "= N(0,0% + EcondﬂjQ).

Proof. Indeed, we can write

y=Xp+e
=X"B_;+ X787 +¢€
=X TP+ (X7 = vy (X + v (XT7))B + e
=X v (X + (X —v_j(X9)B +e).
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Using that X is Gaussian we have that v_;(X ~7) = X ~J~_;, therefore, we can write 8’ = B_;+~_;. Finally, we
have that (X7 —v_;(X 7)) is independent of X ~7 using the Gaussianity and that (X7 —v_;(X 7)) ~ N(0, Zcond)-
Therefore, we have that € = (X7 —v_;(X77))B7 + € ~ N (0,02 + (87)*Scona)- O

J Additional experiments

J.1 Double Robustness of Sobol-CPI and nonnull bias

In this section, we study a linear Gaussian setting. In this case, both methods need to implement computationally
similar procedures because m, m_;, and U_; are all linear. We have y = X5 + € with Sy = 0, S1.p—1 ~

N(0,25I,-1), € ~ N(0,1), and X ~ N(0,%X) where ¥; ; = 0.6/"=71 and p = 20, we estimate YSobol—cpi(1)»
QL\Sobolfcpi(loo) (i.e. with ncy = 100) and T/P\Loco using linear models trained with n¢..;,, = 50 and averaged over
Ntest = 100000. On the top of Figure 4, the bias when estimating the importance on the null coordinate, while
on the bottom, it corresponds to a nonnull coordinate. On the left, we use the same training set to estimate m,
m_j, and V_;. Conversely, on the right, we use different training samples while maintaining n¢rain = 50. The

histograms are based on 1000 runs.

Figure 4 illustrates that CPI converges faster under the conditional null hypothesis due to double robustness,
and that a significant loss is incurred by using the data splitting method proposed in Williamson et al. (2023).
However, we also observe that by increasing n.,1, the double robustness of CPI can still be preserved. Additionally,
the bias distribution for the non-null covariates is similar across methods. Consequently, there is improved
variable selection without sacrificing variable importance.

J.2 Effect of ngy

In general, in order to get a valid variable importance that is asymptotically efficient, Theorem 4.2 shows that we
need to take a calibration set size that increases with n. Nevertheless, as seen in Proposition 4.3, with ¢ = {5, it
is possible to fix the calibration set size and correct the bias generated. Moreover, when n.,) is fixed to 1, as it is
just a correction of CPI, it benefits from its double robustness, making it easier to separate null covariates from
important ones. In this way, this hyperparameter represents a trade-off between variable selection and variable
importance. With a large nc,;, we benefit from the asymptotic efficiency, obtaining a more robust estimate for
the important covariates; however, for the null covariates, it yields a worse estimate. Indeed, standard CPI does
not converge and is not asymptotically efficient when the importance is not null. This can be seen because the
optimality assumption (Assumption Al in Section E) does not hold.

To avoid the first-order contribution of having to estimate the regressor m, which is the maximizer of f —
E[¢(f(X),y)] over F, it is reasonable to assume that

d
EEV(mE(X)ﬂ y)] |5:0 =0,

for any smooth path {m.: —oo < e < oo} C F. Nevertheless, this no longer holds for CPI. Indeed, we are not
reoptimizing a learner with the empirical conditional distribution; we are only substituting the optimizer of the

original distribution on another distribution. Therefore, this first-order term is not expected to vanish.

This trade-off between variable selection and variable importance can be observed, for instance, in Figure 5. In
this Figure, we study the estimated importance of two covariates in a modified version of the nonlinear setting
from Bénard et al. (2022): y = XoX1lx,>0 + 2X3Xalx, <0, With X ~ N(u, %), where ¥, ; = pl'=il, p = 50,
n = 10000 and pu = 0. The z-axis represents p, while the y-axis represents the estimated importance. The
experiment is repeated 30 times.

For the important covariate, we observe slightly better results in estimating importance. However, for the null
covariates, the results are slightly worse when n.,; is larger. This is also remarkable in Figure 7.

J.3 Correlation

In this section, m and m_; are Gradient Boosting models, while U_; is a Lasso model. In this experiments,
X ~ N, %), where ¥, ; = pl=7l, p = 50 and p = 0. The z-axis is for p.
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Figure 4: Double robustness of the Sobol-CPI: The empirical bias distribution of LOCO, Sobol-CPI(1),
and Sobol-CPI(100). From (a) and (b), we observe the benefits of using a CPI-based approach, as its double
robustness results in lower bias. In (c) and (d), we see that the estimation error for a non-null covariate is similar.
Comparing (a) and (b), we observe the negative effect of data splitting.
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Figure 5: Calibration set size effect as a trade-off between Variable Importance and Variable Se-
lection: Total Sobol Index estimation in a nonlinear setting. The first figure represents an important covariate
(Xo), while the second represents a non-important covariate (Xg). We observe that with a larger nc,, the im-
portance estimation of the non-null covariate is slightly improved, enhancing variable importance. However, for
the null covariate, there is a slightly greater bias, making variable selection less accurate.

In Figure 6, we examine a polynomial setting where the important covariates are randomly sampled with a
sparsity of 0.1, with » = 1000. On the left the AUC and the right is the mean bias across the null covariates.
This experiment is run over 30 repetitions. We observe that the AUC values are similar, but the LOCO method
fails to achieve null importance for the null covariates. Additionally, the LOCO method is significantly more
computationally expensive.
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Figure 6: Correlation Effect in a Polynomial Setting: For all correlation values, Sobol-CPI achieves
better discrimination of important covariates, assigns no importance to null covariates, and is significantly more
computationally efficient.

In Figure 7, we use the same standard nonlinear setting: y = XoX1Ix,>0 + 2X3X4lx,<0, with n = 10000. On
the top, the first two figures display the estimated importance of the important covariates, while the third figure
represents an unimportant covariate. They are theoretically obtained in Theorem K.2. On the bottom, the left
figure shows the AUC, the middle figure presents the mean bias across the null covariates, and the right figure
is the computational time. This experiment is conducted over 10 repetitions.

The first two figures show that the importance scores from the Sobol-CPI method with a larger n., are more
accurate, though still comparable to the LOCO method. From the third figure, we observe that Sobol-CPI
maintains double robustness with larger n.,, while LOCO exhibits a large bias.
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In the bottom row, the first figure demonstrates the superior discriminant power of CPI-based methods. The
second figure highlights the bias of the LOCO method for null covariates, and the third figure illustrates that
CPI-based methods are much faster than the LOCO methods. This is because CPI-based methods avoid refitting
a Gradient Boosting model for each covariate, using instead a Lasso model.

- LOCO-W =—— Sobol-CPI(1)

---------- Theoretical
—— LOCO-HD —— Sobol-CPI(100)
0.5 [ o 05 [ 010
0.4
o — o
NS < 0.4 N2 0.05
“6 0.3 “6 “6
9 02 os g o000
c c c
T 01 © ©
£t £ o2 L 005
o o o .
g g 3
- -0.1 — 01 — -0.10
-0.2
00 02 04 06 08 00 02 04 06 08 00 02 04 06 08
1.00 0.14
0 104
0.12
0.95 %
-= 0.10
© —
o %0 3 0.08 2
o ] v
< 0.85 = 0.06 g
2 =10
o, 0.04
0.80 A
& 0.02
0.75 0.00
00 02 04 06 08 00 02 04 06 08 00 02 04 06 08
Correlation

Figure 7: Correlation effect in non-linear setting: Sobol-CPI and LOCO achieve comparable results for
important covariates while providing double robustness for null covariates in a significantly faster manner.

J.4 Inference

In this section, we compare the power and type-I error of different variance correction methods across LOCO
and Sobol-CPI, using various values of n, in both linear and polynomial correlated settings.

As stated in Appendix G, different variance estimators have been studied: bootstrap-based estimates for the
methods with the _bt and n2 suffixes, and sample variance divided by the sample size for the others for the
remaining methods.

When the method has no suffix (denoted by a circle marker), this indicates that no variance correction is applied.
This approach was used by Chamma et al. (2024a), who ignored the vanishing variance; therefore, if the variance
is zero, the null hypothesis is retained directly, without an statistical test. The suffix _sqrt denotes a square root
correction term, _n and _bt indicate a linear correction term, and _n2 represents a quadratic correction term.

The experiments are run 100 times for the linear setting and 30 for the polynomial.

Linear setting: We study a linear setting with varying correlations (p € {0.3,0.6,0.8}) to examine their effect
on the power of the methods. However, since the results are similar across different values of p, we present only
the graphics for p = 0.6.

In these experiments, m, m_;, and U_; are linear models (see Theorem 3.2). More formally, y = X + € with
3 sparse with sparsity 0.25 and value 1 when non-null, € ~ N(0, || X3||?/snr) with snr = 2, and X ~ AN(0,3)
where %; ; = 0.6/"=7 and p = 100.
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From Figure 8, we observe that, despite the computational cost being similar across all methods due to the use of
linear models (with the bootstrap-based covariance methods being more computationally intensive), Sobol-CPI
demonstrates significantly smaller bias—mnot only for the null covariates but also for the non-null covariates.

We first note that LOCO-W (Williamson et al., 2023) requires a larger sample size to achieve type-I error control.
Consequently, while LOCO-W is capable of identifying significant covariates, it also produces a substantial
number of false positives. Furthermore, we observe that Sobol-CPI(1) is the most powerful method, benefiting
from its double robustness property.
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Figure 8: General comparison of LOCO and Sobol-CPI in linear setting: From left to right, and top
to bottom, we have the AUC to detect the null covariates, the bias in estimating the non-null covariates, the
bias in estimating the null covariates, the time to compute the estimates and the tests, the power of the tests,
and the type-I error. Sobol-CPI presents lower bias, more power with a valid type-I error with a linear additive
correction.

In Figures 9 and 10, we observe a detailed comparison of the type-I error and power, respectively. Among the
methods, the most powerful tests involve the quadratic correction. Nevertheless, these do not control the type-I
error. Additionally, the uncorrected method (circle marker) also fails to control the type-I error due to vanishing
variance. As shown in Section J.4, the linear correction successfully preserves the type-I error.

We observe that the most powerful method is Sobol-CPI(1). When using a larger calibration size n.,—which
serves as a trade-off between variable selection and variable importance—the power slightly decreases due to the
double robustness property.
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Finally, we observe that in this case, there is a substantial gain when computing the variance using the bootstrap
compared to using the sample variance in all the procedures. Both methods are valid, as the validity stems from
the additive term, not from the specific choice of variance estimator.

0.30 method 0.25 method
-e - Sobol-CPI(1) ' Sobol-CPI(10)
0.25 —a— Sobol-CPI(1)_sqrt N Sobol-CPI(10)_sqrt
@+ Sobol-CPI(1)_n '\ 0.20 Sobol-CPI(10)_n
0.20 -=-- Sobol-CPI(1) bt \ S Sobol-CPI(10)_bt
: ~.-®. - m- Sobol-CPI(1)_n2 Sobol-CPI(10)_n2
L NN L% 0.15
0.15 O NS
0.10
0.10
0.05 0.05
P L e e Set e,
__0.00| ¢ * . . . - 0.00
|
[0) 103 10% 103 104
o
>
F 0.25 method 0.35 method
- - Sobol-CPI(100) SO\ - - LOCO (i
—s— Sobol-CPI(100)_sqrt - o 0.30 | —s— Loco_sqrt o
0.20 | -4~ Sobol-CPI(100) n  * L -4+ LOCO n o - - O
-~++ Sobol-CPI(100)_bt ON 0.25 | -~-. Loco bt
- m- Sobol-CPI(100) n2 o -m- LOCO n2
0.15 = SN D * 0.20
L} ,’. _
0.10 LT 0.15 | g=or .
0.10 | o . _"
0.05 ,‘ \. '_." ."".--.___-- “-..-.
& o — 0.05 SERRse:
0.00 | * *—— Py —— T R ¢ TSP S
103 104 103 104

Number of samples

Figure 9: Type-I error of Sobol-CPI and LOCO with different variance corrections in the Linear
Setting: The first three figures show different corrections applied to Sobol-CPI with varying nc,;, followed by
the results for LOCO. The quadratic correction is not enough to control the type-I error.

Polynomial setting: We study a polynomial setting with varying correlations(p € {0.3,0.6,0.8}) to examine
their effect on the power of the methods. Nevertheless, we only report the results for p = 0.6 as the other
correlations give qualitatively similar results. In this experiment, the input matrix is generated as before (
X ~N(0,%) where ¥; ; = pl"=3l and p = 50 ), but the output is polynomial in the input with interactions and
degree three. The important covariates are randomly sampled with a sparsity of 0.25.

In all these experiments, m and m_; are Gradient Boosting models, and 7_; is a Lasso. Therefore, in this setting,
there is a clear computational benefit to using a permutation-based approach, as seen in the bottom-left panel
of Figure 11, where a substantial gain is observed. However, the benefits are not purely computational. At the
top of the figure, we observe that the Sobol-CPI demonstrates superior classification performance, as indicated
by a higher AUC. Additionally, it does not exhibit any bias on the null covariates, which is significant for the
LOCO methods.

Regarding hypothesis testing, the conclusions are not entirely clear from this figure alone; we refer the reader to
Figures 12 and 13 for a more detailed comparison. Nevertheless, it is evident that the Sobol-CPI methods are
the most powerful, showing a clear separation in power from the LOCO methods. Moreover, the quadratic and
linear corrections with bootstrap variance are not strict enough to control the type-I error. The LOCO-W method,
in particular, fails to control the type-I error altogether—so even though it may yield discoveries, they are not
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Figure 10: Power of Sobol-CPI and LOCO with different variance corrections in the Linear Setting:
The first three figures show different corrections applied to Sobol-CPI with varying nca;, followed by the results
for LOCO. Sobol-CPI(1) is the most powerful method. Across the corrections, the linear decaying term is the
least conservative, with variance estimated via bootstrap.
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reliable due to a high number of false positives. This can also be explained by the AUC: even with a large sample
size, there is no clear distinction between important and null covariates.

In Figure 12, we observe, similarly to the linear case, that the quadratic correction is not sufficient to control
the type-I error. However, we also see that the linear correction with the variance estimated via bootstrap is not
sufficient either. This contrasts with the linear setting, and the reason lies in the fact that the convergence rate
result (see Theorem 3.11), which allows the use of Markov’s inequality (see Section G) to guarantee type-I error
control, is only available in the linear setting.

Additionally, we observe that for LOCO, even with the square root correction, the type-I error slightly exceeds
the nominal level @ = 0.05, due to the high variability of the method. Finally, for Sobol-CPI, the square root
correction does control the type-I error, but it may be overly conservative, as the observed error is exactly zero.

In Figure 13, we observe that Sobol-CPI(1) is the most powerful procedure, benefiting explicitly from double
robustness. Additionally, across all methods, there is a decrease in power associated with more restrictive
corrections. The gap observed with the square root correction arises from its overly conservative nature.

K Explicit Total Sobol Index examples
example K.1 (LM with Gaussian covariates). Given X ~ A (p,X) and y = 8X + € we note that
Yrsi(d, Po) = E [(m(X) —m_;(X~7))?]
= BE (X7 —E [x71X7])?]
= BB [V(X/1X )]
= p2%!

cond’

with Ej Zj,j — Ej,—jE_l‘ »E_]"j.

cond " —3,—7

example K.2 (Non-linear setting). In this example we will recover the example of no-linear setting from Bénard
et al. (2022) but changing the input covariance matrix to obtain more complex relationships between the covari-
ates. Indeed, we will have y = a XX x>+ + BX3 X% x>0, where X is p-dimensional centered Gaussian with
a Toeplitz covariance matrix where the i, j-th entry is given by p/"=7|. In this setting, we are going to compute
the 11s1(j, Po) for the covariate X° and X;.

First, we observe that

m_o(X %) =E [m(X)| X °] = aE [X°|X %] X'Ix2s0 + BX*X T x2y.

Then, we can develop LOCO as

Yrsi(0, Po) = E [(m(X) —m_o(X™"))?]
= E [(aX ' Lxz50 (X° — E[X°|X ™))’
= 0%E [(X")?Lx250 (X° — E [X°|X°])?]
= %E [(X")Lx250) E [ (X° — E [X°[X])?] . using X° — E [X°|X ] 1L X~
The first term is exactly 31 1/2. To see this, we first observe that as the covariates are centered and symmetrical,
then E [(X')?Ix250] = E [(X")?Ix2<0]. Therefore, we have that
Sin=E[(X' —E[X'])’] =E [(X")*] = E [(X1)*(Lx,>0 + Lx,<0)] = 2E [(X")*Lx,>0] ,

where we have used that E [Xl] = 0. We also observe that as it is a Toeplitz matrix, ¥;; = 1. Then,
Yrs1(0, Py) = o?/2E [(XO —-E [X0|X*0])2} = o?/2E [V(X°|X~9)]. Note that as it is a Gaussian vector, the
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Figure 11: General comparison of LOCO and Sobol-CPI in polynomial setting: From left to right, and
top to bottom, we have the AUC to detect the null covariates, the bias in estimating the null covariates, the time
to compute the estimates and the tests, the power of the tests, and the type-I error. A greater gain is achieved
with Sobol-CPI in these more complex settings, as it attains better results on the AUC without introducing bias
on null covariates while requiring less computational effort.
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Figure 12: Type-I error of Sobol-CPI and LOCO with different variance corrections in the Polyno-
mial Setting: The first three figures show different corrections applied to Sobol-CPI with varying n.a;, followed
by the results for LOCO. The linear correction with bootstrap variance is not enough to control the type-I error.
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Figure 13: Power of Sobol-CPI and LOCO with different variance corrections in the Polynomial
Setting: The first three figures show different corrections applied to Sobol-CPI with varying nc.;, followed by
the results for LOCO. Sobol-CPI(1) is the most powerful method. Across the corrections, the linear decaying
term is the least conservative, with variance estimated via bootstrap.
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variance is exactly oo —20,702:5770270’0. We also observe that as it is a Toeplitz matrix, we have the property
that £_g,0 = pX_01 = pX_0,-0(1,0,..., 0)". Thus, we can develop the last term as
E [V(X°X7%)] =g, — Z0,—02:(1),_02—0,0
=1-pS0,-0275 _¢E-0,-0(1,0,...,0)"
=1-p%9_0(1,0,...,0)"
=1-p2%

Combining the previous, we conclude that, in this setting, rs1(0, Py) = (1 — p?)/2. Similarly, for the first
covariate we obtain ¥rsr(1, Py) = p?/2(1 — 21,—12:%7,12—1,1)-



