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Abstract

Transformer language models have shown im-
provements on compositional generalization
benchmarks, but we lack understanding of how
these models actually implement compositional
generalization. In this work, we propose a
method to identify the compositional core—the
key subnetwork that models use to generalize
compositionally. We compare this composi-
tional core against subnetworks from models
that simply memorize tasks or rely on shallow
distributional patterns. Our analysis reveals that
the attention mechanisms in compositionally
generalizing subnetworks behave distinctively,
with a notable focus on the end-of-sequence
(EOS) token. This finding suggests that lan-
guage models may be using special tokens like
EOS as registers to hold and manipulate sen-
tence representations.

Extended Abstract

Compositional generalization in natural language,
or the ability to understand and produce new utter-
ances using known primitives (Fodor and Pylyshyn,
1988), is a hallmark of human learning and a known
challenge for language models (Kim and Linzen,
2020; Lake and Baroni, 2018; Li et al., 2023). A
successful recent strategy for improving the compo-
sitional generalization capabilities of transformer
language models (LMs) is scaling, or increasing
the size of LMs and their pretraining data (Orhan,
2022; Zhou et al., 2023; Press et al., 2023). How-
ever, one detriment of scaling is that we do not
understand how these models implement compo-
sitional generalization internally; we only know
that these LMs perform better on compositional
generalization benchmarks.

In this work, we aim to find persistent properties
of how LMs implement seq-to-seq compositional
generalization: properties that directly impact per-
formance and are invariant to randomness in the
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fine-tuning process. To pinpoint where composi-
tional generalization is implemented in the LM,
we apply structured pruning (Xia et al., 2022) to
trained models, removing the components of trans-
formers that contribute minimally to task perfor-
mance. Next, we aggregate over several training
and subsequent pruning runs and only consider
properties that arise in all cases.'
Our experimental procedure is as follows:

1. Take a pretrained language model and fine-
tune it using several random seeds on a com-
positional generalization task.

2. For each fine-tuned model, use CoFi pruning
(Xia et al., 2022) to find the subnetwork driv-
ing task performance by selectively removing
unused attention heads. For each fine-tuned
model, prune using several random seeds.

3. The result of pruning is a mask over attention
heads, indicating which can be kept or deleted
(1 or 0). We take the intersection of these
masks to find the attention heads that are kept
over all instances of fine-tuning and pruning.
Following Bhaskar et al. (2024), we call this
set of attention heads the heuristic core.

Next, we find the attention head properties that
are unique to the heuristic core of compositionally
generalizing LMs. To do so, we construct cou-
pled tasks that share inputs with the compositional
generalization task but differ in outputs. In the
memorization task, the output sequence is scram-
bled, so the only way to learn the training task is
to memorize the examples. In the distributional
or bigram task, the language model is trained to
predict the output of a bigram model of the training
corpus instead of the next word.

'n our experiments, we find that the attention patterns of
LMs fine-tuned on the same task with different random seeds
are nearly identical to each other.
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(a) Layerwise attention entropy trends for T5-small. (b) Attention weight trends on the EOS token. The composi-
tional core places the most attention weight on the EOS token,

especially towards the later layers.

Since the memorization, bigram, and compo-
sitional tasks share inputs, we can examine how
the same model architecture processes these tasks
differently, given the same input sequence.

Results

We study the heuristic cores of T5-small, an
encoder-decoder transformer model that performed
well in previous work on compositional general-
ization tasks (Petty et al., 2024; Orhan, 2022). We
compute heuristic cores for the memorization, bi-
gram, and compositional (i.e., original) versions of
COGS (Kim and Linzen, 2020), a semantic pars-
ing task testing compositional generalization. In
COGS, words in the training and test sets appear in
disjoint grammatical roles; models solving COGS
must apply grammatical roles compositionally to
predict output from input. We observe three main
findings:

* Models trained on the memorization task can-
not be pruned to high sparsity. The memo-
rization core uses most of the LM’s attention
heads.

* The bigram heuristic core has higher cross
attention entropy, indicating more diffuse at-
tention across all tokens.

* In the compositional task, models use cross
attention heads that attend to the end-of-
sequence (EOS) token more.

Both the bigram and compositional models can
be pruned to 60% sparsity in attention heads, caus-
ing a ~17% drop in performance. In other words,
the remaining 40% of the attention heads recover
80% of the original performance. However, the

memorizing model can only be pruned to around
30% sparsity before dramatic reductions in ability
to memorize. Thus, memorization requires more
model parameters than bigram or compositional
generalization on this task.

To understand the behavior of the remaining at-
tention heads, we analyze their attention patterns
(Clark et al., 2019) during the decoding of the first
output token. Specifically, we examine the entropy
and weights of the cross attention heads in T5-
small. Figure 1a shows that the bigram model ex-
hibits higher average cross attention entropy across
all layers compared to both the memorization and
compositional cores, indicating a more uniform
attention distribution over all input tokens.

In contrast, the compositional core’s cross at-
tention demonstrates a different distinctive pattern:
it allocates significantly more weight to the EOS
token. This behavior differs from the bigram and
memorization cores, which primarily attend to to-
kens within the sentence. Since attention weight
on the EOS token is higher across all layers, we
hypothesize that the EOS token’s activation holds a
representation for the full sentence, which may be
especially useful in the compositional task variant.

We plan to further study this hypothesis in three
ways. First, if we remove the EOS token in all
tasks, we would expect performance on COGS to
decrease but remain roughly the same for the mem-
orization and bigram variants. Second, we can
probe the compositional core’s EOS token activa-
tion for intermediate sentence representations, such
as parts of speech or components of the sentence’s
parse tree. Last, we can attempt to improve com-
positional generalization by adding more special
tokens that the model can use for manipulating
intermediate representations (Pfau et al., 2024).
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