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Abstract001

Many existing benchmarks of large (multi-002
modal) language models (LLMs) focus on mea-003
suring LLMs’ academic proficiency, often with004
also an interest in comparing model perfor-005
mance with human test takers’. While such006
benchmarks have proven key to the develop-007
ment of LLMs, they suffer from several lim-008
itations, including questionable measurement009
quality (e.g., Do they measure what they are010
supposed to in a reliable way?), lack of qual-011
ity assessment on the item level (e.g., Are012
some items more important or difficult than013
others?) and unclear human population refer-014
ence (e.g., To whom can the model be com-015
pared?). In response to these challenges, we016
propose leveraging knowledge from psycho-017
metrics - a field dedicated to the measurement018
of latent variables like academic proficiency019
- into LLM benchmarking. We make three020
primary contributions. First, we introduce021
PATCH: a novel framework for Psychometrics-022
AssisTed benCHmarking of LLMs. PATCH023
addresses the aforementioned limitations. In024
particular, PATCH enables valid comparison025
between LLMs and human populations. Sec-026
ond, we demonstrate PATCH by measuring sev-027
eral LLMs’ proficiency in 8th grade mathemat-028
ics against 56 human populations. We show029
that adopting a psychometrics-based approach030
yields evaluation outcomes that diverge from031
those based on current benchmarking practices.032
Third, we release 4 high-quality datasets to033
support measuring and comparing LLM profi-034
ciency in grade school mathematics and science035
with human populations.036

1 Introduction037

Large language models (LLMs), including their038

multimodal variants like vision language models,039

have witnessed significant advancements in recent040

years. These models are typically evaluated on es-041

tablished benchmarks that assess their performance042

across a diverse set of tasks such as commonsense043

LLM
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Figure 1: PATCH: A {P}sychometrics-{A}ssis{T}ed frame-
work for ben{CH}marking LLMs against humans.

reasoning (Zellers et al., 2019; Sakaguchi et al., 044

2021; Chen et al., 2021), coding (Chen et al., 2021; 045

Google, 2023) and academic proficiency. Aca- 046

demic proficiency, in particular, has become a cru- 047

cial part of LLM evaluation, as evidenced by the 048

large number of related benchmarks like MMLU, 049

ARC, GSM8K, DROP and MATH (Hendrycks 050

et al., 2021; Clark et al., 2018; Cobbe et al., 2021; 051

Dua et al., 2019; Hendrycks et al., 2021), as well 052

as recent model technical reports’ increasing focus 053

on them (OpenAI, 2023; Google, 2023). In these 054

benchmarks and reports, the contrast between LLM 055

performance and human performance is often high- 056

lighted, sparking media coverage and discussions. 057

Despite their success in advancing LLM research 058

and shedding light on the artificial versus human 059

intelligence debate, existing benchmarks have no- 060

table limitations. The first concern is measurement 061

quality: Do these benchmarks measure what they 062

are supposed to in a reliable way? Many bench- 063

marks are created via crowd-sourced knowledge, 064

by asking a convenience group of individuals (e.g., 065

crowd workers, paper authors) to create new test 066

items (e.g., GSM8K, DROP) or collecting them 067

from (often undocumented) sources (e.g., websites, 068

textbooks, school exams) (e.g., MATH, MMLU, 069

ARC). Without domain expert input and rigorous 070

testing of item quality, undesirable outcomes can 071

occur, including a mismatch between a benchmark 072

and its claimed measurement goal, missing infor- 073
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mation in a question, wrong answer keys, and low074

data annotation agreement (e.g., Nie et al., 2020;075

Wang et al., 2024; Chen, 2024).076

Second, current benchmarks do not account for077

differences across test items, such as item discrim-078

inativeness1 and difficulty (see Section 3.1). For079

example, consider three items A (easy), B (hard)080

and C (hard). While answering correctly to A and081

B would result in the same accuracy score as an-082

swering correctly to B and C, the latter (i.e., an-083

swering correctly to more difficult items) would084

imply higher proficiency. Furthermore, items that085

are too easy or too difficult (i.e., low discrimina-086

tiveness) will fail to differentiate models (and hu-087

mans) of different proficiency levels. Thus, without088

accounting for item differences, benchmarking re-089

sults, especially model (versus human) rankings,090

can be misleading.091

Third, while many benchmarks compare LLMs092

against humans, the human populations under com-093

parison remain unclear (Tedeschi et al., 2023). For094

instance, human performance in MATH is based on095

the benchmark’s authors; in MMLU, crowd work-096

ers; in MATH, 6 university students. Using such097

convenience samples (with little information about098

sample characteristics), the resulting human per-099

formance cannot be generalised to other human100

samples or populations.101

To address these challenges, we propose lever-102

aging insights from psychometrics - a field dedi-103

cated to the measurement of latent variables like104

academic proficiency - into LLM benchmarking105

practices. In particular, we draw on two research106

areas in psychometrics: item response theory (see107

Section 3.1) and test development (see Section 3.2108

and 3.3). The former enables more accurate esti-109

mation of academic proficiency on a standardised110

scale by taking into account both the characteris-111

tics of the test items as well as the abilities of the112

LLMs and individuals being assessed, compared113

to common practices in LLM benchmarks (e.g., us-114

ing mean scores, percentages of correct responses).115

It can also provide diagnostic information about116

the quality of each test item. The latter, test devel-117

opment knowledge, can help to build high quality118

LLM benchmarks where valid comparison to spe-119

cific human populations can be made.120

Our paper makes three primary contributions.121

First, we present PATCH: a novel framework for122

1In psychometrics, the term “item discrimination” is used.
However, given the ambiguity and negative connotation of
“discrimination”, we adopt “discriminativeness”.

Psychometrics-AssisTed benCHmarking of LLMs 123

(see Figure 1), which addresses the aforementioned 124

limitations of existing benchmarks. Second, we 125

demonstrate the implementation of PATCH by test- 126

ing several LLMs’ proficiency in 8th grade mathe- 127

matics using the released test items and data from 128

Trends in International Mathematics and Science 129

Study2 (TIMSS) 2011. We show empirically that 130

a psychometrics-based approach can lead to eval- 131

uation outcomes that diverge from those obtained 132

through conventional benchmarking practices and 133

that are more informative, underscoring the poten- 134

tial of psychometrics to reshape the LLM bench- 135

marking landscape. Third, we make our evaluation 136

code based on the PATCH framework available3, 137

along with three other mathematics and science 138

datasets based on TIMSS 2011 and 20084. 139

2 Related Work 140

We are not the first to propose leveraging psy- 141

chometrics for research on LLMs and other areas 142

in NLP. For instance, psychometric scales have 143

been used to examine the psychological profiles 144

of LLMs such as personality traits and motiva- 145

tions (Huang et al., 2024; Pellert et al., 2023; 146

Dillion et al., 2023). The text in these scales 147

can also be used to improve encoding and predic- 148

tion of personality traits (Kreuter et al., 2022; Vu 149

et al., 2020; Yang et al., 2021; Fang et al., 2023a). 150

Psychometrics-based reliability and validity tests 151

have also been proposed or/and used to assess the 152

quality of NLP bias measures (Du et al., 2021; 153

van der Wal et al., 2024), text embeddings (Fang 154

et al., 2022), political stance detection (Sen et al., 155

2020), annotations (Amidei et al., 2020), user rep- 156

resentations (Fang et al., 2023b), and general social 157

science constructs (Birkenmaier et al., 2023). 158

The most closely related work to our paper 159

is the use of item response theory (IRT) mod- 160

els in NLP for constructing more informative test 161

datasets (Lalor et al., 2016), comparison of existing 162

evaluation datasets and instances (e.g., difficulty, 163

discriminativeness) (Sedoc and Ungar, 2020; Vania 164

et al., 2021; Rodriguez et al., 2021; Lalor et al., 165

2018; Rodriguez et al., 2022), as well as identifi- 166

cation of difficult instances from training dynam- 167

ics (Lalor and Yu, 2020; Lalor et al., 2019). Our 168

work distinguishes itself from these papers in two 169

2http://timssandpirls.bc.edu/timss2015/
encyclopedia/

3Anonymised url. See uploaded software code.
4Anonymised url. See uploaded data and Appendix C.
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aspects. First, we do not apply IRT to existing170

LLM datasets/benchmarks. Instead, we introduce a171

framework for benchmarking LLMs by leveraging172

both IRT and test development knowledge from173

psychometrics. The goal of this framework is to174

generate new, high-quality benchmarks for LLMs175

that warrant valid comparison with human popula-176

tions. Second, we demonstrate our framework with177

a mathematics proficiency test validated on 56 hu-178

man populations, and compare LLM performance179

with human performance. To the best our knowl-180

edge, we are the first to apply psychometrically181

validated (mathematics) proficiency tests to LLMs182

and make valid model versus human comparison.183

3 Preliminaries184

3.1 Item Response Theory185

Item response theory (IRT) refers to a family of186

mathematical models that describe the functional187

relationship between responses to a test item, the188

test item’s characteristics (e.g., item difficulty and189

discriminativeness) and test taker’s standing on the190

latent construct being measured (e.g., academic191

proficiency) (AERA et al., 2014). Unlike classical192

test theory and current LLM benchmarks, which193

focus on the total or mean score of a test, IRT mod-194

els takes into account the characteristics of both195

the items and the individuals (and models) being196

assessed, offering advantages like item quality di-197

agnostics and more accurate estimation of test tak-198

ers’ proficiency. As such, IRT models have gained199

widespread adoption in various fields, including200

education, psychology, and healthcare, where trust-201

worthy measurement and assessment are crucial.202

We describe below three fundamental IRT mod-203

els suitable for different types of test items: the 3-204

parameter logistic (3PL) model for multiple choice205

items scored as either incorrect or correct, the 2-206

parameter logistic (2PL) model for open-ended207

response items scored as either incorrect or cor-208

rect, as well as the generalised partial credit (GPC)209

model for open-ended response items scored as210

either incorrect, partially correct, or correct.211

The 3PL model gives the probability that a test212

taker, whose proficiency is characterised by the213

latent variable θ, will respond correctly to item i:214

P (xi = 1 | θ, ai, bi, ci)215

= ci +
1− ci

1 + exp (−1.7 · ai · (θ − bi))
(1)216

≡ Pi,1 (θ)217

where xi is the scored response to item i (1 if 218

correct and 0 if incorrect); θ is the proficiency 219

of the test taker, where a higher value implies a 220

greater probability of responding correctly; ai is 221

the slope parameter of item i, characterising its 222

discriminativeness (i.e., how well the item can tell 223

test takers with higher θ from those with lower 224

θ)5; bi is the location parameter of item i, char- 225

acterising its difficulty; ci is the lower asymptote 226

parameter of item i, reflecting the chances of test 227

takers with very low proficiency selecting the cor- 228

rect answer (i.e., guessing). Correspondingly, the 229

probability of an incorrect response to item i is: 230

Pi,0 = P (xi = 0 | θk, ai, bi, ci) = 1 − Pi,1 (θk). 231

The 2PL model has the same form as the 3PL model 232

(Equation 1), except that the ci parameter is fixed 233

at zero (i.e., no guessing). 234

The GPC model (Muraki, 1992) gives the proba- 235

bility that a test taker with proficiency θ will have, 236

for the ith item, a response xi that is scored in the 237

lth of mi ordered score categories: 238

P (xi = l | θ, ai, bi, di,1, · · · , di,mi−1)

=
exp

(∑l
v=0 1.7 · ai · (θ − bi + di,v)

)
∑mi−1

g=0 exp
(∑g

v=0 1.7 · ai · (θ − bi + di,v)
)

≡ Pi,l (θ)

(2) 239

where mi is the number of response score cate- 240

gories for item i; xi is the response score of item i 241

between 0 and mi−1 (e.g., 0, 1 and 2, for incorrect, 242

partially correct, and correct responses); θ, ai, bi 243

have the same interpretations as in the 3PL and 2PL 244

models; di,1 is the category l threshold parameter. 245

Setting di,0 = 0 and
∑mi−1

j=1 di,j = 0 resolves the 246

indeterminacy of the model parameters. 247

Assuming conditional independence, the joint 248

probability of a particular response pattern x across 249

a set of n items is given by: 250

P (x | θ, item parameters ) =
n∏

i=1

mi−1∏
l=0

Pi,l (θ)
ui,l (3) 251

where Pi,l (θ) is of the form specific to the type 252

of item (i.e., 3PL, 2PL or GPC); mi equals 2 for di- 253

chotomously scored items and 3 for polytomously 254

scored items; ui,l is an indicator defined as: 255

ui,l =

{
1 if response xi is in category l
0 otherwise 256

5The number 1.7 is a scaling parameter to preserve his-
torical interpretation of parameter ai on the normal ogive
scale (Camilli, 1994). Also applies to 2PL and GPC models.
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This function can be viewed as a likelihood func-257

tion to be maximised by the item parameters. With258

the estimated item parameters, θ can then be esti-259

mated via various algorithms (Reise and Revicki,260

2014). In this paper, we use maximum likelihood261

because it gives an unbiased estimate of θ.262

3.2 Test Development in Psychometrics263

Test development in psychometrics concerns the264

process of developing and implementing a test ac-265

cording to psychometric principles (Irwing and266

Hughes, 2018). Table 1 contrasts psychometric267

test development (based on Irwing and Hughes268

(2018)) with common LLM benchmarking proce-269

dures (based on (Bowman et al., 2015; Raji et al.,270

2021)). What sets psychometric test development271

apart from typical LLM benchmark development272

is its focus on ensuring that the test matches a well-273

defined construct via expert-driven item generation,274

rigorous pilot testing, use of factor analysis and275

IRT models for item and test diagnostics, establish-276

ment of scoring and normalisation standards, and277

testing on representative samples of intended test278

takers. The result of this elaborate process is a high-279

quality test that can assess the construct of interest280

for the test takers in a valid and reliable way. Many281

large-scale assessments, such as PISA (Programme282

for International Student Assessment), TIMSS and283

PIRLS (Progress in International Reading Literacy284

Study), conform to such a process.285

We will use Proficiency in Grade School286

Mathematics (PGSM) as the construct of interest287

to further illustrate this process. In Step 1, the con-288

struct of interest and the test need are specified. For289

instance, how do we define PGSM? Is it based on a290

specific curriculum? What does existing literature291

say? Which education levels are we interested in?292

Is the test meant for comparison between students293

within a school, or between schools within a coun-294

try? Such questions help us to clarify what we want295

to measure and how it can be measured.296

In Step 2, we make necessary planning: How297

many test items? What kind of item format (e.g.,298

multiple choice, short answer questions)? Will the299

test scores be standardised? How to assess the300

quality of test items? What are the desired psycho-301

metric properties of the test items (e.g., how dis-302

criminative and difficult should the items be?) and303

the test as a whole (e.g., internal consistency)? Will304

we pilot any test item? Will the test be computer-305

or paper-based? To sample test takers, what kind306

of sampling frames and strategies should we use?307

In Step 3, we develop test items, which is an iter- 308

ative procedure involving five steps: (a) construct 309

refinement, where we further clarify the definition 310

of PGSM (e.g., What content domains should be in- 311

cluded: number, algebra, and/or probability theory? 312

Is proficiency only about knowing, or also about 313

applying and reasoning?); (b) generate a pool of 314

items with domain experts; (c) review the items 315

for obvious misfit, errors and biases; (d) pilot the 316

items with a representative sample of target test tak- 317

ers; (e) with the responses from the pilot step, we 318

can assess the psychometric properties of the test 319

items with IRT and factor analysis (e.g., item dis- 320

criminativeness; item difficulty; factor structure6). 321

We iterate this procedure until we have a set of 322

test items with acceptable psychometric properties. 323

Then, in Step 4, we construct the PGSM test by 324

specifying, for instance, which items to include (if 325

not all), in which order, how many equivalent test 326

versions, and what scoring instructions to use. 327

In Step 5, the test gets implemented to the in- 328

tended test takers, followed by Step 6: another 329

round of quality analysis. If any item displays 330

low quality characteristics (e.g., zero or negative 331

discriminativeness), it will be left out of the final 332

scoring. In Step 7, responses of the test takers 333

are scored for each item, and the resulting item- 334

level scores form the basis for estimating profi- 335

ciency scores using IRT or simpler procedures like 336

(weighted) sums. It is typical to also normalise the 337

proficiency scores (e.g., with a mean of 500 and a 338

standard deviation of 100) to facilitate interpreta- 339

tions and comparisons. Finally, in Step 8, a tech- 340

nical manual is compiled, detailing Step 1–7 and 341

corresponding results, to facilitate correct re-use of 342

the response data, the test, as well as interpretation 343

of test scores, among other purposes. 344

3.3 LLM Benchmark Development 345

Developing LLM benchmarks follows a similar yet 346

different process. Take the development of GSM8K 347

(Cobbe et al., 2021) as an example. The authors 348

of GSM8K started by specifying the need for a 349

large, high quality mathematics test at grade school 350

level and of moderate difficulty for LLMs (Step 351

1). The construct (i.e., PGSM), however, is not 352

explicitly linked to any specific curriculum. Then, 353

the overall planning is made (Step 2): The number 354

of items should be in the thousands; the items will 355

be curated by crowd workers; agreement and error 356

6Factor structure refers to the correlational relationships
between test items used to measure a construct of interest.
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Psychometrics LLM Benchmarking

1. Construct and test need specification. 1. (Construct and) test need specification.
2. Overall planning. 2. Overall planning.
3. Item development. 3. Dataset development.

a. Construct refinement. a. Existing item collection OR
b. Item generation. - Quality control.
c. Item review. b. Item creation and/or annotation.
d. Piloting of items. - Instructions.
e. Psychometric quality analysis. - (Pilot) study.

4. Test construction and specification. - Agreement analysis.
5. Implementation and testing. - Error analysis.
6. Psychometric quality analysis. 4. Dataset construction.
7. Test scoring and norming. 5. Model selection and evaluation.
8. Technical Manual. 6. Benchmark release.

Table 1: Contrasting test development between psychometrics and typical LLM benchmarking.

analysis will be used to investigate the quality of357

the dataset; GPT-3 will be used to benchmark the358

dataset and verify dataset difficulty.359

In Step 3, where dataset development7 takes360

place, often one of the two strategies is used: ei-361

ther collect items from existing datasets and other362

sources and compile them into a new dataset, or,363

like in GSM8K, create own items from scratch364

(with annotations). The latter is usually an iterative365

procedure consisting of four parts: creating instruc-366

tions (and possibly a user interface) for item gener-367

ation and/or annotation; conducting a (pilot) study368

to collect the items and/or annotations; check an-369

notator agreement; and assessing errors associated370

with the items or annotations. This step is iterated371

until a sufficient number of items and datasets are372

reached while meeting desired quality standards373

(e.g., high annotator agreement, low error rate). In374

total, GSM8K includes 8,500 items with solutions,375

with identified annotator disagreements resolved376

and a less than 2% error rate.377

In Step 4, the generated items form the final378

dataset, typically with training, evaluation and test-379

ing partitions. In Step 5, selected LLMs are eval-380

uated on the dataset. Finally, in Step 6, the bench-381

mark gets released, which typically consists of the382

dataset as well as its documentation (often a re-383

search paper) and benchmarking results.384

Comparison with Psychometrics While sharing385

similarity with test development in psychometrics,386

current benchmark development for LLMs falls387

short on four aspects. First, the construct of interest388

is often under-specified, leading to a mismatch be-389

7Note that we use the term “dataset development” here,
contrasting “item development” in psychometrics, because
of LLM benchmarks’ typical emphasis on large and multiple
datasets rather than concrete test items.

tween the intended construct and what the dataset 390

actually measures. Again, take GSM8K as an ex- 391

ample: While the dataset is intended to measure 392

proficiency in grade school mathematics, the target 393

grade level(s) are unclear and it only focuses on one 394

content domain (algebra), missing other relevant 395

ones like geometry and data. This is likely the re- 396

sult of not using established mathematics curricula 397

and domain experts to develop test items. 398

Second, despite researchers’ interest in compar- 399

ing LLM performance with human test takers (e.g., 400

the GSM8K paper claims that “a bright middle 401

school student should be able to solve every prob- 402

lem”), such comparisons usually cannot be made 403

because the test has not been designed with humans 404

in mind or validated on any representative samples 405

of the test’s target user populations. 406

Third, besides agreement and error analysis, 407

LLM benchmarks can benefit from psychometric 408

analysis of test items, (i.e., checking item discrimi- 409

nativeness and difficulty, as well as the factor struc- 410

ture of the items). While this is not yet the norm, 411

there have been promising attempts (see Section 2). 412

Lastly, the released benchmark often does not 413

contain sufficient details about the process of 414

benchmark creation. For instance, the GSM8K pa- 415

per does not report instructions for item generation 416

and annotation, results of the pilot study, agreement 417

statistics, or annotator characteristics, all of which 418

are important for external researchers to indepen- 419

dently verify the quality of the benchmark. 420

4 PATCH: Psychometrics-AssisTed 421

benCHmarking of LLMs 422

Figure 1 illustrates PATCH, our conceptualisa- 423

tion of a Psychometrics-AssisTed framework for 424
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benCHmarking LLMs against human populations.8425

Under PATCH, the first step is to define the con-426

struct of interest (e.g., proficiency in 8th grade427

mathematics). The second step is to find an ex-428

isting validated psychometric test measuring this429

property; alternatively, a test can be developed430

from scratch, following the procedures described431

in Section 3.2, which likely requires collaboration432

with experienced psychometricians. The term “val-433

idated” means that the test has been tested on a434

representative sample of the target population of435

(human) test takers and fulfils psychometric quality436

requirements (e.g., sufficiently many discrimina-437

tive items well distributed across different difficulty438

levels; showing high reliability (e.g., high inter-439

nal consistency) and validity (e.g., the test’s factor440

structure matches the construct definition)).441

Next (Step 3→4), we use the items from the442

validated psychometric test to construct prompts443

for the LLMs under evaluation and then sample444

responses. A response typically consists of a task445

description, an explanation and an answer (key).446

Therefore, in Step 4→5, we extract the answer447

(key) for each item’s response, then grade it to448

obtain item scores (Step 5→6).449

For Step 2→7, the responses of human test tak-450

ers (and of LLMs, if a sufficient number of LLMs451

are involved) can be used to estimate IRT item pa-452

rameters and subsequently the latent proficiency453

scores for each test taker (human or LLM) with454

uncertainty estimates. Multiple IRT models are455

used when different types of test items are used in456

a test. These latent proficiency scores are typically457

standardised z-scores (i.e., mean of 0 and standard458

deviation of 1), which can optionally go through459

further normalisation (e.g., re-scaling to a mean of460

500 and a standard deviation of 100) (Step 6→7).461

These final proficiency scores enable comparison462

with other models and human populations.463

At the heart of PATCH lies a validated psycho-464

metric test, which not only provides the basis for465

accurate measurement of the capability of interest466

but also facilitates comparison between LLMs and467

human test takers. Unfortunately, developing such468

a test can be a long and expensive process; utilis-469

ing existing tests can be a shortcut, which, how-470

ever, should satisfy three conditions: clear human471

population reference; test items available; human472

responses and/or item parameter estimates avail-473

8PATCH is partly inspired by the Hexagon Framework of
scientific measurements proposed by Mari et al. (2023).

able. The second and third are in practice difficult 474

to meet, as many test institutes do not make their 475

test items public due to commercial interests (e.g., 476

SAT) or the need to measure trends over time (e.g., 477

PISA). Collaboration with test institutes would al- 478

leviate this problem. 479

To the best of our knowledge, among academic 480

proficiency tests, only TIMSS and PIRLS tests 481

from certain years can be readily used for PATCH- 482

based LLM benchmarking. TIMSS measures pro- 483

ficiency in grade school mathematics and science 484

(4th grade, 8th grade, and final year of secondary 485

school), while PIRLS assesses reading comprehen- 486

sion in 9/10-year-olds. Both TIMSS and PIRLS are 487

administered in a large number of geographical re- 488

gions with representative student samples, enabling 489

population-level comparisons. In the following sec- 490

tion, we demonstrate PATCH by measuring several 491

LLMs’ proficiency in 8th grade mathematics, using 492

the latest available data from TIMSS 2011. 493

5 Demonstration: Measuring LLM 494

Proficiency in 8th Grade Mathematics 495

5.1 Data: TIMSS 2011 8th Grade 496

Mathematics 497

56 geographical regions participated in TIMSS 498

2011, with typically a random sample of about 499

150 schools in each region and a random sam- 500

ple of about 4,000 students from these schools. 501

These sample sizes are determined on the basis of 502

a ≤ .035 standard error for each region’s mean 503

proficiency estimate. The use of random sampling 504

makes unbiased proficiency estimates possible at 505

the population level. TIMSS 2011 has released a 506

publicly available database9, of which three com- 507

ponents are relevant to our study: 508

Test Items The TIMSS 2011 study has released 509

88 mathematics test items, 48 of which are multiple 510

choice, 30 open-ended items scored as either incor- 511

rect or correct, and 10 open-ended items scored as 512

either incorrect, partially correct, or correct. These 513

items assess four content domains representative 514

of 8th grade mathematics curriculum (agreed upon 515

by experts from participating regions): number, al- 516

gebra, geometry, data and chance. Within each do- 517

main, items are designed to cover various subtopics 518

(e.g., decimals, functions, patterns) and three cog- 519

nitive domains: knowing, applying and reasoning. 520

9https://timssandpirls.bc.edu/timss2011/
international-database.html
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These test items are only available in a PDF file521

that can be downloaded from the NCES website,522

which includes also scoring instructions.10 To ex-523

tract them into a format compatible with LLMs, we524

used OCR tools to extract as much textual informa-525

tion as possible, converted mathematical objects526

(e.g., numbers, symbols, equations, tables) into527

LaTeX format (following earlier benchmarks like528

MATH) (Hendrycks et al., 2021) and figures into529

JPEG format. See Appendix A.1 for examples. We530

have released this LLM-compatible version of test531

items, as well as an eighth grade science test dataset532

from TIMSS 2011, an advanced secondary school533

mathematics test dataset from TIMSS 2008, and534

an advanced secondary school physics test dataset535

from TIMSS 2008. See Appendix C for details.536

IRT and Item Parameters The TIMSS 2011537

database also specifies the IRT model used for each538

test item and contains the item parameter estimates539

(e.g., discriminativeness, difficulty), which we use540

to reconstruct the final IRT model for proficiency541

estimation and verification.542

Student Responses and Proficiency Estimates543

Lastly, responses of the sampled students to each544

test item and their proficiency estimates are also545

available, allowing us to construct proficiency score546

distributions for each region.547

5.2 LLMs: GPT-4, Gemini-Pro and Qwen548

with Vision Capability549

Considering that more than 1/3 of the test items550

contain visual elements, we selected four compet-551

itive vision language models: GPT-4 with Vision552

(GPT-4V), Gemini-Pro-Vision, as well as the open-553

source Qwen-VL-Plus and Qwen-VL-Max (Bai554

et al., 2023). There are more LLMs with vision ca-555

pability. However, our goal is to showcase PATCH,556

not to benchmark as many LLMs as possible.557

A major concern in using these LLMs is data558

contamination, which is difficulty to check due559

to inaccessible (information about) training data.560

However, as our focus is on demonstrating the561

PATCH framework, data contamination is less wor-562

rying. Furthermore, data contamination is still un-563

likely for four reasons. First, these test items are564

copyrighted, forbidding commercial use. Second,565

the test items are hard to extract from the source566

PDF. Third, to the best of our knowledge, these567

10https://nces.ed.gov/timss/pdf/TIMSS2011_G8_
Math.pdf

test items do not exist in current LLM mathemat- 568

ics benchmarks. Fourth, we prompted the selected 569

LLMs to explain or provide solutions to the test 570

items’ IDs (available in the source PDF). All failed 571

to recognise these specific test IDs. 572

5.3 Prompts and Temperature 573

We design two separate prompts for each test item: 574

the system message and the user message. We de- 575

sign the system message according to the prompt 576

engineering guide by OpenAI, utilising chain-of- 577

thought and step-by-step instructions on how to 578

respond to the user message (i.e., with a classifica- 579

tion of question type, an explanation and an answer 580

(key)).11 The system message is the same for all 581

test items (see Appendix A.2). Furthermore, to 582

account for LLMs’ sensitivity to slight variations 583

in prompts (Sclar et al., 2024; Loya et al., 2023), 584

we generate 10 additional variants of the system 585

prompt with slight perturbations (e.g., lowercase a 586

heading, vary the order of unordered bullet points). 587

The user message is item-specific, containing 588

both the item’s textual description and the asso- 589

ciated image(s) in base 64 encoded format. See 590

Appendix A.1 for examples.12 591

Following OpenAI (2023)’s technical report, we 592

set the temperature parameter at 0.3 for multi- 593

ple choice items and 0.6 for the others. See Ap- 594

pendix B for example responses. 595

5.4 Scoring and Proficiency Estimation 596

We manually scored the sampled responses from 597

the LLMs following the official scoring rubrics of 598

TIMSS 2011. Then, for multiple choice items, we 599

apply the 3PL model (Equation 1); for open-ended 600

items, we apply the GPC model (Equation 2) if 601

partially correct response is admissible, otherwise 602

the 2PL model. We use maximum likelihood to ob- 603

tain unbiased estimates of model proficiency scores 604

(θ) with the mirt package in R (Chalmers, 2012). 605

This results in 11 θ estimates per model correspond- 606

ing to 11 system message variants. We then use 607

inverse variance weighting (Marín-Martínez and 608

Sánchez-Meca, 2010) to combine these estimates. 609

Inverse variance weighting gives more weight to 610

estimates that are more precise (i.e., having lower 611

variance) and less weight to those that are less pre- 612

11https://platform.openai.com/docs/guides/
prompt-engineering

12We are aware of other prompt engineering techniques like
few-shot prompting and self-consistency. We did not experi-
ment with them, as our focus is on demonstrating PATCH.
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Figure 2: Distribution of proficiency estimates for GPT-4V, Gemini-Vision-Pro, Qwen-VL-Plus, Qwen-VL-Max and
selected participating regions of the TIMSS 2011 8th grade mathematics test. Left figure (A) shows the proficiency estimates
based on the percentages of correct responses. Right figure (B) shows the IRT-based proficiency estimates. The middle vertical
line in each box plot represents the weighted mean proficiency score, with the error bars indicating its 95% confidence interval.
The borders of each box indicate the range of the middle 50% of all values, with the two whiskers indicating the 5th and 95th
percentiles. Note that we adhere to the official naming conventions of TIMSS 2011 when reporting the names of participating
regions, with no intent to offend anyone.

cise (i.e., having higher variance). This way, we613

obtain a more accurate overall θ estimate and its614

95% confidence interval (CI) for each model.615

5.5 Results616

Figure 2 shows the proficiency score distribution617

and ranking of the top 15 performing participating618

regions, as well as GPT-4V, Gemini-Pro-Vision,619

Qwen-VL-Plus and Qwen-VL-Max. The complete620

figures can be found in Appendix E. The profi-621

ciency scores (x-axis) on the left panel are per-622

centages of correct responses, corresponding to the623

default approach in current LLM benchmarking;624

the proficiency estimates on the right panel are625

based on IRT. We make three observations. First,626

regardless of the method of proficiency estimation,627

GPT-4V has the overall best performance relative628

to Gemini-Pro-Vision and the average proficiency629

of 8th grade students of each participating region.630

Second, the method of proficiency estimation af-631

fects the ranking results. For instance, while Chi-632

nese Taipei is ranked 3rd on the left, it is ranked633

4th on the right; Gemini-Pro-Vision is ranked 8th634

on the left, but ranked 7th on the right. Similarly,635

while Hungary is ranked 11th on the left, it drops636

to the 16th place on the right. Third, the method637

of proficiency estimation affects the estimated 95%638

CIs, which are usually wider when IRT is used (as639

it accounts for both item and test taker variances). 640

Notably, while on the left panel the CI of GPT- 641

4V does not overlap with the second best, Korea, 642

Rep.of, indicating a statistically significant differ- 643

ence, they overlap on the right panel, suggesting 644

otherwise. This finding shows that the adoption 645

of PATCH is likely going to make a difference to 646

LLM benchmark results, especially in contrast with 647

human performances. 648

6 Conclusion 649

In this paper, we propose PATCH, a psychometrics- 650

inspired framework to address current limitations 651

of LLM benchmarks, including questionable mea- 652

surement quality, lack of quality assessment on 653

the item level and unwarranted comparison be- 654

tween humans and LLMs. We demonstrate PATCH 655

with an 8th grade mathematics proficiency test and 656

show evaluation outcomes that diverge from those 657

based on existing benchmarking practices, espe- 658

cially when comparison with human test takers is 659

made. This underscores the potential of PATCH 660

to reshape the LLM benchmarking landscape. Fur- 661

thermore, we release 4 datasets that meet the re- 662

quirements of PATCH, supporting the measurement 663

of LLM proficiency in grade school math and sci- 664

ence and its comparison with human performance. 665
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Limitations666

Our paper has the following limitations, among oth-667

ers. First, PATCH requires validated tests, which668

can be resource-intensive if tests need to be de-669

veloped from scratch. However, this also opens670

up opportunities for collaboration between LLM671

researchers, psychometricians and test institutes.672

Second, the validity, reliability, and fairness of673

using tests validated solely on humans for LLM674

benchmarking are debatable due to possibly differ-675

ing notions of proficiency and cognitive processes676

between LLMs and humans. Nonetheless, such677

tests are still better than non-validated benchmarks,678

particularly for comparison of model and human679

performance. Advancing LLM benchmarking fur-680

ther requires tests validated on LLMs (and humans681

for model-human comparisons), necessitating theo-682

retical work on LLM-specific constructs and the de-683

velopment of LLM-specific IRT models and testing684

procedures. Third, our experiment only includes685

four LLMs and one proficiency test. We consider686

this sufficient for demonstrating PATCH, but not687

enough if the goal is to benchmark as many LLMs688

as possible across different tests.689
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A Prompts 966

A.1 Example Test Items (User Messages) 967

Example 1 968

The fractions 4
14 and □

21 are equivalent. 969

What is the value of □ ? 970

[A] 6 [B] 7 [C] 11 [D] 14 971

Example 2 972

973

Which number does K represent on this 974

number line? 975

[A] 27.4 [B] 27.8 [C] 27.9 [D] 28.2 976

Example 3 977

978

The volume of the rectangular box is 979

200 cm3. What is the value of x ? 980
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A.2 Example System Messages981

Base prompt:982

You are given a mathematics question983

written in LaTeX format.984

Instructions:985

1. Type of question: Is it multiple choice,986

free text response, or drawing?987

2. Think step by step, and describe your988

thought process and reasoning.989

3. Answer:990

- For multiple choice: [selected answer991

key].992

- For free-text response: [provide your993

short answer].994

- For drawing: [describe clearly the steps995

to complete the drawing].996

- If uncertain, make an educated guess.997

Variant 1 (item type reordered):998

You are given a mathematics question999

written in LaTeX format.1000

Instructions:1001

1. Type of question: Is it drawing, free1002

text response, or multiple choice?1003

2. Think step by step, and describe your1004

thought process and reasoning.1005

3. Answer:1006

- For drawing: [describe clearly the steps1007

to complete the drawing].1008

- For free-text response: [provide your1009

short answer].1010

- For multiple choice: [selected answer1011

key].1012

- If uncertain, make an educated guess.1013

Variant 2 (new lines removed):1014

You are given a mathematics question1015

written in LaTeX format. Instructions: 1.1016

Type of question: Is it multiple choice,1017

free text response, or drawing? 2. Think1018

step by step, and describe your thought1019

process and reasoning. 3. Answer: - For1020

multiple choice: [selected answer key].1021

- For free-text response: [provide your1022

short answer]. - For drawing: [describe1023

clearly the steps to complete the draw- 1024

ing]. - If uncertain, make an educated 1025

guess. 1026

Variant 3 (upper case heading): 1027

You are given a mathematics question 1028

written in LaTeX format. 1029

INSTRUCTIONS: 1030

1. Type of question: Is it multiple choice, 1031

free text response, or drawing? 1032

2. Think step by step, and describe your 1033

thought process and reasoning. 1034

3. Answer: 1035

- For multiple choice: [selected answer 1036

key]. 1037

- For free-text response: [provide your 1038

short answer]. 1039

- For drawing: [describe clearly the steps 1040

to complete the drawing]. 1041

- If uncertain, make an educated guess. 1042

B Example Responses 1043

Note that the example responses below correspond 1044

to (the order of) the example test items in Ap- 1045

pendix A.1. 1046

Example 1 (base prompt, GPT-4-V, correct) 1047

Type of question: Multiple choice 1048

To find the value of the square that makes 1049

the fractions equivalent, we need to find 1050

a number that, when divided by 21, gives 1051

the same value as 4 divided by 14. 1052

To simplify the fraction 4
14 , we divide 1053

both the numerator and the denominator 1054

by their greatest common divisor, which 1055

is 2. This gives us 2
7 . 1056

Now, we need to find a number that, 1057

when placed in the square and divided 1058

by 21, gives us the fraction 2
7 . 1059

Since 21 = 7 × 3, we need to find a 1060

number that, when multiplied by 1
3 , gives 1061

us 2. That number is 2× 3 = 6. 1062

Therefore, the value of the square that 1063

makes the fractions equivalent is 6. 1064

Answer: [A] 6 1065

Answer: - For multiple-choice: [A] 6 1066
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Example 2 (base prompt, Gemini-Vision-Pro,1067

incorrect)1068

1. This is a multiple-choice question.1069

2. First, I notice that the number line is1070

labelled from 26 to 28. This means that1071

the value of K must be between 26 and1072

28.1073

3. Next, I look at the answer choices.1074

[A] 27.4 is the closest to 27, so it is a1075

possibility. [B] 27.8 is also close, but it1076

is further away from 27 than [A] 27.4.1077

[C] 27.9 is even further away from 271078

than [B] 27.8, so it is unlikely to be the1079

correct answer. [D] 28.2 is the furthest1080

away from 27, so it is the least likely to1081

be the correct answer.1082

4. Based on this reasoning, I would select1083

[A] 27.4 as the best answer.1084

Example 3 (prompt variant 1, Qwen-VL-Max,1085

correct)1086

Is it drawing, free text response, or mul-1087

tiple choice? It’s a multiple-choice ques-1088

tion.1089

To find the volume of a rectangular prism1090

(box), we use the formula:1091

Volume = Length × Width × Height

In this case, the length is x, the width is1092

5 cm, and the height is 4 cm. So,1093

200 cm3 = x× 5 cm × 4 cm

Now, let’s solve for x:1094

x =
200 cm3

5 cm × 4 cm

x =
200 cm3

20 cm2

x = 10 cm

So, the value of x is 10 cm. Answer Key:1095

A) 10 cm1096

C TIMSS Datasets 1097

TIMSS 2011 Mathematics Eighth Grade This 1098

dataset was used in this study to demonstrate the 1099

PATCH framework. See Section 5.1 for details. 1100

Source: User Guide, Items and Interna- 1101

tional Database for TIMSS 2011: Sci- 1102

ence - Eighth Grade. Copyright © 2013 1103

International Association for the Evalua- 1104

tion of Educational Achievement (IEA). 1105

Publisher: TIMSS & PIRLS Interna- 1106

tional Study Center, Lynch School of Ed- 1107

ucation, Boston College. 1108

Our study contributes three additional datasets. 1109

Similar to the dataset above, they are also based on 1110

officially released items by TIMSS but differ in the 1111

test subject, school grade level and/or test year. We 1112

constructed each dataset by using a mix of manual 1113

labour and OCR tools to extract item details from 1114

the official PDFs of the released items. The result- 1115

ing dataset consists of a LaTeX file ("main.tex") 1116

and a folder of item-related images. The test items 1117

are formatted in LLM-friendly format. With these 1118

three additional datasets, we hope to facilitate inter- 1119

ested researchers to benchmark LLMs using these 1120

datasets with our PATCH framework. See below 1121

for more detail. 1122

TIMSS 2011 Mathematics Fourth Grade This 1123

dataset is similar to the one we used to demon- 1124

strate PATCH but focuses on a different fourth 1125

grade mathematics with 73 items covering three do- 1126

mains: number, geometric shape and measures, and 1127

data display. It can be used to benchmark LLMs 1128

against representative samples of fourth-grade stu- 1129

dents from 57 regions. 1130

Source: User Guide, Items and Interna- 1131

tional Database for TIMSS 2011: Math- 1132

ematics - Fourth Grade. Copyright © 1133

2013 International Association for the 1134

Evaluation of Educational Achievement 1135

(IEA). Publisher: TIMSS & PIRLS Inter- 1136

national Study Center, Lynch School of 1137

Education, Boston College. 1138

TIMSS 2008 Advanced Mathematics This 1139

dataset focuses on assessing proficiency in ad- 1140

vanced mathematics at the end of secondary high 1141

school. It can be used to benchmark LLMs against 1142

representative samples of final-year students in sec- 1143

ondary school from 10 countries who have taken an 1144
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advanced mathematics course. There are 40 items1145

in total, covering algebra, calculus and geometry.1146

Source: TIMSS Advanced 2008 User1147

Guide and Items for the Interna-1148

tional Database: Advanced Mathematics.1149

Copyright © 2009 International Associ-1150

ation for the Evaluation of Educational1151

Achievement (IEA). Publisher: TIMSS1152

& PIRLS International Study Center,1153

Lynch School of Education, Boston Col-1154

lege.1155

TIMSS 2008 Advanced Physics This dataset fo-1156

cuses on assessing proficiency in advanced physics1157

at the end of secondary high school. It can be used1158

to benchmark LLMs against representative sam-1159

ples of final-year students in secondary school from1160

10 countries who have taken an advanced physics1161

course. There are 39 items in total, covering me-1162

chanics, atomic and nuclear physics, electricity and1163

magnetism, as well as heat and temperature.1164

Source: TIMSS Advanced 2008 User1165

Guide and Items for the International1166

Database: Advanced Physics. Copyright1167

© 2009 International Association for the1168

Evaluation of Educational Achievement1169

(IEA). Publisher: TIMSS & PIRLS Inter-1170

national Study Center, Lynch School of1171

Education, Boston College.1172

Licences According to the website of TIMSS1173

201113 and 200814:1174

TIMSS and PIRLS are registered trade-1175

marks of IEA. Use of these trademarks1176

without permission of IEA by others may1177

constitute trademark infringement. Fur-1178

thermore, the website and its contents, to-1179

gether with all online and/or printed pub-1180

lications and released items by TIMSS,1181

PIRLS, and IEA are and will remain the1182

copyright of IEA.1183

All publications and released items1184

by TIMSS, PIRLS, and IEA, as well1185

as translations thereof, are for non-1186

commercial, educational, and research1187

purposes only. Prior notice is required1188

13https://timssandpirls.bc.edu/timss2011/
international-database.html

14https://timssandpirls.bc.edu/timss_advanced/
idb.html

when using IEA data sources or datasets 1189

for assessments or learning materials. 1190

IEA reserves the right to refuse copy 1191

deemed inappropriate or not properly 1192

sourced. 1193

Therefore, our use of TIMSS data in this re- 1194

search is in accordance with the intended use. 1195

D Use of AI Assistants 1196

We used ChatGPT to improve the writing of limited 1197

parts of the paper. We also used Mathpix to perform 1198

OCR on the PDFs containing the TIMSS released 1199

items before further processing into appropriate 1200

format. No AI was used for coding or analyses. 1201

E Detailed Result Figure 1202

See next page. 1203
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Figure 3: Distribution of proficiency estimates for GPT-4V, Gemini-Vision-Pro, Qwen-VL-Plus, Qwen-VL-Max and all
participating regions of TIMSS 2011 8th grade mathematics test. Left figure (A) shows the proficiency estimates based
on the percentages of correct responses. Right figure (B) shows the IRT-based proficiency estimates. The middle vertical line
in each box plot represents the weighted mean proficiency score, with the error bars indicating its 95% confidence interval.
The borders of each box indicate the range of the middle 50% of all values, with the two whiskers indicating the 5th and 95th
percentiles. Note that we adhere to the official naming conventions of TIMSS 2011 when reporting the names of participating
regions, with no intent to offend anyone.
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