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Abstract

This paper aims to efficiently enable Large Lan-001
guage Models (LLMs) to use external knowl-002
edge and goal guidance in conversational rec-003
ommendation system (CRS) tasks. Advanced004
LLMs (e.g., ChatGPT) are limited in CRS005
tasks for 1) generating grounded responses006
with recommendation-oriented knowledge, or007
2) proactively guiding users through different008
dialogue goals. In this work, we first analyze009
those limitations through a comprehensive eval-010
uation to assess LLMs’ intrinsic capabilities,011
showing the necessity of incorporating exter-012
nal knowledge and goal guidance which con-013
tribute significantly to the recommendation ac-014
curacy and language quality. In light of this015
finding, we propose a novel ChatCRS frame-016
work to decompose the complex CRS task into017
several sub-tasks through the implementation018
of 1) a knowledge retrieval agent using a tool-019
augmented approach to reason over external020
Knowledge Bases and 2) a goal-planning agent021
for dialogue goal prediction. Experimental re-022
sults on two CRS datasets reveal that ChatCRS023
sets new state-of-the-art benchmarks, improv-024
ing language quality of informativeness by 17%025
and proactivity by 27%, and achieving a ten-026
fold enhancement in recommendation accuracy027
over LLM-based CRS1.028

1 Introduction029

Conversational Recommender Systems (CRS) inte-030

grate conversational and recommendation system031

(RS) technologies, facilitating users in achieving032

recommendation-related goals through conversa-033

tions (Jannach et al., 2021). In contrast to a tra-034

ditional RS which is evaluated on single recom-035

mendations, CRS focuses on multi-round interac-036

tion tasks such as 1) control of the dialogue flow037

and goals (goal planning), 2) retrieving knowledge038

from knowledge resources (knowledge retrieval), 3)039

response generation (response generation) and 4)040

1Our code is publicly available at Anonymous4ChatCRS

What are you doing now?

Nothing, just staying at home.

Well, if you're bored at home, you can 
watch a movie. What's your favorite movie?

I like A Home Too Far II.

Which actor do you like best?

It's Jimmy Lin, of course.

Yes, he has also won many awards, 
such as the “Most Influential Idol 
Celebrity”

I admire him so much.

His acting is also great. I'd like to 
recommend <“Anecdote … Heaven”>.

Goal Guidance: 
Chat About Stars
External Knowledge: 
[Jimmy-Award-Most…Idol]

Goal Guidance: 
Movie Recommendation
External Knowledge: 
[Jimmy-Star-Anecdote…]

[Response Generation]

[Recommendation]

Dialogue History

Figure 1: An example of CRS tasks with external knowl-
edge and goal guidance. (Blue: CRS tasks; Red: Exter-
nal Knowledge and Goal Guidance)

item recommendation (recommendation), as parts 041

of a holistic system (Li et al., 2023). 042

In existing CRS research, the prevalent method- 043

ology employs general language models (LMs; e.g., 044

DialoGPT ) as the foundational architecture for con- 045

versational tasks (Zhou et al., 2020a; Deng et al., 046

2023b; Wang et al., 2022). This approach, however, 047

overlooks the domain-specific nature of CRS tasks 048

(e.g., “movie recommendation” or “chatting about 049

movie stars”), resulting in a notable mismatch. 050

The incorporation of domain-specific knowledge 051

or goal-oriented guidance is essential to bridge this 052

gap (Wang et al., 2021; Zhang et al., 2021). For in- 053

stance in Figure 1, lacking specific knowledge like 054

“Jimmy’s Award” limits the CRS’s ability to provide 055

pertinent recommendations and lacking dialogue 056

goals like “Recommendation” perpetuating discus- 057

sions irrelevant to the dialogue’s objective, which 058

adversely affects the language’s informativeness 059

and proactivity (Deng et al., 2023b). 060

The emergence of large language models that are 061

significantly more proficient in response generation 062

has reduced the reliance on supplementary knowl- 063

edge or manual intervention (for ease of reference, 064
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we term such models as Large LMs (LLMs); e.g.,065

ChatGPT). This development leads to a natural in-066

quiry: (RQ1) Can LLMs independently function as067

effective conversational recommenders? Our analy-068

sis (§3) conclusively answers “No”. Despite being069

trained on extensive datasets, LLMs are primarily070

tailored for broad applications, facing challenges in071

proactively guiding users towards recommendation-072

specific objectives or in retaining detailed external073

knowledge, such as the awards for certain movie074

stars (He et al., 2023; Deng et al., 2023a).075

Recognizing the inherent constraints of LLMs076

before integrating external knowledge or goal guid-077

ance is essential for crafting effective CRS systems078

(Li et al., 2023). This leads to two additional RQs:079

(RQ2) To what extent is external knowledge and080

goal guidance necessary for successful LLM-based081

CRS? and (RQ3) What are efficient methods to in-082

tegrate external knowledge and goal guidance into083

LLM-based CRS? To address these inquiries, our084

study first evaluates the baseline capabilities of085

LLMs in key CRS tasks: response generation and086

recommendation, for both open- and closed-source087

LLMs (cf. RQ1). Subsequently, we continue to088

examine the performance of LLMs in CRS tasks089

with added external knowledge or goal guidance,090

aiming for an empirical analysis (RQ2), as de-091

picted in Figure 2a. Our results highlight LLMs’092

limitations on these tasks due to the absence of goal093

guidance and external knowledge, and its enhance-094

ment potential through such integration. Leverag-095

ing these insights, we introduce a novel ChatCRS096

modelling framework that decomposes CRS tasks097

into manageable sub-tasks. These sub-tasks are098

delegated to specialized agents for goal planning or099

knowledge retrieval, all managed by an LLM-based100

conversational agent. This arrangement ensures the101

framework’s adaptability across different LLMs102

without needing model fine-tuning (Figure 2b, cf.103

RQ3). Our contributions can be summarised as:104

• We present the first comprehensive evaluation105

of LLMs on CRS tasks as a holistic system, in-106

cluding response generation, recommendation,107

goal-planning, and knowledge retrieval. Our em-108

pirical analysis underscores the challenges that109

LLMs face in executing CRS tasks.110

• Leveraging these insights, we develop the111

ChatCRS framework that decomposes the CRS112

task into three distinct sub-tasks, unifying goal113

planning and knowledge retrieval into LLM-114

based CRS with two specialized small agents.115

• Experimental findings validate the efficacy and 116

efficiency of ChatCRS in all CRS tasks, establish- 117

ing a new benchmark for state-of-the-art perfor- 118

mance. Furthermore, our analysis elucidates how 119

external inputs contribute to LLM-based CRS. 120

2 Related Work 121

Conversational approaches in CRS. Existing 122

research in CRS has been categorised into two 123

different approaches (Gao et al., 2021; Li et al., 124

2023), named attribute-based and conversational 125

approaches. In attribute-based approaches, the sys- 126

tem aims to improve the recommendation accu- 127

racy by exchanging item attribute information with 128

users and there is no conversation involved dur- 129

ing the interaction (Lei et al., 2020; Zhang et al., 130

2018). In conversational approaches, the system 131

interacts with users through real conversations and 132

guides users through the recommendation-related 133

goals (Li et al., 2018; Chen et al., 2019). CRS in 134

conversational approaches mostly adopts language 135

models (LMs) for fundamental dialogue operations 136

and subsequent studies incorporate external knowl- 137

edge or goal guidance to enhance their performance 138

but they fail to analyse the inherent capability of 139

LMs with or without external knowledge or goal 140

guidance (Deng et al., 2023b; Wang et al., 2022). 141

In addition, those methods also require full fine- 142

tuning to integrate the external knowledge or goal 143

guidance for the final generation. 144

Multi-agent and tool-augmented LLM. The ad- 145

vent of LLMs has transformed traditional LMs into 146

conversational agents capable of actively pursuing 147

specific conversational goals rather than just gener- 148

ating replies (Wang et al., 2023). This is achieved 149

by decomposing complex tasks into manageable 150

subtasks handled by specialized agents and invok- 151

ing additional tools (i.e., tool-augmented genera- 152

tion), such as KB retrieval that accesses external 153

knowledge bases (KBs) (Yao et al., 2023; Wei et al., 154

2023; Yang et al., 2023; Jiang et al., 2023). This 155

approach enhances LLMs’ reasoning capabilities 156

and their ability to engage with a broader KB. 157

In contrast to existing methodologies, ChatCRS 158

distinguishes itself by integrating goal-planning 159

and tool-augmented knowledge retrieval agents in 160

a unified approach. This framework leverages the 161

inherent abilities of LLMs in language modelling 162

and reasoning, without the necessity for compre- 163

hensive fine-tuning. 164
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Closed-source LLM

Open-source LLM

Response Generation

LLM Models

Chain-of-Thought

Recommendation

CRS Tasks

Tool-Augmented Generation

a) Empirical Analysis

b) ChatCRS Modelling Framework

Goal Planning Agent LLM Knowledge Retrieval Agent

Human Evaluation 

Automatic Evaluation

Evaluation

Dialogue History

 External 
Knowledge    

Goal
Guidance    

Dialogue 
History

a1).Direct Generation (DG)

a3).Oracular Generation (Oracle)

a2).Chain-of-thought Generation (COT)

 Knowledge Base

Dialogue History

Figure 2: a) Empirical analysis of LLMs in CRS tasks with DG, COT& Oracle; b) System design of ChatCRS
framework using LLMs as a conversational agent to control the goal planning and knowledge retrieval agents.

Ins: Given the dialogue history, your task is to first 
predict the <next dialogue goal> or <knowledge triple>, 
and then generate the next system response and 
recommendation items.

Input:
✔Dialogue History: ***

Output:
✔Predicted <Dialogue Goal> or <knowledge Triple>: ***
✔System Response: ***
✔Recommendation Items: ***

Ins: Given the dialogue history and the <next dialogue 
goal> or <knowledge> or <both>, your task is to generate 
the next system response and recommendation items. 

Input:
✔Dialogue History: ***
✔<Dialogue Goal> or <Knowledge Triple> or <Both>: ***

Output:
✔System Response: ***
✔Recommendation Items: ***

General Instructions: You are an excellent conversational recommender that helps user…, please generate your response in the format of […].
Ins: Given the dialogue history, your 
task is to generate the next system 
response and recommendation 
items.

Input:
✔Dialogue History: ***

Output:
✔System Response: ***
✔Recommendation Items: ***

              a) DG Prompt                                                     b) COT Prompt                                                            c) Oracle Prompt

Figure 3: ICL prompt design for empirical analysis, detailed examples are shown in Appendix A.1.

3 Preliminary: Empirical Analysis165

Without loss of generality, we restrict our consid-166

eration to the scenario where a system (denoted167

by system) interacts with a user u. Each dia-168

logue contains T turns of conversations, denoted169

as C ={ssystemj , suj }Tj=1, where each turn contains170

a single utterance from the system and its associ-171

ated response from the user. The target function for172

CRS is expressed in two parts: given the dialogue173

history Cj of the past jth turns, it generates 1) the174

recommendation of item i and 2) the next system175

response ssystemj+1 . In some methods, knowledge K176

or dialogue goals G are given as input to facilitate177

the recommendation and response generation. So,178

at the jth turn, given the user’s contextual history,179

system generates recommendation results i and180

system response ssystemj+1 (Eq. 1).181

y∗ =
∏T

j=1
Pθ (i, s

system
j+1 | Cj ,K,G) (1)182

3.1 Empirical Analysis Approaches183

Building on the advancements of LLMs over gen-184

eral LMs in language generation and reasoning,185

we explore LLM-based CRS task performance to186

assess their inherent response generation and rec-187

ommendation capabilities, with and without inte-188

grating external knowledge or goal guidance. We 189

design tasks where LLMs 1) directly generate sys- 190

tem responses and recommendations (Direct Gen- 191

eration; DG). Also, to evaluate the necessity of 192

external inputs, we configure the LLM to 2) in- 193

ternally reason with its built-in knowledge and 194

goals for response and recommendation (Chain- 195

of-Thought; COT) or 3) leverage gold-standard la- 196

belled external knowledge and goals to enhance 197

oracular performance (Oracular Generation; Ora- 198

cle), as illustrated in Figure 2a. 199

The primary experimental approach involves in- 200

context learning (ICL) on the DuRecDial dataset 201

(Liu et al., 2021), with an overview of ICL 202

prompts and examples provided in Figure 3 and 203

Appendix A.1, respectively. Experiment details 204

and metrics are detailed in § 5. Evaluations focus 205

on content preservation (bleu-n, F1) and diver- 206

sity (dist-n) for response generation, and top-K 207

ranking accuracy (NDCG@k,MRR@k) for rec- 208

ommendation tasks. We outline each experiment 209

and its testing objective as follows: 210

• Direct Generation (DG). Utilizing dialogue his- 211

tory, DG produces system responses and recom- 212

mendations to assess the model’s inherent capa- 213

bilities in two CRS tasks (Figure 3a). 214
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LLM Approach K/G bleu1 bleu2 bleu dist1 dist2 F1 AccG/K

C
ha

tG
PT

DG 0.448 0.322 0.161 0.330 0.814 0.522 -

COT G 0.397 0.294 0.155 0.294 0.779 0.499 0.587
K 0.467 0.323 0.156 0.396 0.836 0.474 0.095

Oracle
G 0.429 0.319 0.172 0.315 0.796 0.519 -
K 0.497 0.389 0.258 0.411 0.843 0.488 -

BOTH 0.428 0.341 0.226 0.307 0.784 0.525 -

L
L

aM
A

-7
b DG 0.417 0.296 0.145 0.389 0.813 0.495 -

COT G 0.418 0.293 0.142 0.417 0.827 0.484 0.215
K 0.333 0.238 0.112 0.320 0.762 0.455 0.026

Oracle
G 0.450 0.322 0.164 0.431 0.834 0.504 -
K 0.359 0.270 0.154 0.328 0.762 0.473 -

BOTH 0.425 0.320 0.187 0.412 0.807 0.492 -

L
L

aM
A

-1
3b DG 0.418 0.303 0.153 0.312 0.786 0.507 -

COT G 0.463 0.332 0.172 0.348 0.816 0.528 0.402
K 0.358 0.260 0.129 0.276 0.755 0.473 0.023

Oracle
G 0.494 0.361 0.197 0.373 0.825 0.543 -
K 0.379 0.296 0.188 0.278 0.754 0.495 -

BOTH 0.460 0.357 0.229 0.350 0.803 0.539 -

Table 1: Empirical analysis for response generation task (K/G: Knowledge or goal guidance; AccG/K : Accuracy
of knowledge or goal predictions; Red: Best result for each model; Underline: Best results for all).

• Chain-of-thought Generation (COT). With dia-215

logue history as input, COT generates knowledge216

or goal predictions before generating system re-217

sponses and recommendations. We evaluate the218

model’s efficacy using only its internal knowl-219

edge and goal-setting mechanisms (Figure 3b).220

• Oracular Generation (Oracle). By incorporat-221

ing dialogue history, and ground truth external222

knowledge and goal guidance, Oracle generates223

system responses and recommendations. This224

yields an upper-bound, potential performance of225

LLMs in CRS tasks (Figure 3c).226

3.2 Empirical Analysis Findings227

We summarize our three main findings given the228

results of the response generation and recommen-229

dation tasks shown in Tables 1 and 2.230

Finding 1: The Necessity of External Knowledge231

and Goal Guidance in LLM-based CRS. Inclu-232

sion of external knowledge and goal guidance sig-233

nificantly enhances performance across all LLM-234

based CRS tasks (Oracle), underscoring the insuffi-235

ciency of LLMs alone as effective CRS tools and236

highlighting the indispensable role of external in-237

put (cf. RQ 1&2). Remarkably, the Oracle ap-238

proach yields over a tenfold improvement in rec-239

ommendation tasks, compared to DG and COT240

methods, as shown in Table 2. Although utiliz-241

ing internal knowledge and goal guidance (COT)242

marginally benefits both tasks across various LLMs,243

we see that the low accuracy of internal predictions244

LLM Task NDCG@10/50 MRR@10/50

ChatGPT

DG 0.024/0.035 0.018/0.020
COT-K 0.046/0.063 0.040/0.043

Oracle-K 0.617/0.624 0.613/0.614

LLaMA-7b

DG 0.013/0.020 0.010/0.010
COT-K 0.021/0.029 0.018/0.020

Oracle-K 0.386/0.422 0.366/0.370

LLaMA-13b

DG 0.027/0.031 0.024/0.024
COT-K 0.037/0.040 0.035/0.036

Oracle-K 0.724/0.734 0.698/0.699

Table 2: Empirical analysis for recommendation task
(K: Knowledge; Red: Best result for each model).

adversely affects performance, particularly in re- 245

sponse generation. 246

Finding 2: Improved Internal Knowledge or Goal 247

Planning Capability in Advanced LLMs. Table 1 248

reveals that the performance of Chain-of-Thought 249

(COT) by a larger LLM (LLaMA-13b) is compa- 250

rable to oracular performance of a smaller LLM 251

(LLaMA-7b). This suggests that the intrinsic 252

knowledge and goal-setting capabilities of more 253

sophisticated LLMs can match or exceed the bene- 254

fits derived from external inputs used by their less 255

advanced counterparts. Furthermore, the enhanced 256

goal prediction accuracy further corroborates this 257

finding. Nonetheless, the application of external 258

knowledge and goal guidance continues to enhance 259

performance across all LLM variants, contributing 260

to state-of-the-art (SOTA) outcomes. 261
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Closed-sourced LLM

Open-source LLM

Response Generation

LLM Models

Chain-of-Thought

Recommendation

CRS Tasks

Tool-Augmented Generation

a) Empirical Analysis

b) ChatCRS Modelling Framework

Goal Planning Unit LLM Knowledge Retrieval Unit

Human Evaluation 

Automatic Evaluation

Evaluation

Dialogue History

 External 
Knowledge    

Goal
Guidance    

Dialogue 
History

a1).Direct Generation (DG)

a3).Oracle Generation (Oracle)

a2).Chain-of-thought Generation (CoT)

 Knowledge Base

LLM

1. Dialogue (Cj)
&

2. Entity (E) 

Extract_Relations(E) 3. Candidate 
Relations
(R1 … Rn)

4. Predicted
Relations (R*)

Extract_Knowledge(E, R*)5. Retrieved 
Knowledge (K*)

Relation Selection

(a) Knowledge retrieval from external KB.

[user]:I love Cecilia very much. Her acting is good.

[system]: 

Cecilia

Star inHeight AchievementSings

2. Entity

1. Dialogue

3. Candidate Relations 4. Predicted Relation

[Cecilia→Star in→<Left …Destiny>]5. Retrieved Knowledge

…

[system]: You should watch <Left...Destiny>, it’s  

          Cecilia’s new movie this year.

Response Generation or Recommendation: 

(b) An example of knowledge retrieval in ChatCRS

Figure 4: ChatCRS knowledge retrieval agent.

Finding 3: Differential Impact of External Inputs262

on LLM Performance in CRS Tasks. Table 1 in-263

dicates that open-source LLMs gain more from264

external goal guidance in generation tasks, whereas265

closed-source LLMs, like ChatGPT, improve sig-266

nificantly with external knowledge. For recom-267

mendation tasks (Table 2), external knowledge ben-268

efits all LLM types, underlining its critical role269

in supplementing LLMs’ inherent lack of domain-270

specific information, required for accurate recom-271

mendations.272

4 ChatCRS273

Our ChatCRS modelling framework has three com-274

ponents: 1) a knowledge retrieval agent, 2) a goal275

planning agent and 3) an LLM-based conversa-276

tional agent (Figure 2b). Given a complex CRS277

task, an LLM-based conversational agent first de-278

composes it into subtasks managed by knowledge279

retrieval or goal-planning agents. The retrieved280

knowledge or predicted goal from each agent is281

incorporated into the ICL prompt to instruct LLMs282

to generate CRS responses or recommendations.283

4.1 Knowledge Retrieval agent284

We showed that a CRS benefits from engaging with285

external KBs to supplement domain-specific and286

recommendation-oriented knowledge. However,287

training LLMs to memorize an entire KB is im- 288

practical due to computational demands and input 289

token length constraints (Wei et al., 2021). There- 290

fore, we employ a method that starts from entity E 291

within the dialogue Cj and retrieves a knowledge 292

triple “entity–relation–entity” by traversing along 293

E’s relations R (Moon et al., 2019). 294

In line with Jiang et al., our knowledge retrieval 295

agent interfaces the LLM with the external KB to 296

select appropriate relations. This agent first gathers 297

all relations adjacent to entity E from the KB (de- 298

noted as F1), upon which the LLM is instructed 299

to predict the most pertinent relation R∗ given the 300

dialogue history Cj . This agent then acquires the 301

corresponding knowledge tuple K∗ using entity 302

E and predicted relation R∗ (denoted as F2), for- 303

mulated in Eq 2 and shown in Figure 4 (a). An 304

example depicted in Figure 4 (b) demonstrates the 305

process using the dialogue “I love Cecilia...” and 306

the entity [Cecilia]. The system first extracts all po- 307

tential relations for [Cecilia], from which the LLM 308

selects the most relevant relation, [Star in]. Knowl- 309

edge retrieval then fetches the complete knowledge 310

triple [Cecilia–Star in–<Left...Destiny>]. 311

We implement N-shot ICL to guide LLMs in 312

choosing knowledge relations via a knowledge re- 313

trieval agent. This approach feeds entities from the 314

dialogue history into the LLM, deliberately omit- 315

ting the target recommendation entity to ensure the 316

relevance of the retrieved knowledge (Moon et al., 317

2019; Jiang et al., 2023). 318

R1, .., Rn = F1 ( Cj , E,KB)

R∗ = LLM ( Cj , E,R1, .., Rn)

K∗ = F2 ( E,R∗,KB)

(2) 319

4.2 Goal Planning agent 320

CRS datasets feature diverse dialogue goals, includ- 321

ing “Greeting”, “Movie Recommendation”, and 322

“Asking Questions”, each necessitating specific sys- 323

tem responses. Accurately classifying these goals 324

is crucial for effective dialogue planning and proac- 325

tive response generation in CRS. Utilizing goal an- 326

notations from CRS datasets, we leverage an exist- 327

ing language model, adjusting it for goal generation 328

by incorporating a Low-Rank Adapter (LoRA) ap- 329

proach (Hu et al., 2021; Dettmers et al., 2023). This 330

method enables parameter-efficient fine-tuning by 331

adjusting only the rank-decomposition matrices. 332

For each dialogue history input Cj , the model is 333

trained to predict the next dialogue goal G∗, opti- 334
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Model N-shot DuRecDial TG-Redial

bleu1 bleu2 dist2 F1 bleu1 bleu2 dist2 F1

MGCG Full 0.362 0.252 0.081 0.420 NA NA NA NA
UniMIND Full 0.418 0.328 0.086 0.484 0.291 0.070 0.200 0.328
ChatGPT 3 0.448 0.322 0.814 0.522 0.262 0.126 0.987 0.266
LLaMA 3 0.418 0.303 0.786 0.507 0.205 0.096 0.970 0.247
ChatCRS 3 0.460 0.358 0.803 0.540 0.300 0.180 0.987 0.317

Table 3: Results of response generation task on DuRecDial and TG-Redial datasets.

Model N-shot DuRecDial TG-Redial

NDCG@10/50 MRR@10/50 NDCG@10/50 MRR@10/50

SASRec Full 0.369 / 0.413 0.307 / 0.317 0.009 / 0.018 0.005 / 0.007
UniMIND Full 0.599 / 0.610 0.592 / 0.594 0.031 / 0.050 0.024 / 0.028
ChatGPT 3 0.024 / 0.035 0.018 / 0.020 0.001 / 0.003 0.005 / 0.005
LLaMA 3 0.027 / 0.031 0.024 / 0.024 0.001 / 0.006 0.003 / 0.005
ChatCRS 3 0.549 / 0.553 0.543 / 0.543 0.031 / 0.033 0.082 / 0.083

Table 4: Results of recommendation task on DuRecDial and TG-Redial datasets.

mizing the loss function outlined in Eq 3, with θ335

representing the trainable parameters of LoRA.336

Lg = −
∑n

i
logPθ (G

∗| Cj) (3)337

4.3 LLM-based Conversational Agent338

In ChatCRS, the knowledge retrieval and goal-339

planning agents serve as essential tools for CRS340

tasks, while LLMs function as tool-augmented con-341

versational agents that utilize these tools to accom-342

plish primary CRS objectives. Upon receiving a343

new dialogue history Cj , the LLM-based conver-344

sational agent employs these tools to determine345

the dialogue goal G∗ and relevant knowledge K∗,346

which then instruct the generation of either a sys-347

tem response ssystemj+1 or an item recommendation i348

through prompting scheme, as formulated in Eq 4.349

Given that both goal planning and knowledge re-350

trieval are engineered to produce text outputs, any351

LLM can serve as the final generation mechanism.352

Furthermore, the conversational agents are guided353

by N-shot ICL prompts, enabling LLMs to effec-354

tively execute CRS-related tasks.355

i, ssystemj+1 = LLM( Cj ,K
∗, G∗) (4)356

5 Experiments357

5.1 Experimental Setups358

Datasets We conduct the experiments on two359

multi-goal CRS benchmark datasets, namely360

DuRecDial2 (Liu et al., 2021) in English and TG-361

ReDial (Zhou et al., 2020b) in Chinese with statis-362

Model General CRS-specific

Flu Coh Info Pro Avg.

UniMIND 1.87 1.69 1.49 1.32 1.60
ChatGPT 1.98 1.80 1.50 1.30 1.65
LLaMA-13b 1.94 1.68 1.21 1.33 1.49

ChatCRS 1.99 1.85 1.76 1.69 1.82
-w/o K* 2.00 1.87 1.49 ↓ 1.62 1.75
-w/o G* 1.99 1.85 1.72 1.55 ↓ 1.78

Table 5: Human evaluation and ChatCRS ablations
for language qualities of (Flu)ency, (Coh)erence,
(Info)rmativeness and (Pro)activity on DuRecDial
(K∗/G∗: Knowledge retrieval or Goal-planning agent).

tics presented in Table 11. Both datasets are an- 363

notated for goal guidance, while only DuRecDial 364

contains knowledge annotation and an external KB– 365

CNpedia (Zhou et al., 2022) is used for TG-Redial. 366

Baselines We compare our model with ChatGPT 367

and LLaMA-7b/13b (Touvron et al., 2023) in few- 368

shot settings. We also compare fully-trained Uni- 369

MIND (Deng et al., 2023b), MGCG (Liu et al., 370

2020), SASRec (Kang and McAuley, 2018) base- 371

lines (all previous CRS and RS SOTA models). 372

Automatic Evaluation For response generation 373

evaluation, we adopt BLEU , F1 for content 374

preservation and Dist for language diversity, 375

while for recommendation evaluation, we adopt 376

NDCG@k and MRR@K to evaluate top K rank- 377

ing accuracy. For goal planning and knowledge 378

retrieval, we adopt Accuracy (Acc), Precision (P ), 379

Recall (R) and F1 to evaluate the goal accuracy 380

and knowledge relation prediction accuracy. 381
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Ask about date

Movie recommendations

Ask about user’s hobby

Food recommendation

Music recommendation

Q&A

Figure 5: Knowledge ratio for each goal type on DuRec-
Dial. (X-axis: Knowledge Ratio ; Y-axis: Goal type)

Human Evaluation We randomly sample 100 di-382

alogues from DuRecDial, comparing the responses383

produced by UniMIND, ChatGPT, LLaMA-13b384

and ChatCRS. Three annotators are asked to score385

each generated response with {0: poor, 1: ok,386

2: good} in terms of a) general language qual-387

ity in (Flu)ency and (Coh)erence, and b) CRS-388

specific language qualities of (Info)rmativeness and389

(Pro)activity. Details of the human evaluation pro-390

cess and each criterion are discussed in § A.2.391

Implementation Details For both the CRS tasks392

in Empirical Analysis, we adopt N-shot ICL393

prompt settings on ChatGPT and LLaMA* (Dong394

et al., 2022), where N examples from the train-395

ing data are added to the ICL prompt. In mod-396

elling framework, for the goal planning agent,397

we adopt QLora as a parameter-efficient way to398

fine-tune LLaMA-7b (Dettmers et al., 2023; Deng399

et al., 2023b). For the knowledge retrieval agent400

and LLM-based conversational agent, we adopt401

the same N-shot ICL approach on ChatGPT and402

LLaMA* (Jiang et al., 2023). Detailed checkpoints403

and experimental setup are discussed in § A.3.404

5.2 Experimental Results405

ChatCRS significantly improves LLM-based con-406

versational systems for CRS tasks, outperform-407

ing state-of-the-art baselines in response genera-408

tion in both datasets, enhancing content preserva-409

tion and language diversity (Table 3). ChatCRS410

sets new SOTA benchmarks on both datasets using411

3-shot ICL prompting by incorporating external412

knowledge and goal direction. In recommenda-413

tion tasks (Table 4), LLM-based approaches un-414

der few-shot ICL lag behind full-data trained base-415

lines due to insufficient in-domain knowledge. Re-416

markably, ChatCRS, by harnessing external knowl-417

Model Knowledge

N-shot Acc P R F1

ChatGPT 3 0.095 0.031 0.139 0.015
LLaMA-13b 3 0.023 0.001 0.001 0.001
ChatCRS-L 3 0.503 0.307 0.341 0.302
ChatCRS-C 3 0.560 0.583 0.594 0.553

Table 6: Results for knowledge retrieval on DuRecDial.
(L/C stands for baseline LLM of LLaMA/ChatGPT)

Model DuRecDial TG-RecDial

Acc P R F1 Acc P R F1

MGCG NA 0.76 0.81 0.78 NA 0.75 0.81 0.78
UniMIND NA 0.89 0.94 0.91 NA 0.89 0.94 0.91
ChatGPT 0.31 0.05 0.04 0.04 0.38 0.14 0.10 0.10
LLaMA 0.11 0.03 0.02 0.02 0.25 0.06 0.06 0.05
ChatCRS 0.98 0.97 0.97 0.97 0.94 0.82 0.84 0.81

Table 7: Results of goal planning task.

edge, achieves a tenfold increase in recommen- 418

dation accuracy over existing LLM baselines on 419

both datasets with 3-shot ICL, without full-data 420

fine-tuning. 421

Human evaluation highlights ChatCRS’s im- 422

pact on enhancing CRS-specific language qual- 423

ity. Table 5 shows the results of human evaluation 424

on both ChatCRS and component ablations, show- 425

ing that ChatCRS outperforms baseline models in 426

both general and CRS-specific language qualities. 427

While all LLM-based approaches uniformly ex- 428

ceed the general LM baseline (UniMIND) in terms 429

of general language quality, ChatCRS notably en- 430

hances coherence through its goal guidance feature, 431

enabling response generation more aligned with 432

the dialogue goal. Significant enhancements in 433

CRS-specific language quality, particularly in in- 434

formativeness and proactivity, underscore the value 435

of integrating external knowledge and goals. Abla- 436

tion studies, removing either knowledge retrieval 437

or goal planning agent, demonstrate a decline in 438

scores for informativeness and proactivity respec- 439

tively, confirming the efficacy of both external in- 440

puts for CRS-specific language quality. 441

5.3 Detailed Discussion 442

External knowledge is pivotal for LLM-based 443

CRS, addressing the gap between universal pre- 444

training and domain-specific CRS tasks. Despite 445

the effectiveness of integrating knowledge into 446

ChatCRS, we aim to further explore its impact on 447

enhancing CRS performance across tasks. By an- 448
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Case Study 1: Factual Knowledge QA Case Study 2: Proactive Response Generation

Dialogue history (Dial_ID 39-1):
[user]: Do you know Jiong He’s zodiac sign?

Dialogue history (Dial_ID 89-14):
[user]: I like Cecilia Cheung very much. Her acting is very good.
. . .
[system]: Yeah, have you seen Cecilia Cheung’s One Night in Mongkok?
[user]: I’ve seen it. I don’t want to see it again.

System Responses:
[✓] UniMIND: Of course, Taurus
[✗ ] ChatGPT: Jiong He’s zodiac sign is Cancer.
[✗ ] LLaMA: Jiong He’s zodiac sign is Aries.
[✓] ChatCRS: Yes, I do! Jiong He’s zodiac sign
is Taurus.
[Retrieved Knowledge:
(‘Jiong He’, ‘Star sign’, ‘Taurus’)]

System Responses:
[✓] UniMIND: How about <Left Right...Destiny>, a very touching movie.
[✓] ChatGPT: How about trying her other film, <Lost in Time>, a touching
romance that showcases her acting skills?
[✗ ] LLaMA: Maybe you can try it again, you may find a different feeling.
[✓] ChatCRS: If you haven’t seen it, you should watch <Left
Right...Destiny>, it’s Cecilia Cheung’s new movie this year. She played the
role of a taxi driver, very cool! Have you seen it?
[Predicted Goal: Movie Recommendation]

Table 8: Case study for ChatCRS with baselines.

alyzing dialogues from the DuRecDial datasets,449

categorized by goal types, we calculated a “Knowl-450

edge Ratio” to measure the necessity of relevant451

knowledge in CRS task completion.452

Our analysis, depicted in Figure 5, shows that453

recommendation tasks rank highly in terms of454

knowledge necessity, with “POI recommendation”455

dialogues requiring pertinent knowledge in 75% of456

cases. Contrasting with traditional RS which re-457

lies on user data for collaborative recommendation,458

CRS only depends on dialogue history for content-459

based recommendation. This shift underscores the460

limitations of LLMs in harnessing internal knowl-461

edge, a challenge highlighted by our analysis of462

knowledge retrieval accuracy (Table 6). ChatCRS463

overcomes these limitations by interfacing LLMs’464

to reason over external KBs.465

Furthermore, a case study on the “Asking ques-466

tions” goal type with the highest knowledge ratio,467

demonstrates the advantage of external knowledge468

in answering factual questions like “the zodiac469

sign of an Asian celebrity” (Table 8). Standard470

LLMs produce responses with fabricated content,471

but ChatCRS accurately retrieves and integrates ex-472

ternal knowledge, ensuring factual and informative473

responses. This case study highlights ChatCRS’s474

ability to leverage external knowledge, significantly475

improving CRS accuracy and informativeness.476

Goal guidance enhances the task-specific lan-477

guage quality of LLMs in CRS applications. In478

contrast to the role of knowledge, goal guidance479

contributes more to the linguistic quality of CRS480

by managing the dialogue flow. To examine the481

goal planning proficiency of ChatCRS versus other482

LLM-based methods, we showcase goal planning483

outcomes in Table 7. LLM-based solutions often484

struggle in scenarios involving multiple CRS goals 485

due to a deficiency in task-specific capabilities. For 486

a clearer understanding, we present a scenario in Ta- 487

ble 8 where a CRS seamlessly transitions between 488

“asking questions” and “movie recommendation”, 489

illustrating how accurate goal direction boosts in- 490

teraction relevance and efficacy. Specifically, if a 491

recommendation does not succeed, ChatCRS will 492

adeptly pose further questions to refine subsequent 493

recommendation responses while LLMs may keep 494

outputting wrong recommendations. This under- 495

scores goal guidance’s critical role in fostering 496

proactive and effective engagement in CRS tasks. 497

Therefore, we address RQ3 by concluding that 498

ChatCRS’s efficiency originates from utilizing 499

LLMs’ inherent strengths in generating responses 500

and reasoning, coupled with the strategic deploy- 501

ment of smaller agents on knowledge retrieval and 502

goal-planning to enhance CRS implementations. 503

6 Conclusion 504

This paper conducts an empirical investigation into 505

the LLM-based CRS, emphasizing the necessity of 506

integrating external knowledge and goal guidance. 507

We introduce ChatCRS, a novel framework that 508

employs a unified agent-based approach to more 509

effectively incorporate these external inputs. Our 510

experimental findings highlight improvements over 511

existing benchmarks, corroborated by both auto- 512

matic and human evaluation. ChatCRS marks a 513

pivotal advancement in CRS research, fostering 514

a paradigm where complex problems are decom- 515

posed into subtasks managed by agents, which max- 516

imizes the inherent capabilities of LLMs and their 517

domain-specific adaptability. 518
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Limitations519

This research explores the application of few-shot520

learning and parameter-efficient techniques with521

large language models (LLMs) for generating re-522

sponses and making recommendations, circumvent-523

ing the need for the extensive fine-tuning these524

models usually require. Due to budget and com-525

putational constraints, our study is limited to in-526

context learning with economically viable, smaller-527

scale closed-source LLMs like ChatGPT, and open-528

source models such as LLaMA-7b and -13b.529

A significant challenge encountered in this study530

is the scarcity of datasets with adequate annotations531

for knowledge and goal-oriented guidance for each532

dialogue turn. This limitation hampers the devel-533

opment of conversational models capable of effec-534

tively understanding and navigating dialogue. It is535

anticipated that future datasets will overcome this536

shortfall by providing detailed annotations, thereby537

greatly improving conversational models’ ability538

to comprehend and steer conversations.539

Ethic Concerns540

The ethical considerations for our study involv-541

ing human evaluation (§ 5.1) have been addressed542

through the attainment of an IRB Exemption for543

the evaluation components involving human sub-544

jects. The datasets utilized in our research are ac-545

cessible to the public (Liu et al., 2021; Zhou et al.,546

2020b), and the methodology employed for anno-547

tation adheres to a double-blind procedure (§ 5.1).548

Additionally, annotators receive compensation at549

a rate of $15 per hour, which is reflective of the550

actual hours worked.551
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A Appendix 715

A.1 ICL Prompt Examples for CRS Tasks 716

In Section § 3.1, we examine the capabilities of 717

Large Language Models (LLMs) through various 718

empirical analysis methods: Direct Generation 719

(DG), Chain-of-Thought Generation (COT), and 720

Oracular Generation (Oracle). These approaches 721

assess both the intrinsic abilities of LLMs and their 722

performance when augmented with internal or ex- 723

ternal knowledge or goal directives. We provide 724

sample instructions within the prompts in Table 9. 725

Furthermore, we detail the input and output formats 726

below, with actual input-output examples presented 727

in Table 10. 728
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♠ Examples of Prompt Design for Empirical Analysis

General Instruction: You are an excellent conversational recommender who helps the user achieve recommendation-related
goals through conversations.

DG Instruction on Response Generation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history, your task is to generate an
appropriate system response. Please reply by completing the output template “The system response is []”

DG Instruction on Recommendation Task: You are an excellent conversational recommender who helps the user achieve
recommendation-related goals through conversations. Given the dialogue history, your task is to generate appropriate item
recommendations. Please reply by completing the output template “The recommendation list is [].” Please limit your
recommendation to 50 items in a ranking list without any sentences. If you don’t know the answer, simply output [] without
any explanation.

COT-G Instruction on Response Generation Task: You are an excellent conversational recommender who helps the
user achieve recommendation-related goals through conversations. Given the dialogue history, your task is to first plan the
next goal of the conversation from the goal list and then generate an appropriate system response. Goal List: [ “Ask about
weather”, “Food recommendation”, “POI recommendation”, ... , “Say goodbye”]. Please reply by completing the output
template “The predicted dialogue goal is [] and the system response is []”.

COT-K Instruction on Response Generation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history, your task is to first generate an
appropriate knowledge triple and then generate an appropriate system response. If the dialogue doesn’t contain knowledge,
you can directly output “None”. Please reply by completing the output template “The predicted knowledge triples is [] and
the system response is [].”

COT-K Instruction on Recommendation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history, your task is to first generate
an appropriate knowledge triple and then generate appropriate item Recommendations. If the dialogue doesn’t contain
knowledge, you can directly output “None”. Please reply by completing the output template “The predicted knowledge
triples is [] and the recommendation list is []”. Please limit your recommendation to 50 items in a ranking list without any
sentences. If you don’t know the answer, simply output [] without any explanation.

Oracle-G Instruction on Response Generation Task: You are an excellent conversational recommender who helps the
user achieve recommendation-related goals through conversations. Given the dialogue history and the dialogue goal of the
next system response, your task is to first repeat the conversation goal and then generate an appropriate system response.
Please reply by completing the output template “The predicted dialogue goal is [] and the system response is []”.

Oracle-K Instruction on Response Generation Task: You are an excellent conversational recommender who helps the
user achieve recommendation-related goals through conversations. Given the dialogue history and knowledge triple for the
next system response, your task is to first repeat the knowledge triple and then generate an appropriate system response.
Please reply by completing the output template “The predicted knowledge triples is [] and the system response is [].”

Oracle-K Instruction on Recommendation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history and knowledge triple for the next
system response, your task is to first repeat the knowledge triple and then generate appropriate item Recommendations.
Please reply by completing the output template “The predicted knowledge triples is [] and the recommendation list is []”.
Please limit your recommendation to 50 items in a ranking list without any sentences. If you don’t know the answer, simply
output [] without any explanation.

Oracle-BOTH Instruction on Response Generation Task: You are an excellent conversational recommender who helps
the user achieve recommendation-related goals through conversations. Given the dialogue history, the conversation goal and
knowledge triple for the next system response, your task is to first repeat the conversation goal and knowledge, and then
generate appropriate item Recommendations. Please reply by completing the output template “The predicted dialogue goal
is [], the predicted knowledge is [] and the system response is []”.

Table 9: Example of instruction in prompt design

A.2 Human Evaluation729

We selected 100 dialogues from the DuRecDial730

dataset to evaluate the performance of four method-731

ologies: ChatGPT2, LLaMA-13b3, UniMIND, and732

ChatCRS. Each response generated by these meth-733

ods was assessed by three annotators using a scor-734

ing system of 0: bad, 1: ok, 2: good across four735

2OpenAI API: gpt-3.5-turbo
3Hugging Face: LLaMA2-13b-hf

metrics: Fluency (Fh), Coherence (Ch), Informa- 736

tiveness (Ih), and Proactivity (Ph). The annota- 737

tors, fluent in both English and Mandarin, are well- 738

educated research assistants. This human evalu- 739

ation process received IRB exemption, and the 740

dataset used is publicly accessible. The criteria 741

for evaluation are as follows: 742

• General Language Quality: 743

– Fluency: It examines whether the responses 744

11

https://openai.com/
https://huggingface.co/meta-LLaMA/LLaMA-2-13b-chat-hf


♠ Examples of Input and Output Format in Prompt Design for Empirical Analysis

Dialogue History:
[user]:Hello! Do you know who starred in the movie Flying Dagger?
[system]: Yes, of course I know that. It’s Jimmy Lin.
[user]: OK, thank you.
[system]: He is an amazing all-rounder, and he won Chinese Youth Leader in 2014.
[user]: He is my favourite star.
[system]:

Dialogue Goal: Movie recommendation

Knowledge: ‘Jimmy Lin’, ‘Stars’, ‘To Miss with Love’

Ground-Truth Recommendation: To Miss with Love
Ground-Truth Response: Since you like him so much, I wanna recommend to you the movie To Miss with Love, which is
starred by him.

DG Input and Output on Response Generation Task:
Input: Dialogue History;
Output: “The system response is []”

DG Input and Output on Recommendation Task:
Input: Dialogue History;
Output: “The recommendation list is [].”

COT-G Input and Output on Response Generation Task:
Input: Dialogue History;
Output: “The predicted dialogue goal is [] and the system response is []”.

COT-K Input and Output on Response Generation Task:
Input: Dialogue History;
Output: “The predicted knowledge triple is [] and the system response is [].”

COT-K Input and Output on Recommendation Task:
Input: Dialogue History;
Output: “The predicted knowledge triple is [] and the recommendation list is []”.

Oracle-G Input and Output on Response Generation Task:
Input: Dialogue History + Dialogue Goal;
Output: “The predicted dialogue goal is [] and the system response is []”.

Oracle-K Input and Output on Response Generation Task:
Input: Dialogue History + Knowledge;
Output: “The predicted knowledge triple is [] and the system response is [].”

Oracle-K Input and Output on Recommendation Task:
Input: Dialogue History + Knowledge;
Output: “The predicted knowledge triple is [] and the recommendation list is []”.

Oracle-BOTH Input and Output on Response Generation Task:
Input: Dialogue History + Dialogue Goal + Knowledge;
Output: “The predicted dialogue goal is [], the predicted knowledge is [] and the system response is []”.

Table 10: Example of input and output format in prompt design

are articulated in a manner that is both gram-745

matically correct and fluent.746

– Coherence: This parameter assesses the rele-747

vance and logical consistency of the generated748

responses within the context of the dialogue749

history.750

• CRS-specific Language Quality:751

– Informativeness: This measure quantifies the752

depth and breadth of knowledge or information753

conveyed in the generated responses.754

– Proactivity: It assesses how effectively the re-755

sponses anticipate and address the underlying 756

goals or requirements of the conversation. 757

Human evaluation results and an ablation study, 758

detailed in Table 5, show that ChatCRS delivers 759

state-of-the-art (SOTA) language quality, benefit- 760

ing significantly from the integration of external 761

knowledge and goal-oriented guidance to enhance 762

informativeness and proactivity. 763

A.3 Experiment Settings 764

In our Empirical Analysis and Modelling Frame- 765

work, we implement few-shot learning across vari- 766
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ous Large Language Models (LLMs) such as Chat-767

GPT4, LLaMA-7b5, and LLaMA-13b6 for tasks re-768

lated to response generation and recommendation769

in Conversational Recommender Systems (CRS).770

This involves employing N-shot In-Context Learn-771

ing (ICL) prompts, based on Dong et al., where772

N training data examples are integrated into the773

ICL prompts in a consistent format for each task.774

Specifically, for recommendations, the LLMs are775

prompted to produce a top-K item ranking list776

(§ A.1), focusing solely on knowledge-guided gen-777

eration due to the fixed dialogue goal of "Recom-778

mendation".779

For the Modelling Framework’s goal planning780

agent, QLora is utilized to fine-tune LLaMA-7b,781

enhancing parameter efficiency (Dettmers et al.,782

2023; Deng et al., 2023b). The LoRA attention783

dimension and scaling alpha were set to 16. While784

the language model was kept frozen, the LoRA lay-785

ers were optimized using the AdamW. The model786

was fine-tuned over 5 epochs, with a batch size787

of 8 and a learning rate of 1 × 10-4. The knowl-788

edge retrieval agent and LLM-based generation789

unit employ the same N-shot ICL approach as in790

CRS tasks with ChatGPT and LLaMA-13b (Jiang791

et al., 2023). Given that TG-Redial (Zhou et al.,792

2020b) comprises only Chinese conversations, a793

pre-trained Chinese LLaMA model is used for in-794

ference7. Our experiments, inclusive of LLaMA,795

UniMIND or ChatGPT, run on a single A100 GPU796

or via the OpenAI API. The one-time ICL infer-797

ence duration on DuRecDial (Liu et al., 2021) test798

data spans 5.5 to 13 hours for LLaMA and Chat-799

GPT, respectively, with the OpenAI API inference800

cost approximating US$20 for the same dataset.801

Statistic of two experimented datasets are shown in802

Table 11.

Dataset Statistics External K&G

Dialogues Items Knowledge Goal

DuRecDial 10k 11k ✓ 21
TG-Redial 10k 33k ✗ 8

Table 11: Statistics of datasets

803

4OpenAI API: gpt-3.5-turbo
5Hugging Face: LLaMA2-7b-hf
6Hugging Face: LLaMA2-13b-hf
7Hugging Face: Chinese-LLaMA2
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