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Abstract

This paper aims to efficiently enable Large Lan-
guage Models (LLMs) to use external knowl-
edge and goal guidance in conversational rec-
ommendation system (CRS) tasks. Advanced
LLMs (e.g., ChatGPT) are limited in CRS
tasks for 1) generating grounded responses
with recommendation-oriented knowledge, or
2) proactively guiding users through different
dialogue goals. In this work, we first analyze
those limitations through a comprehensive eval-
uation to assess LLMs’ intrinsic capabilities,
showing the necessity of incorporating exter-
nal knowledge and goal guidance which con-
tribute significantly to the recommendation ac-
curacy and language quality. In light of this
finding, we propose a novel ChatCRS frame-
work to decompose the complex CRS task into
several sub-tasks through the implementation
of 1) a knowledge retrieval agent using a tool-
augmented approach to reason over external
Knowledge Bases and 2) a goal-planning agent
for dialogue goal prediction. Experimental re-
sults on two CRS datasets reveal that ChatCRS
sets new state-of-the-art benchmarks, improv-
ing language quality of informativeness by 17%
and proactivity by 27%, and achieving a ten-
fold enhancement in recommendation accuracy
over LLM-based CRS'.

1 Introduction

Conversational Recommender Systems (CRS) inte-
grate conversational and recommendation system
(RS) technologies, facilitating users in achieving
recommendation-related goals through conversa-
tions (Jannach et al., 2021). In contrast to a tra-
ditional RS which is evaluated on single recom-
mendations, CRS focuses on multi-round interac-
tion tasks such as 1) control of the dialogue flow
and goals (goal planning), 2) retrieving knowledge
from knowledge resources (knowledge retrieval), 3)
response generation (response generation) and 4)
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Figure 1: An example of CRS tasks with external knowl-
edge and goal guidance. (Blue: CRS tasks; Red: Exter-
nal Knowledge and Goal Guidance)

item recommendation (recommendation), as parts
of a holistic system (Li et al., 2023).

In existing CRS research, the prevalent method-
ology employs general language models (LMs; e.g.,
DialoGPT) as the foundational architecture for con-
versational tasks (Zhou et al., 2020a; Deng et al.,
2023b; Wang et al., 2022). This approach, however,
overlooks the domain-specific nature of CRS tasks
(e.g., “movie recommendation” or “chatting about
movie stars”), resulting in a notable mismatch.
The incorporation of domain-specific knowledge
or goal-oriented guidance is essential to bridge this
gap (Wang et al., 2021; Zhang et al., 2021). For in-
stance in Figure 1, lacking specific knowledge like
“Jimmy’s Award” limits the CRS’s ability to provide
pertinent recommendations and lacking dialogue
goals like “Recommendation” perpetuating discus-
sions irrelevant to the dialogue’s objective, which
adversely affects the language’s informativeness
and proactivity (Deng et al., 2023b).

The emergence of large language models that are
significantly more proficient in response generation
has reduced the reliance on supplementary knowl-
edge or manual intervention (for ease of reference,
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we term such models as Large LMs (LLMs); e.g.,
ChatGPT). This development leads to a natural in-
quiry: (RQ1) Can LLMs independently function as
effective conversational recommenders? Our analy-
sis (§3) conclusively answers “No”. Despite being
trained on extensive datasets, LLMs are primarily
tailored for broad applications, facing challenges in
proactively guiding users towards recommendation-
specific objectives or in retaining detailed external
knowledge, such as the awards for certain movie
stars (He et al., 2023; Deng et al., 2023a).
Recognizing the inherent constraints of LLMs
before integrating external knowledge or goal guid-
ance is essential for crafting effective CRS systems
(Li et al., 2023). This leads to two additional RQs:
(RQ2) To what extent is external knowledge and
goal guidance necessary for successful LLM-based
CRS? and (RQ3) What are efficient methods to in-
tegrate external knowledge and goal guidance into
LLM-based CRS? To address these inquiries, our
study first evaluates the baseline capabilities of
LLMs in key CRS tasks: response generation and
recommendation, for both open- and closed-source
LLMs (¢f. RQI). Subsequently, we continue to
examine the performance of LLMs in CRS tasks
with added external knowledge or goal guidance,
aiming for an empirical analysis (RQ2), as de-
picted in Figure 2a. Our results highlight LLMs’
limitations on these tasks due to the absence of goal
guidance and external knowledge, and its enhance-
ment potential through such integration. Leverag-
ing these insights, we introduce a novel ChatCRS
modelling framework that decomposes CRS tasks
into manageable sub-tasks. These sub-tasks are
delegated to specialized agents for goal planning or
knowledge retrieval, all managed by an LLM-based
conversational agent. This arrangement ensures the
framework’s adaptability across different LLMs
without needing model fine-tuning (Figure 2b, cf.
RQ3). Our contributions can be summarised as:

* We present the first comprehensive evaluation
of LLMs on CRS tasks as a holistic system, in-
cluding response generation, recommendation,
goal-planning, and knowledge retrieval. Our em-
pirical analysis underscores the challenges that
LLMs face in executing CRS tasks.

* Leveraging these insights, we develop the
ChatCRS framework that decomposes the CRS
task into three distinct sub-tasks, unifying goal
planning and knowledge retrieval into LLM-
based CRS with two specialized small agents.

» Experimental findings validate the efficacy and
efficiency of ChatCRS in all CRS tasks, establish-
ing a new benchmark for state-of-the-art perfor-
mance. Furthermore, our analysis elucidates how
external inputs contribute to LLM-based CRS.

2 Related Work

Conversational approaches in CRS. Existing
research in CRS has been categorised into two
different approaches (Gao et al., 2021; Li et al.,
2023), named attribute-based and conversational
approaches. In attribute-based approaches, the sys-
tem aims to improve the recommendation accu-
racy by exchanging item attribute information with
users and there is no conversation involved dur-
ing the interaction (Lei et al., 2020; Zhang et al.,
2018). In conversational approaches, the system
interacts with users through real conversations and
guides users through the recommendation-related
goals (Li et al., 2018; Chen et al., 2019). CRS in
conversational approaches mostly adopts language
models (LMs) for fundamental dialogue operations
and subsequent studies incorporate external knowl-
edge or goal guidance to enhance their performance
but they fail to analyse the inherent capability of
LMs with or without external knowledge or goal
guidance (Deng et al., 2023b; Wang et al., 2022).
In addition, those methods also require full fine-
tuning to integrate the external knowledge or goal
guidance for the final generation.

Multi-agent and tool-augmented LLM. The ad-
vent of LLMs has transformed traditional LMs into
conversational agents capable of actively pursuing
specific conversational goals rather than just gener-
ating replies (Wang et al., 2023). This is achieved
by decomposing complex tasks into manageable
subtasks handled by specialized agents and invok-
ing additional tools (i.e., tool-augmented genera-
tion), such as KB retrieval that accesses external
knowledge bases (KBs) (Yao et al., 2023; Wei et al.,
2023; Yang et al., 2023; Jiang et al., 2023). This
approach enhances LLMSs’ reasoning capabilities
and their ability to engage with a broader KB.

In contrast to existing methodologies, ChatCRS
distinguishes itself by integrating goal-planning
and tool-augmented knowledge retrieval agents in
a unified approach. This framework leverages the
inherent abilities of LLMs in language modelling
and reasoning, without the necessity for compre-
hensive fine-tuning.
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Figure 3: ICL prompt design for empirical analysis, detailed examples are shown in Appendix A.1.

3 Preliminary: Empirical Analysis

Without loss of generality, we restrict our consid-
eration to the scenario where a system (denoted
by system) interacts with a user u. Each dia-
logue contains 7" turns of conversations, denoted
as C —{sSyStem “} -1, Where each turn contains
a single utterance from the system and its associ-
ated response from the user. The target function for
CRS is expressed in two parts: given the dialogue
history C'; of the past 4 turns, it generates 1) the
recommendation of item ¢ and 2) the next system
response ssff “™_ In some methods, knowledge K
or dialogue goals GG are given as input to facilitate
the recommendation and response generation. So,
at the j*" turn, given the user’s contextual history,
system generates recommendation results ¢ and
system response sSyStem (Eq. 1).
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3.1 Empirical Analysis Approaches

Building on the advancements of LLMs over gen-
eral LMs in language generation and reasoning,
we explore LLM-based CRS task performance to
assess their inherent response generation and rec-
ommendation capabilities, with and without inte-

grating external knowledge or goal guidance. We
design tasks where LLMs 1) directly generate sys-
tem responses and recommendations (Direct Gen-
eration; DG). Also, to evaluate the necessity of
external inputs, we configure the LLM to 2) in-
ternally reason with its built-in knowledge and
goals for response and recommendation (Chain-
of-Thought; COT) or 3) leverage gold-standard la-
belled external knowledge and goals to enhance
oracular performance (Oracular Generation; Ora-
cle), as illustrated in Figure 2a.

The primary experimental approach involves in-
context learning (ICL) on the DuRecDial dataset
(Liu et al.,, 2021), with an overview of ICL
prompts and examples provided in Figure 3 and
Appendix A.l, respectively. Experiment details
and metrics are detailed in § 5. Evaluations focus
on content preservation (bleu-n, F'1) and diver-
sity (dist-n) for response generation, and top-K
ranking accuracy (N DCGQk, M RRQk) for rec-
ommendation tasks. We outline each experiment
and its testing objective as follows:

* Direct Generation (DG). Utilizing dialogue his-
tory, DG produces system responses and recom-
mendations to assess the model’s inherent capa-
bilities in two CRS tasks (Figure 3a).



LLM Approach K/G bleul bleu?2 bleu distl dist2 F1 Accayx
- DG 0.448 0.322 0.161 0330 0814  0.522 -
R CoT G 0.397 0.294 0.155 0294 0779  0.499 0.587
E.g K 0.467 0.323 0.156  0.396  0.836 0474 0.095
2 G 0.429 0.319 0.172 0.315 0.796 0.519 -
Q Oracle K 0.497 0.389 0.258  0.411 0.843  0.488 -

BOTH 0.428 0.341 0.226 0307 0.784  0.525 -
o DG 0.417 0.296 0.145 0.389  0.813 0.495 -
o~
<' COT G 0.418 0.293 0.142 0.417 0.827 0.484 0.215
S K 0.333 0.238 0.112 0320 0.762  0.455 0.026
< G 0.450 0.322 0.164  0.431 0.834  0.504 -
— Oracle K 0.359 0.270 0.154 0.328 0.762 0.473 -
- BOTH 0.425 0.320 0.187 0412  0.807 0.492 -
ﬁ DG 0.418 0.303 0.153 0312  0.786  0.507 -
- COT G 0.463 0.332 0.172 0348 0.816  0.528 0.402
< K 0.358 0.260 0.129 0.276 0.755 0.473 0.023
% G 0.494 0.361 0.197 0.373 0.825 0.543 -
— Oracle K 0.379 0.296 0.188 0.278 0.754 0495 -
) BOTH 0.460 0.357 0.229 0.350 0.803 0.539 -

Table 1: Empirical analysis for response generation task (/{/G: Knowledge or goal guidance; Acc, i Accuracy
of knowledge or goal predictions; Red: Best result for each model; Underline: Best results for all).

* Chain-of-thought Generation (COT). With dia-
logue history as input, COT generates knowledge
or goal predictions before generating system re-
sponses and recommendations. We evaluate the
model’s efficacy using only its internal knowl-
edge and goal-setting mechanisms (Figure 3b).

* Oracular Generation (Oracle). By incorporat-
ing dialogue history, and ground truth external
knowledge and goal guidance, Oracle generates
system responses and recommendations. This
yields an upper-bound, potential performance of
LLMs in CRS tasks (Figure 3c).

3.2 Empirical Analysis Findings

We summarize our three main findings given the
results of the response generation and recommen-
dation tasks shown in Tables 1 and 2.

Finding 1: The Necessity of External Knowledge
and Goal Guidance in LLM-based CRS. Inclu-
sion of external knowledge and goal guidance sig-
nificantly enhances performance across all LLM-
based CRS tasks (Oracle), underscoring the insuffi-
ciency of LLMs alone as effective CRS tools and
highlighting the indispensable role of external in-
put (cf. RQ 1&2). Remarkably, the Oracle ap-
proach yields over a tenfold improvement in rec-
ommendation tasks, compared to DG and COT
methods, as shown in Table 2. Although utiliz-
ing internal knowledge and goal guidance (COT)
marginally benefits both tasks across various LLMs,
we see that the low accuracy of internal predictions

LLM Task NDCG@10/50 M RR@10/50
DG 0.024/0.035 0.018/0.020
ChatGPT COT-K 0.046/0.063 0.040/0.043
Oracle-K 0.617/0.624 0.613/0.614
DG 0.013/0.020 0.010/0.010
LLaMA-7b COT-K 0.021/0.029 0.018/0.020
Oracle-K 0.386/0.422 0.366/0.370
DG 0.027/0.031 0.024/0.024
LLaMA-13b  COT-K 0.037/0.040 0.035/0.036
Oracle-K 0.724/0.734 0.698/0.699

Table 2: Empirical analysis for recommendation task
(K: Knowledge; Red: Best result for each model).

adversely affects performance, particularly in re-
sponse generation.

Finding 2: Improved Internal Knowledge or Goal
Planning Capability in Advanced LLMs. Table 1
reveals that the performance of Chain-of-Thought
(COT) by a larger LLM (LLaMA-13b) is compa-
rable to oracular performance of a smaller LLM
(LLaMA-7b). This suggests that the intrinsic
knowledge and goal-setting capabilities of more
sophisticated LLLMs can match or exceed the bene-
fits derived from external inputs used by their less
advanced counterparts. Furthermore, the enhanced
goal prediction accuracy further corroborates this
finding. Nonetheless, the application of external
knowledge and goal guidance continues to enhance
performance across all LLM variants, contributing
to state-of-the-art (SOTA) outcomes.
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Finding 3: Differential Impact of External Inputs
on LLM Performance in CRS Tasks. Table 1 in-
dicates that open-source LLMs gain more from
external goal guidance in generation tasks, whereas
closed-source LLMs, like ChatGPT, improve sig-
nificantly with external knowledge. For recom-
mendation tasks (Table 2), external knowledge ben-
efits all LLM types, underlining its critical role
in supplementing LLMs’ inherent lack of domain-
specific information, required for accurate recom-
mendations.

4 ChatCRS

Our ChatCRS modelling framework has three com-
ponents: 1) a knowledge retrieval agent, 2) a goal
planning agent and 3) an LLM-based conversa-
tional agent (Figure 2b). Given a complex CRS
task, an LLM-based conversational agent first de-
composes it into subtasks managed by knowledge
retrieval or goal-planning agents. The retrieved
knowledge or predicted goal from each agent is
incorporated into the ICL prompt to instruct LLMs
to generate CRS responses or recommendations.

4.1 Knowledge Retrieval agent

We showed that a CRS benefits from engaging with
external KBs to supplement domain-specific and
recommendation-oriented knowledge. However,

training LLMs to memorize an entire KB is im-
practical due to computational demands and input
token length constraints (Wei et al., 2021). There-
fore, we employ a method that starts from entity £
within the dialogue C; and retrieves a knowledge
triple “entity—relation—entity” by traversing along
E’s relations R (Moon et al., 2019).

In line with Jiang et al., our knowledge retrieval
agent interfaces the LLM with the external KB to
select appropriate relations. This agent first gathers
all relations adjacent to entity £ from the KB (de-
noted as F'1), upon which the LLM is instructed
to predict the most pertinent relation R* given the
dialogue history C;. This agent then acquires the
corresponding knowledge tuple K™ using entity
FE and predicted relation R* (denoted as F'2), for-
mulated in Eq 2 and shown in Figure 4 (a). An
example depicted in Figure 4 (b) demonstrates the
process using the dialogue “I love Cecilia...” and
the entity [Cecilia]. The system first extracts all po-
tential relations for [Cecilia], from which the LLM
selects the most relevant relation, [Star in]. Knowl-
edge retrieval then fetches the complete knowledge
triple [Cecilia—Star in—<Left... Destiny>].

We implement N-shot ICL to guide LLMs in
choosing knowledge relations via a knowledge re-
trieval agent. This approach feeds entities from the
dialogue history into the LLLM, deliberately omit-
ting the target recommendation entity to ensure the
relevance of the retrieved knowledge (Moon et al.,
2019; Jiang et al., 2023).

Ry, .,R, = F1(C;,E,KB)
R*=LLM (C},E, Ry, ..
K* = F2 (E,R*,KB)

Rn) (2)

4.2 Goal Planning agent

CRS datasets feature diverse dialogue goals, includ-
ing “Greeting”, “Movie Recommendation”, and
“Asking Questions”, each necessitating specific sys-
tem responses. Accurately classifying these goals
is crucial for effective dialogue planning and proac-
tive response generation in CRS. Utilizing goal an-
notations from CRS datasets, we leverage an exist-
ing language model, adjusting it for goal generation
by incorporating a Low-Rank Adapter (LoRA) ap-
proach (Hu et al., 2021; Dettmers et al., 2023). This
method enables parameter-efficient fine-tuning by
adjusting only the rank-decomposition matrices.
For each dialogue history input C;, the model is
trained to predict the next dialogue goal G*, opti-



Model N-shot DuRecDial TG-Redial

bleul bleu2 dist2 F1 bleul bleu2 dist2 1
MGCG Full 0.362 0.252 0.081 0.420 NA NA NA NA
UniMIND Full 0.418 0.328 0.086 0.484 0.291 0.070 0.200 0.328
ChatGPT 3 0.448 0.322 0.814 0.522 0.262 0.126 0.987 0.266
LLaMA 3 0.418 0.303 0.786 0.507 0.205 0.096 0.970 0.247
ChatCRS 3 0.460 0.358 0.803 0.540 0.300 0.180 0.987 0.317

Table 3: Results of response generation task on DuRecDial and TG-Redial datasets.

Model N-shot DuRecDial TG-Redial

NDCGQ@10/50 MRR@10/50 NDCG@10/50 M RR@10/50
SASRec Full 0.369/0.413 0.307/0.317 0.009/0.018 0.005 /7 0.007
UniMIND Full 0.599/0.610 0.592 /0.594 0.031/0.050 0.024/0.028
ChatGPT 3 0.024/0.035 0.018/0.020 0.001 /0.003 0.005 /7 0.005
LLaMA 3 0.027/0.031 0.024/0.024 0.001 /0.006 0.003/0.005
ChatCRS 3 0.549/0.553 0.543 /0.543 0.031/0.033 0.082 / 0.083

Table 4: Results of recommendation task on DuRecDial and TG-Redial datasets.

mizing the loss function outlined in Eq 3, with 6
representing the trainable parameters of LoRA.

Ly=—Y  logPy(G* Cy) 3)

4.3 LLM-based Conversational Agent

In ChatCRS, the knowledge retrieval and goal-
planning agents serve as essential tools for CRS
tasks, while LLMs function as tool-augmented con-
versational agents that utilize these tools to accom-
plish primary CRS objectives. Upon receiving a
new dialogue history C';, the LLM-based conver-
sational agent employs these tools to determine
the dialogue goal G* and relevant knowledge K™,
which then instruct the generation of either a sys-
tem response sj‘ff “™ or an item recommendation i
through prompting scheme, as formulated in Eq 4.
Given that both goal planning and knowledge re-
trieval are engineered to produce text outputs, any
LLM can serve as the final generation mechanism.
Furthermore, the conversational agents are guided
by N-shot ICL prompts, enabling LLMs to effec-
tively execute CRS-related tasks.

i, s34 = LLM( Cj, K*,G")

“4)
5 Experiments

5.1 Experimental Setups

Datasets We conduct the experiments on two
multi-goal CRS benchmark datasets, namely
DuRecDial2 (Liu et al., 2021) in English and TG-
ReDial (Zhou et al., 2020b) in Chinese with statis-

Model General CRS-specific

Flu  Coh Info Pro Avg.
UniMIND 1.87 1.69 149 1.32 1.60
ChatGPT 198 180 1.50 1.30 1.65
LLaMA-13b 194 1.68 1.21 1.33 1.49
ChatCRS 199 185 1.76 1.69 1.82
-w/o K* 200 187 149] 1.62 1.75
-w/o G* 199 185 1.72 .55 1.78

Table 5: Human evaluation and ChatCRS ablations
for language qualities of (Flu)ency, (Coh)erence,
(Info)rmativeness and (Pro)activity on DuRecDial
(K*/G*: Knowledge retrieval or Goal-planning agent).

tics presented in Table 11. Both datasets are an-
notated for goal guidance, while only DuRecDial
contains knowledge annotation and an external KB—
CNpedia (Zhou et al., 2022) is used for TG-Redial.

Baselines We compare our model with ChatGPT
and LLaMA-7b/13b (Touvron et al., 2023) in few-
shot settings. We also compare fully-trained Uni-
MIND (Deng et al., 2023b), MGCG (Liu et al.,
2020), SASRec (Kang and McAuley, 2018) base-
lines (all previous CRS and RS SOTA models).

Automatic Evaluation For response generation
evaluation, we adopt BLEU, F'1 for content
preservation and Dist for language diversity,
while for recommendation evaluation, we adopt
NDCGQFK and M RRQK to evaluate top K rank-
ing accuracy. For goal planning and knowledge
retrieval, we adopt Accuracy (Acc), Precision (P),
Recall (R) and F'1 to evaluate the goal accuracy
and knowledge relation prediction accuracy.



Ask questions 98.95%
POI recommendations 75.06%
Chat about stars 67.64%
Ask about weather 66.67%
% Ask about date 66.18%
'_g Q&A 66.09%
o}
Movie recommendations 59.14%
Ask about user’s hobby 57.48%
Food recommendation 45.11%
Music recommendation  38.13%

0 20 40 60 80 100
Knowledge Ratio
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Human Evaluation We randomly sample 100 di-
alogues from DuRecDial, comparing the responses
produced by UniMIND, ChatGPT, LLaMA-13b
and ChatCRS. Three annotators are asked to score
each generated response with {0O: poor, 1: ok,
2: good} in terms of a) general language qual-
ity in (Flu)ency and (Coh)erence, and b) CRS-
specific language qualities of (Info)rmativeness and
(Pro)activity. Details of the human evaluation pro-
cess and each criterion are discussed in § A.2.

Implementation Details For both the CRS tasks
in Empirical Analysis, we adopt N-shot ICL
prompt settings on ChatGPT and LLaMA* (Dong
et al., 2022), where N examples from the train-
ing data are added to the ICL prompt. In mod-
elling framework, for the goal planning agent,
we adopt QLora as a parameter-efficient way to
fine-tune LLaMA-7b (Dettmers et al., 2023; Deng
et al., 2023b). For the knowledge retrieval agent
and LLM-based conversational agent, we adopt
the same N-shot ICL approach on ChatGPT and
LLaMA* (Jiang et al., 2023). Detailed checkpoints
and experimental setup are discussed in § A.3.

5.2 Experimental Results

ChatCRS significantly improves LLM-based con-
versational systems for CRS tasks, outperform-
ing state-of-the-art baselines in response genera-
tion in both datasets, enhancing content preserva-
tion and language diversity (Table 3). ChatCRS
sets new SOTA benchmarks on both datasets using
3-shot ICL prompting by incorporating external
knowledge and goal direction. In recommenda-
tion tasks (Table 4), LLM-based approaches un-
der few-shot ICL lag behind full-data trained base-
lines due to insufficient in-domain knowledge. Re-
markably, ChatCRS, by harnessing external knowl-

Knowledge

Model

N-shot  Acc P R F1
ChatGPT 3 0.095 0.031 0.139 0.015
LLaMA-13b 3 0.023 0.001 0.001 0.001
ChatCRS-L 3 0.503 0.307 0.341 0.302
ChatCRS-C 3 0.560 0.583 0.594 0.553

Table 6: Results for knowledge retrieval on DuRecDial.
(L/C stands for baseline LLM of LLaMA/ChatGPT)

Model DuRecDial TG-RecDial

Acc P R Fl1 Acc P R F1
MGCG NA 0.76 0.81 0.78 NA 0.75 0.81 0.78
UniMIND NA 0.89 094 091 NA 0.89 094 0.91
ChatGPT 0.31 0.05 0.04 0.04 0.38 0.14 0.10 0.10
LLaMA  0.11 0.03 0.02 0.02 0.25 0.06 0.06 0.05
ChatCRS 0.98 0.97 0.97 0.97 0.94 0.82 0.84 0.81

Table 7: Results of goal planning task.

edge, achieves a tenfold increase in recommen-
dation accuracy over existing LLM baselines on
both datasets with 3-shot ICL, without full-data
fine-tuning.

Human evaluation highlights ChatCRS’s im-
pact on enhancing CRS-specific language qual-
ity. Table 5 shows the results of human evaluation
on both ChatCRS and component ablations, show-
ing that ChatCRS outperforms baseline models in
both general and CRS-specific language qualities.
While all LLM-based approaches uniformly ex-
ceed the general LM baseline (UniMIND) in terms
of general language quality, ChatCRS notably en-
hances coherence through its goal guidance feature,
enabling response generation more aligned with
the dialogue goal. Significant enhancements in
CRS-specific language quality, particularly in in-
formativeness and proactivity, underscore the value
of integrating external knowledge and goals. Abla-
tion studies, removing either knowledge retrieval
or goal planning agent, demonstrate a decline in
scores for informativeness and proactivity respec-
tively, confirming the efficacy of both external in-
puts for CRS-specific language quality.

5.3 Detailed Discussion

External knowledge is pivotal for LLM-based
CRS, addressing the gap between universal pre-
training and domain-specific CRS tasks. Despite
the effectiveness of integrating knowledge into
ChatCRS, we aim to further explore its impact on
enhancing CRS performance across tasks. By an-



Case Study 1: Factual Knowledge QA | Case Study 2: Proactive Response Generation

Dialogue history (Dial_ID 39-1):
[user]: Do you know Jiong He’s zodiac sign?

Dialogue history (Dial_ID 89-14):
[user]: I like Cecilia Cheung very much. Her acting is very good.

[system]: Yeah, have you seen Cecilia Cheung’s One Night in Mongkok?
[user]: I've seen it. I don’t want to see it again.

System Responses:

[v'] UniMIND: Of course, Taurus

[X 1 ChatGPT: Jiong He’s zodiac sign is Cancer.
[X 1LLaMA: Jiong He’s zodiac sign is Aries.
[v] ChatCRS: Yes, I do! Jiong He’s zodiac sign
is Taurus.

[Retrieved Knowledge:

System Responses:

[v] UniMIND: How about <Left Right...Destiny>, a very touching movie.
[v] ChatGPT: How about trying her other film, <Lost in Time>, a touching
romance that showcases her acting skills?

[¥ ]LLaMA: Maybe you can try it again, you may find a different feeling.
[v] ChatCRS: If you haven’t seen it, you should watch <Left
Right...Destiny>, it’s Cecilia Cheung’s new movie this year. She played the

(‘Jiong He’, ‘Star sign’, ‘Taurus’)]

role of a taxi driver, very cool! Have you seen it?
[Predicted Goal: Movie Recommendation]

Table 8: Case study for ChatCRS with baselines.

alyzing dialogues from the DuRecDial datasets,
categorized by goal types, we calculated a “Knowl-
edge Ratio” to measure the necessity of relevant
knowledge in CRS task completion.

Our analysis, depicted in Figure 5, shows that
recommendation tasks rank highly in terms of
knowledge necessity, with “POI recommendation”
dialogues requiring pertinent knowledge in 75% of
cases. Contrasting with traditional RS which re-
lies on user data for collaborative recommendation,
CRS only depends on dialogue history for content-
based recommendation. This shift underscores the
limitations of LLMs in harnessing internal knowl-
edge, a challenge highlighted by our analysis of
knowledge retrieval accuracy (Table 6). ChatCRS
overcomes these limitations by interfacing LLMs’
to reason over external KBs.

Furthermore, a case study on the “Asking ques-
tions” goal type with the highest knowledge ratio,
demonstrates the advantage of external knowledge
in answering factual questions like “the zodiac
sign of an Asian celebrity” (Table 8). Standard
LLMs produce responses with fabricated content,
but ChatCRS accurately retrieves and integrates ex-
ternal knowledge, ensuring factual and informative
responses. This case study highlights ChatCRS’s
ability to leverage external knowledge, significantly
improving CRS accuracy and informativeness.

Goal guidance enhances the task-specific lan-
guage quality of LLMs in CRS applications. In
contrast to the role of knowledge, goal guidance
contributes more to the linguistic quality of CRS
by managing the dialogue flow. To examine the
goal planning proficiency of ChatCRS versus other
LLM-based methods, we showcase goal planning
outcomes in Table 7. LLM-based solutions often

struggle in scenarios involving multiple CRS goals
due to a deficiency in task-specific capabilities. For
a clearer understanding, we present a scenario in Ta-
ble 8 where a CRS seamlessly transitions between
“asking questions” and “movie recommendation”,
illustrating how accurate goal direction boosts in-
teraction relevance and efficacy. Specifically, if a
recommendation does not succeed, ChatCRS will
adeptly pose further questions to refine subsequent
recommendation responses while LLMs may keep
outputting wrong recommendations. This under-
scores goal guidance’s critical role in fostering
proactive and effective engagement in CRS tasks.

Therefore, we address RQ3 by concluding that
ChatCRS’s efficiency originates from utilizing
LLMs’ inherent strengths in generating responses
and reasoning, coupled with the strategic deploy-
ment of smaller agents on knowledge retrieval and
goal-planning to enhance CRS implementations.

6 Conclusion

This paper conducts an empirical investigation into
the LLM-based CRS, emphasizing the necessity of
integrating external knowledge and goal guidance.
We introduce ChatCRS, a novel framework that
employs a unified agent-based approach to more
effectively incorporate these external inputs. Our
experimental findings highlight improvements over
existing benchmarks, corroborated by both auto-
matic and human evaluation. ChatCRS marks a
pivotal advancement in CRS research, fostering
a paradigm where complex problems are decom-
posed into subtasks managed by agents, which max-
imizes the inherent capabilities of LLMs and their
domain-specific adaptability.



Limitations

This research explores the application of few-shot
learning and parameter-efficient techniques with
large language models (LLMs) for generating re-
sponses and making recommendations, circumvent-
ing the need for the extensive fine-tuning these
models usually require. Due to budget and com-
putational constraints, our study is limited to in-
context learning with economically viable, smaller-
scale closed-source LLMs like ChatGPT, and open-
source models such as LLaMA-7b and -13b.

A significant challenge encountered in this study
is the scarcity of datasets with adequate annotations
for knowledge and goal-oriented guidance for each
dialogue turn. This limitation hampers the devel-
opment of conversational models capable of effec-
tively understanding and navigating dialogue. It is
anticipated that future datasets will overcome this
shortfall by providing detailed annotations, thereby
greatly improving conversational models’ ability
to comprehend and steer conversations.

Ethic Concerns

The ethical considerations for our study involv-
ing human evaluation (§ 5.1) have been addressed
through the attainment of an IRB Exemption for
the evaluation components involving human sub-
jects. The datasets utilized in our research are ac-
cessible to the public (Liu et al., 2021; Zhou et al.,
2020b), and the methodology employed for anno-
tation adheres to a double-blind procedure (§ 5.1).
Additionally, annotators receive compensation at
a rate of $15 per hour, which is reflective of the
actual hours worked.
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A Appendix
A.1 ICL Prompt Examples for CRS Tasks

In Section § 3.1, we examine the capabilities of
Large Language Models (LLMs) through various
empirical analysis methods: Direct Generation
(DG), Chain-of-Thought Generation (COT), and
Oracular Generation (Oracle). These approaches
assess both the intrinsic abilities of LLMs and their
performance when augmented with internal or ex-
ternal knowledge or goal directives. We provide
sample instructions within the prompts in Table 9.
Furthermore, we detail the input and output formats
below, with actual input-output examples presented
in Table 10.
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& Examples of Prompt Design for Empirical Analysis

General Instruction: You are an excellent conversational recommender who helps the user achieve recommendation-related
goals through conversations.

DG Instruction on Response Generation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history, your task is to generate an
appropriate system response. Please reply by completing the output template “The system response is []”

DG Instruction on Recommendation Task: You are an excellent conversational recommender who helps the user achieve
recommendation-related goals through conversations. Given the dialogue history, your task is to generate appropriate item
recommendations. Please reply by completing the output template “The recommendation list is [].” Please limit your
recommendation to 50 items in a ranking list without any sentences. If you don’t know the answer, simply output [] without
any explanation.

COT-G Instruction on Response Generation Task: You are an excellent conversational recommender who helps the
user achieve recommendation-related goals through conversations. Given the dialogue history, your task is to first plan the
next goal of the conversation from the goal list and then generate an appropriate system response. Goal List: [ “Ask about
weather”, “Food recommendation”, “POI recommendation”, ... , “Say goodbye”]. Please reply by completing the output
template “The predicted dialogue goal is [] and the system response is []”.

COT-K Instruction on Response Generation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history, your task is to first generate an
appropriate knowledge triple and then generate an appropriate system response. If the dialogue doesn’t contain knowledge,
you can directly output “None”. Please reply by completing the output template “The predicted knowledge triples is [] and
the system response is [].”

COT-K Instruction on Recommendation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history, your task is to first generate
an appropriate knowledge triple and then generate appropriate item Recommendations. If the dialogue doesn’t contain
knowledge, you can directly output “None”. Please reply by completing the output template “The predicted knowledge
triples is [] and the recommendation list is []”. Please limit your recommendation to 50 items in a ranking list without any
sentences. If you don’t know the answer, simply output [] without any explanation.

Oracle-G Instruction on Response Generation Task: You are an excellent conversational recommender who helps the
user achieve recommendation-related goals through conversations. Given the dialogue history and the dialogue goal of the
next system response, your task is to first repeat the conversation goal and then generate an appropriate system response.
Please reply by completing the output template “The predicted dialogue goal is [] and the system response is []”.

Oracle-K Instruction on Response Generation Task: You are an excellent conversational recommender who helps the
user achieve recommendation-related goals through conversations. Given the dialogue history and knowledge triple for the
next system response, your task is to first repeat the knowledge triple and then generate an appropriate system response.
Please reply by completing the output template “The predicted knowledge triples is [] and the system response is [].”

Oracle-K Instruction on Recommendation Task: You are an excellent conversational recommender who helps the user
achieve recommendation-related goals through conversations. Given the dialogue history and knowledge triple for the next
system response, your task is to first repeat the knowledge triple and then generate appropriate item Recommendations.
Please reply by completing the output template “The predicted knowledge triples is [] and the recommendation list is []”.
Please limit your recommendation to 50 items in a ranking list without any sentences. If you don’t know the answer, simply
output [] without any explanation.

Oracle-BOTH Instruction on Response Generation Task: You are an excellent conversational recommender who helps
the user achieve recommendation-related goals through conversations. Given the dialogue history, the conversation goal and
knowledge triple for the next system response, your task is to first repeat the conversation goal and knowledge, and then
generate appropriate item Recommendations. Please reply by completing the output template “The predicted dialogue goal
is [], the predicted knowledge is [] and the system response is []”.

Table 9: Example of instruction in prompt design

A.2 Human Evaluation

We selected 100 dialogues from the DuRecDial
dataset to evaluate the performance of four method-
ologies: ChatGPT?, LLaMA-13b?, UniMIND, and
ChatCRS. Each response generated by these meth-
ods was assessed by three annotators using a scor-
ing system of 0: bad, 1: ok, 2: good across four

20OpenAl API: gpt-3.5-turbo
*Hugging Face: LLaMA2-13b-hf
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metrics: Fluency (F}), Coherence (C},), Informa-
tiveness (I), and Proactivity (P,). The annota-
tors, fluent in both English and Mandarin, are well-
educated research assistants. This human evalu-
ation process received IRB exemption, and the
dataset used is publicly accessible. The criteria
for evaluation are as follows:

* General Language Quality:

— Fluency: It examines whether the responses


https://openai.com/
https://huggingface.co/meta-LLaMA/LLaMA-2-13b-chat-hf

& Examples of Input and Output Format in Prompt Design for Empirical Analysis

Dialogue History:

[user]:Hello! Do you know who starred in the movie Flying Dagger?

[system]: Yes, of course I know that. It’s Jimmy Lin.
[user]: OK, thank you.

[system]: He is an amazing all-rounder, and he won Chinese Youth Leader in 2014.

[user]: He is my favourite star.
[system]:

Dialogue Goal: Movie recommendation
Knowledge: ‘Jimmy Lin’, ‘Stars’, ‘To Miss with Love’

Ground-Truth Recommendation: To Miss with Love

Ground-Truth Response: Since you like him so much, I wanna recommend to you the movie To Miss with Love, which is

starred by him.

DG Input and Output on Response Generation Task:
Input: Dialogue History;
Output: “The system response is []”

DG Input and Output on Recommendation Task:
Input: Dialogue History;
Output: “The recommendation list is [].”

COT-G Input and Output on Response Generation Task:
Input: Dialogue History;

Output: “The predicted dialogue goal is [] and the system response is []”.

COT-K Input and Output on Response Generation Task:
Input: Dialogue History;

Output: “The predicted knowledge triple is [] and the system response is [].”

COT-K Input and Output on Recommendation Task:
Input: Dialogue History;

Output: “The predicted knowledge triple is [] and the recommendation list is []”.

”

Oracle-G Input and Output on Response Generation Task:

Input: Dialogue History + Dialogue Goal;

Output: “The predicted dialogue goal is [] and the system response is []”.

Oracle-K Input and Output on Response Generation Task:

Input: Dialogue History + Knowledge;

Output: “The predicted knowledge triple is [] and the system response is [].”

Oracle-K Input and Output on Recommendation Task:
Input: Dialogue History + Knowledge;

Output: “The predicted knowledge triple is [] and the recommendation list is []”.

”

Oracle-BOTH Input and Output on Response Generation Task:

Input: Dialogue History + Dialogue Goal + Knowledge;

Output: “The predicted dialogue goal is [], the predicted knowledge is [] and the system response is []”.

Table 10: Example of input and output format in prompt design

are articulated in a manner that is both gram-
matically correct and fluent.

— Coherence: This parameter assesses the rele-
vance and logical consistency of the generated
responses within the context of the dialogue
history.

e CRS-specific Language Quality:

— Informativeness: This measure quantifies the
depth and breadth of knowledge or information
conveyed in the generated responses.

— Proactivity: It assesses how effectively the re-
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sponses anticipate and address the underlying
goals or requirements of the conversation.

Human evaluation results and an ablation study,
detailed in Table 5, show that ChatCRS delivers
state-of-the-art (SOTA) language quality, benefit-
ing significantly from the integration of external
knowledge and goal-oriented guidance to enhance
informativeness and proactivity.

A.3 Experiment Settings

In our Empirical Analysis and Modelling Frame-
work, we implement few-shot learning across vari-



ous Large Language Models (LLMs) such as Chat-
GPT*, LLaMA-7b°, and LLaMA-13b° for tasks re-
lated to response generation and recommendation
in Conversational Recommender Systems (CRS).
This involves employing N-shot In-Context Learn-
ing (ICL) prompts, based on Dong et al., where
N training data examples are integrated into the
ICL prompts in a consistent format for each task.
Specifically, for recommendations, the LLLMs are
prompted to produce a top-K item ranking list
(§ A.1), focusing solely on knowledge-guided gen-
eration due to the fixed dialogue goal of "Recom-
mendation”.

For the Modelling Framework’s goal planning
agent, QLora is utilized to fine-tune LLaMA-7b,
enhancing parameter efficiency (Dettmers et al.,
2023; Deng et al., 2023b). The LoRA attention
dimension and scaling alpha were set to 16. While
the language model was kept frozen, the LoRA lay-
ers were optimized using the AdamW. The model
was fine-tuned over 5 epochs, with a batch size
of 8 and a learning rate of 1 x 10-4. The knowl-
edge retrieval agent and LLM-based generation
unit employ the same N-shot ICL approach as in
CRS tasks with ChatGPT and LLaMA-13b (Jiang
et al., 2023). Given that TG-Redial (Zhou et al.,
2020b) comprises only Chinese conversations, a
pre-trained Chinese LLaMA model is used for in-
ference’. Our experiments, inclusive of LLaMA,
UniMIND or ChatGPT, run on a single A100 GPU
or via the OpenAl API. The one-time ICL infer-
ence duration on DuRecDial (Liu et al., 2021) test
data spans 5.5 to 13 hours for LLaMA and Chat-
GPT, respectively, with the OpenAl API inference
cost approximating US$20 for the same dataset.
Statistic of two experimented datasets are shown in
Table 11.

Statistics External K&G
Dataset
Dialogues Items Knowledge Goal
DuRecDial 10k 11k v 21
TG-Redial 10k 33k X 8

Table 11: Statistics of datasets

*OpenAlI API: gpt-3.5-turbo
SHugging Face: LLaMA2-7b-hf
®Hugging Face: LLaMA2-13b-hf
"Hugging Face: Chinese-LLaMA?2


https://openai.com/
https://huggingface.co/meta-LLaMA/LLaMA-2-7b-hf
https://huggingface.co/meta-LLaMA/LLaMA-2-13b-chat-hf
https://huggingface.co/seeledu/Chinese-LLaMA-2-7B

