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Abstract

The Median-of-Means (MoM) is a robust estimator widely used in machine learn-
ing that is known to be (minimax) optimal in scenarios where samples are i.i.d. In
more grave scenarios, samples are contaminated by an adversary that can inspect
and modify the data. Previous work has theoretically shown the suitability of the
MoM estimator in certain contaminated settings. However, the (minimax) optimal-
ity of MoM and its limitations under adversarial contamination remain unknown
beyond the Gaussian case. In this paper, we present upper and lower bounds for
the error of MoM under adversarial contamination for multiple classes of distri-
butions. In particular, we show that MoM is (minimax) optimal in the class of
distributions with finite variance, as well as in the class of distributions with infi-
nite variance and finite absolute (1+r)-th moment. We also provide lower bounds
for MoM’s error that match the order of the presented upper bounds, and show that
MoM is sub-optimal for light-tailed distributions.

1 Introduction

The Median-of-Means (MoM) estimator is a widely used one-dimensional estimator of the mean.
First introduced in the 1980s in [1], it has recently gained significant attention from the robust
machine learning community. For example, MoM has enabled the development of robust alternatives
for empirical risk minimization [2–4], kernel methods [5, 6], and clustering techniques [7]. MoM
is an attractive robust univariate mean estimator in scenarios affected by heavy tails [8–11]. In
particular, MoM is known to be a (minimax) optimal estimator of the mean in the i.i.d. scenario for
heavy-tailed distributions [10], together with the trimmed mean [12], Catoni’s M-estimator [13], and
the Lee-Valiant estimator [14]. Moreover, as shown in [15, 16], MoM is also an adequate estimator
in situations where data samples are contaminated by an adversary.

Adversarial contamination is a general type of data attack in which the adversary is allowed to first
inspect the clean samples, then remove a proportion of them, and finally add new samples [17].
These types of attacks can be specifically designed to maximize the damage caused to a subsequent
learning process [18, 19]. Adversarial contamination can be especially harmful in fields where
data integrity is crucial, such as cybersecurity [20], biometrics [21], and autonomous driving [22].
Motivated by these concerns, the robust machine learning community has shown strong interest in
the problem of mean estimation under adversarial contamination [17, 23–25].

The (minimax) optimal error under adversarial contamination depends on both the fraction of con-
taminated samples α and the class of distributions considered [24]. The optimal error exhibits two
regimes: (1) for a reduced enough number of samples, the optimal error matches that in the i.i.d.
scenario; (2) as the number of samples increases, the optimal error plateaus at a level determined
by α and the class of distributions considered. The error in the second regime is known as the
asymptotic bias and describes the unavoidable error due to adversarial contamination. Therefore,
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such bias characterizes the optimal error for each class of distributions. Table 1 shows the order of
the asymptotic bias corresponding to different classes of distributions and mean estimators.

Table 1: Order of the asymptotic bias of the optimal estimation error for different classes of distribu-
tions and mean estimators. Expressions in blue denote that the order is optimal in the corresponding
class, while empty cells indicate unknown results. We denote by α the fraction of contaminated
samples.

MoM Trimmed Mean M-estimator

Finite Variance: P2
√
α [this paper]

√
α [24]

√
α [25]

Infinite Variance: P1+r α
r

1+r [this paper] α
r

1+r [25]

Sub-Gaussian: PSG α2/3 [this paper] α
√

log(1/α) [24]

Symmetric: Pε0,c
sym α [this paper]

Gaussian: PG α e.g., [26, 27] α
√

log(1/α) [24]

In the class of distributions with finite variance, the optimal order of the asymptotic bias is
√
α, and

both the trimmed mean and Catoni’s M-estimator are known to be optimal in this class [24, 25]. In
the class of distributions with infinite variance and finite absolute (1 + r)-th moment, the optimal

order of the asymptotic bias becomes α
r

1+r , and Catoni’s M-estimator is known to be optimal in
this class [25]. In the class of sub-Gaussian distributions, the optimal asymptotic bias improves to

α
√

log(1/α), and the trimmed mean is known to be optimal in this class [24]. The asymptotic bias
can be further improved to α in the class of Gaussian distributions [28], but the trimmed mean is
known to be sub-optimal in this class [24].

Previous work has theoretically shown the suitability of the MoM estimator in certain contamination
scenarios. In particular, the results in [15] provide upper bounds for MoM’s error for finite-variance
distributions, with rates matching the optimal order in the i.i.d. scenario. In addition, MoM has been
shown to be (minimax) optimal for Gaussian distributions since it generalizes the sample median
(see e.g., [26], [27, Cor. 1.15]). However, the (minimax) optimality of MoM remains unknown
beyond the Gaussian case, as mentioned in [25]. Specifically, previous work on MoM considered a
more benign contamination model and only studied the regime with a reduced number of samples,
i.e., not the asymptotic bias. Moreover, the limitations of MoM under adversarial contamination
remain unknown, as no lower bounds on its error have been established.

This paper provides upper and lower error bounds for the MoM estimator for multiple classes of
distributions under adversarial contamination (see Table 1). In particular, the results reveal that
MoM is (minimax) optimal for heavy-tailed and symmetric distributions, but sub-optimal for light-
tailed distributions. Specifically, the main contributions in the paper are as follows:

• We prove that MoM is optimal under adversarial contamination in the class of distributions
with finite variance, as well as in the class of distributions with infinite variance and finite
absolute (1 + r)-th moment.

• We obtain upper bounds for the error of MoM in the classes of sub-exponential and sub-
Gaussian distributions, which improve upon those established for the finite variance case.

• We obtain lower bounds for MoM that match the order of the presented upper bounds. In
particular, we prove that MoM cannot fully exploit light tails and is sub-optimal for sub-
exponential distributions.

• We prove that MoM is optimal under adversarial contamination in a class of symmetric
distributions that includes Gaussians and heavy-tailed distributions such as Student’s t.

The rest of this paper is organized as follows. Section 2 describes the problem of mean estimation
under adversarial contamination. In Section 3, we present the optimality results for distributions
with finite variance, and infinite variance with finite absolute (1 + r)-th moment. In Section 4,
we present error bounds for MoM for light-tailed distributions, where we obtain improved orders
compared to the finite variance case. In Section 5, we prove that MoM attains even better orders
in a class of symmetric distributions. All proofs are deferred to Appendices A and B. Finally, we
illustrate the results in the paper with numerical experiments in Appendix C.
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Notations. For a real number x, ⌈x⌉ denotes the smallest integer greater than or equal to x, and ⌊x⌋
denotes the greatest integer less than or equal to x. For s ≥ 1, Ps denotes the set of all probability
distributions with finite absolute s-th moment. Given a set of real numbers x1, x2, . . . , xn, we
denote by x(1), x(2), . . . , x(n) their non-decreasing rearrangement. The notation x . y describes
cases where there exists a constant c such that x ≤ cy. In addition, the notation x ≍ y describes
cases where x . y and y . x.

2 Preliminaries

This section begins by formulating the problem of one-dimensional mean estimation under adversar-
ial contamination. We then discuss (minimax) optimal mean estimators and conclude by recalling
the definition of the MoM estimator.

2.1 Contamination model

Let X∗
1 , X

∗
2 , . . . , X

∗
n ∈ R be i.i.d. samples drawn from a distribution p with finite mean µp and

variance σ2
p. For some contamination fraction α, the adversary changes at most αn of the samples,

and the resulting contaminated samples are denoted as X1, X2, . . . , Xn. This situation is referred to
as adversarial contamination, and can be mathematically modeled as follows.

Definition 2.1 (Adversarial contamination). We say that X1, X2, . . . , Xn are
α-contaminated samples if there exist i.i.d. samples X∗

1 , X
∗
2 , . . . , X

∗
n and indexes

1 ≤ i1 < i2 < · · · < ir ≤ n with r ≤ (1− α)n, so that

{Xi1 , Xi2 , . . . , Xir} ⊆ {X∗
1 , X

∗
2 , . . . , X

∗
n}. (1)

Adversarial contamination generalizes the additive contamination model (also called O ∪ I model).
In the additive case, the contaminated samples X1, X2, . . . , Xn contain (1 − α)n inliers drawn in-
dependently from p together with αn contaminated samples, for which no specific assumption is
made. Adversarial contamination describes more general and harmful types of attacks than the addi-
tive model. Conceptually, the distinction between the two contamination models can be understood
as follows: under adversarial contamination, the adversary can selectively discard at most αn of the
samples after inspecting their values, whereas in the additive model, the adversary discards samples
randomly. Mathematically, under adversarial contamination, the samples {Xi1 , Xi2 , . . . , Xir} in (1)
just need to be contained in {X∗

1 , X
∗
2 , . . . , X

∗
n}, whereas in the additive contamination model they

also have to be independent.

2.2 Minimax optimal mean estimators

The goal of mean estimation under adversarial contamination is to approximate the mean µp using
an estimator µ̂ = µ̂(X1, X2, . . . , Xn) evaluated at α-contaminated samples. Given a confidence
parameter δ > 0, we seek to guarantee that, with probability at least 1− δ

|µ̂− µp| ≤ σpε(n, δ, α)

where ε(n, δ, α) is as small as possible while guaranteeing the bound holds uniformly over all distri-
butions p ∈ P , where P is a class of distributions.

Previous work on mean estimation under adversarial contamination has shown that in the class P2

(distributions with finite variance), with probability 1− δ, the estimation error is at best proportional
to

σp

(√
log(2/δ)

n
+
√
α

)
. (2)

Specifically, the results in [24] show that (2) is the (minimax) optimal error in P2. Namely, for any
estimator µ̂ of the mean, there exists a distribution p ∈ P2 and an adversarial attack such that with
probability 1 − δ, the error |µ̂ − µp| is lower bounded by (2), up to multiplicative constants. In
addition, the expression (2) also provides an upper bound for some estimator µ̂ for every p ∈ P2

and any adversarial attack.
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The order of the optimal error in equation (2) exhibits two regimes depending on the sample size [24]:
(1) for a reduced enough number of samples (when n ≤ log(2/δ)/α), the order of the bound takes

the form
√

log(2/δ)/n, which matches the optimal order in the i.i.d. scenario; (2) as the number of

samples increases (when n ≥ log(2/δ)/α), the optimal order plateaus at
√
α, which is known as the

asymptotic bias because it does not decrease with the number of samples. The error in the second
regime describes the inevitable error caused by adversarial contamination.

For distributions with infinite variance, there is a similar optimality result [25]. Specifically, if P1+r

is the class of distributions with finite absolute (1 + r)-th moment, the optimal estimation error in
P1+r is proportional to

v
1

1+r
r

((
log(2/δ)

n

) r
1+r

+ α
r

1+r

)
(3)

where vr = EX∼p|X − µp|1+r denotes the absolute (1 + r)-th central moment of p ∈ P1+r. As in
the finite-variance case, the first term of the optimal error (3) matches the optimal error in the i.i.d.

scenario for P1+r, whereas the second term α
r

1+r is the asymptotic bias.

The optimal asymptotic bias has different orders depending on the class of distributions considered
(see Table 1 for a summary). In the class P2, both the trimmed mean and Catoni’s M-estimator are
known to be optimal [24, 25]. In addition, in the class P1+r, Catoni’s M-estimator is known to be
optimal [25]. If one considers a more restrictive class of distributions P ⊂ P2, the order of the
optimal asymptotic bias can be improved. For example, in the class of sub-Gaussian distributions

PSG, the optimal asymptotic bias is given by α
√

log(1/α), and the trimmed mean is optimal in
this class [24]. In addition, in the class of Gaussian distributions PG, the optimal asymptotic bias is
α [28]. However, the trimmed mean is known to be sub-optimal in PG [24].

2.3 Median-of-Means

LetX1, X2, . . . , Xn be random samples and I1, I2, . . . , Ik be k random disjoint blocks of the indices
{1, 2 . . . , n} with equal size m = ⌊n/k⌋.1 Then, the MoM estimator is defined as the median of the
means corresponding to different blocks, that is

µ̂MoM = µ̂(⌈k/2⌉)

where

µ̂i =
1

m

∑

j∈Ii

Xj , i = 1, 2, . . . , k

and µ̂(⌈k/2⌉) denotes the ⌈k/2⌉-th order statistic.

In the following sections, we present concentration inequalities for MoM under adversarial contam-
ination for different classes of distributions.

3 Optimality of the MoM estimator for heavy-tailed distributions

In this section, we establish the optimality of the MoM estimator under adversarial contamination for
general classes of distributions. We first define the quantile function which describes the behavior
of averages of i.i.d. inliers.

Definition 3.1. Let X∗
1 , X

∗
2 , . . . , X

∗
m be m i.i.d. random variables with distribution p and finite

mean µp. We denote by Qm the quantile function of the random variable

Bm =
X∗

1 +X∗
2 + · · ·+X∗

m

m
− µp.

That is, Qm(q) = inf{x ∈ R : q ≤ P[Bm ≤ x]} for q ∈ [0, 1].

1As is commonly done for the analysis of the MoM estimator, by taking the floor function we ensure that
all the blocks have the same size even when k does not divide n. In practice, some blocks can have larger sizes
to use all the samples, but this does not affect the theoretical results presented.
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The bounds presented in the paper are consequences of the next theorem that shows how MoM’s
error is described by the behavior of averages of i.i.d. inliers around their median. In contrast, the
error in other robust estimators is given by the behavior of the tails of the distribution [24].

Theorem 3.1. Let µ̂MoM be the MoM estimator with k blocks of size m = ⌊n/k⌋ evaluated
at n α-contaminated samples. If the number of blocks satisfies 2αn < k ≤ n, then for all
δ > 2 exp(−2k(1/2− αm)2)

|µ̂MoM − µp| ≤ max

{
Qm

(
1

2
+

√
log(2/δ)

2k
+ αm

)
,−Qm

(
1

2
−
√

log(2/δ)

2k
− αm

)}

(4)
holds with probability at least 1− δ.

Sketch of proof. The full proof is given in Appendix A.1.

Without loss of generality, we assume µp = 0. Let {µ̂∗
i }ki=1 be the sample means of the different

blocks before the attack of the adversary, and let {µ̂i}ki=1 be the sample means of the different blocks
after the adversary’s attack. By the definition of adversarial contamination, the adversary can modify
at most αn samples, which affects at most αn of the block means. Therefore, the sets {µ̂∗

i }ki=1 and

{µ̂i}ki=1 differ in at most αn elements.

Since MoM is the median of the block means, i.e., µ̂MoM = µ̂(⌈k/2⌉), we have
µ̂∗
(⌈k/2⌉−αn) ≤ µ̂MoM ≤ µ̂∗

(⌈k/2⌉+αn). Then, the result in (4) follows since the empirical quan-

tiles µ̂∗
(⌈k/2⌉−αn) and µ̂∗

(⌈k/2⌉+αn) are close to the actual quantiles Qm(1/2 + αm) and

Qm(1/2− αm).

The result above presents a bound for the error of MoM under adversarial contamination that is
valid with wide generality. In the next subsections, we derive from Theorem 3.1 the optimal bounds
for the different classes of distributions, adjusting the block size. This is achieved by bounding the
quantile function Qm around 1/2, uniformly over the class of distributions. A general approach to
obtain a reduced bound for the right-hand side of (4) is to increase the blocks’ size m. For instance,
if p has finite variance, we have the bound

Qm(1/2 + ε) .
1√

m(1/2− ε)
(5)

as a consequence of Chebyshev’s inequality, for any ε ∈ [0, 1/2). Better bounds for (4) can be
obtained if the distribution p enjoys certain symmetry. For instance, if p is a Gaussian distribution,
for any ε ∈ [0, 1/2),

Qm(1/2 + ε) .
ε√
m

(6)

and we can obtain better bounds than (5) by decreasing ε towards zero.

3.1 Finite variance

The next result establishes the optimality of MoM under adversarial contamination in the class P2

formed by distributions with finite variance.

Theorem 3.2. Let µ̂MoM be the MoM estimator with a number of blocks

k = max

{⌈
log(2/δ)

(1/2− 1/γ)2

⌉
, ⌈γαn⌉

}
(7)

for any γ ∈ (2, 2.5] and δ > 2 exp(−(1/2− 1/γ)2n). Then, there exists a positive constant

C(γ) ≍ (1/2− 1/γ)−3/2 such that for any p ∈ P2 and α ≤ 0.4

|µ̂MoM − µp| ≤ C(γ)σp

(√
log(2/δ)

n
+
√
α

)
(8)

holds with probability at least 1− δ.
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Sketch of proof. The full proof is given in Appendix A.2.

The key step is to bound the quantile function Qm appearing in Theorem 3.1. Since p has finite
variance, Chebysev’s inequality implies that, for any ε ∈ [0, 1/2)

Qm(1/2 + ε) ≤ σp√
m(1/2− ε)

.

The same bound also holds for −Qm(1/2−ε). Thus, both quantiles of interest scale as O(σp/
√
m).

For the choice of k in the theorem, namely

k ≍ log(2/δ) + αn

we get

m ≍ n/(log(2/δ) + αn).

Substituting this into the Chebyshev bound gives

σp√
m(1/2− ε)

. σp

(√
log(2/δ)

n
+
√
α

)
.

Finally, applying Theorem 3.1, which relates the performance of the MoM estimator to bounds on
Qm, we conclude that

|µ̂MoM − µp| . σp

(√
log(2/δ)

n
+
√
α

)
(9)

with probability at least 1− δ.

The result above shows that MoM is (minimax) optimal in the class P2. Moreover, Theorem 3.2
generalizes existing robustness results for MoM under heavy tails. Specifically, without contami-
nation (i.e., α = 0) the bound (8) recovers the known sub-Gaussianity result for MoM in the i.i.d.
scenario [10]. Theorem 3.2 also generalizes existing results for MoM in scenarios with contami-
nated samples. Specifically, the results in [15] provide upper bounds for MoM’s error with rates that
match the optimal order in the i.i.d. scenario. However, such results are limited to scenarios with ad-
ditive contamination and only characterize the first optimality regime. In particular, existing bounds
apply when the number of samples satisfies n . log(2/δ)/α, and therefore do not characterize the
asymptotic bias (see e.g., [15, Prop. 2]).

Theorem 3.2 shows that the contamination tolerance of MoM is comparable to other estimators. In
fact, requiring a maximum tolerance for α is standard for mean estimators [24, 25]. For instance,
existing results establish a contamination tolerance of α ≤ 0.13 for the trimmed mean, and of
α ≤ 0.36 for Catoni’s M-estimator [24, 25].

The best known leading constants in the error bounds for the i.i.d. scenario are significantly smaller
than the one in Theorem 3.2 (e.g., the bound for Lee-Valiant estimator in the i.i.d. scenario has a

leading constant of
√
2 [14]). As in other works for adversarial contamination [24], the focus of this

paper is on establishing optimal rates rather than minimizing constants.

3.2 Infinite variance

The next result shows that MoM is also optimal in the class P1+r of distributions whose absolute
(1 + r)-th moment vr is finite for r ∈ (0, 1).

Theorem 3.3. Let µ̂MoM be the MoM estimator with a number of blocks

k = max

{⌈
log(2/δ)

(1/2− 1/γ)2

⌉
, ⌈γαn⌉

}
(10)

for any γ ∈ (2, 2.5] and δ > 2 exp(−(1/2 − 1/γ)2n). Then, there exists a constant

C(γ) ≍ (1/2− 1/γ)−
2r+1

1+r such that for any p ∈ P1+r and α ≤ 0.4

|µ̂MoM − µp| ≤ C(γ)v
1

1+r
r

((
log(2/δ)

n

) r
1+r

+ α
r

1+r

)
(11)

holds with probability at least 1− δ.
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Sketch of proof. The full proof is given in Appendix A.3.

The argument parallels Theorem 3.2. The key step is to bound the quantile function Qm in Theo-
rem 3.1. By combining Markov’s inequality with the Bahr-Esseen inequality [29, Thm. 2], for any
ε ∈ [0, 1/2) we get

Qm(1/2 + ε) .

(
vr

mr(1/2− ε)

) 1
1+r

and the same bound also holds for −Qm(1/2 − ε). Hence, both quantiles of interest scale as

O((vr/m
r)

1
1+r ).

With the choice of k in the theorem, namely:

k ≍ log(2/δ) + αn

we have

m ≍ n/(log(2/δ) + αn).

Plugging this into the quantile bound yields

(
vr

mr(1/2− ε)

) 1
1+r

. v
1

1+r
r

((
log(2/δ)

n

) r
1+r

+ α
r

1+r

)
.

Finally, invoking Theorem 3.1 we conclude that

|µ̂MoM − µp| . v
1

1+r
r

((
log(2/δ)

n

) r
1+r

+ α
r

1+r

)

with probability at least 1− δ.

Theorem 3.3 presents the first analysis of MoM for distributions with infinite variance in the presence
of contamination. Moreover, our bound shows that the error of MoM attains the optimal order in the
class P1+r shown in [25]. Theorem 3.3 also generalizes existing robustness results for MoM under
heavy tails. Specifically, without contamination (i.e., α = 0) the bound (11) recovers the optimality
result of MoM for infinite variance in the i.i.d. scenario [8].

In terms of contamination tolerance, Theorem 3.2 shows that MoM presents a notable improvement
compared to Catoni’s M-estimator, the other optimal estimator in the class P1+r. In particular, the
tolerance to contamination of Catoni’s M-estimator decreases with r. For example, for values of
r = 0.5 and r = 0.1, Catoni’s M-estimator can handle contamination levels up to α = 0.26 and
α = 0.16, respectively [25]. Theorem 3.3 shows that the tolerance to contamination of MoM does
not decrease with r.

3.3 Matching lower bounds for general distributions

In this section, we have established the optimality of MoM in P2 and P1+r for the same choice
of the number of blocks k. The next theorem shows that, for this choice of k, the

√
α order of the

asymptotic bias cannot be improved for any distribution p ∈ P3 with a finite third absolute moment.2

Theorem 3.4. Let µ̂MoM be the MoM estimator with k given as in (7) and (10). There exist positive
constants C,αmax, and an adversarial attack such that for any p ∈ P3 and α < αmax

|µ̂MoM − µp| ≥ Cσp
√
α (12)

holds with constant probability.

2We thank an anonymous reviewer for pointing out that the finiteness of the third moment is not essential
for a result similar to that in Theorem 3.4. In particular, an asymptotic result can be derived using the central
limit theorem without requiring a finite third moment.
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Sketch of proof. The full proof is given in Appendix B.1.

Let µ̂∗
1, µ̂

∗
2, . . . , µ̂

∗
k denote the empirical means of the k blocks before contamination and B be the

set of the ⌈k/2⌉ blocks with lowest sample means. With constant probability, the number of blocks
in B that contain at least one contaminated sample exceeds αn/C1, for some universal constant
C1 > 0 (Lemma B.1). Therefore, with that probability, MoM is shifted to

µ̂MoM = µ̂∗
(⌈k/2⌉+⌈αn/C1⌉)

if the adversary includes samples with arbitrarily large values. In addition, for sufficiently
large n, the empirical quantile µ̂∗

(⌈k/2⌉+⌈αn/C1⌉)
is arbitrarily close to the actual quantile

Qm(1/2 + αm/C1) for m = ⌊n/k⌋. Then, the result is obtained since m ≍ 1/α and the Berry-
Essen theorem implies Qm(1/2 + αm/C1) & σp/

√
m & σp

√
α.

The result above shows one limitation of MoM under adversarial contamination: choosing the num-
ber of blocks k to achieve (minimax) optimal error rates over a broad class of heavy-tailed distribu-
tions does not lead to improved rates for specific, well-behaved distributions. Specifically, for every
distribution with finite variance (e.g., Gaussian), the estimation error has the same order as in the
worst case. Therefore, the number of blocks must be adjusted differently depending on the class of
distributions considered. A similar limitation affects Catoni’s M-estimator, which requires selecting
an appropriate function ψ (a parameter that determines the estimator) depending on the distribution
considered [25]. In contrast, other robust estimators such as the trimmed mean [24] do not need to
adjust parameters depending on the distribution.

In the following sections, we present error bounds for MoM that yield better orders for the asymp-
totic bias than

√
α considering specific subclasses P ( P2. In line with the above discussion, this

improvement necessitates a different choice for the number of blocks k.

4 Sub-optimality of the MoM estimator for light-tailed distributions

In this section, we show that the asymptotic bias can be improved for light-tailed distributions. In

particular, we prove that the asymptotic bias of MoM is upper bounded by α2/3 for sub-exponential
distributions. In addition, we provide matching lower bounds showing that MoM is sub-optimal for
light-tailed distributions. This result complements known limitations of MoM in the i.i.d. scenario,
such as its large asymptotic variance [9].

4.1 Sub-exponential distributions

The following result presents a concentration inequality for MoM which holds in the class of sub-
exponential distributions denoted as PSE. Distributions p ∈ PSE are characterized by the condition

that, for all s ≥ 2, (EX∼p|X − µp|s)1/s ≤ cσps [30, Prop. 2.7.1].

Theorem 4.1. Let µ̂MoM be the MoM estimator with a number of blocks k = ⌈ξα2/3n⌉ for any

ξ > 0 and δ > 2 exp(−ξn1/3/18). There exist positive constants C(ξ) and αmax(ξ) such that for
any p ∈ PSE and α < αmax(ξ)

|µ̂MoM − µp| ≤ C(ξ)σp

(√
log(2/δ)

n
+ α2/3

)
(13)

holds with probability at least 1− δ.

Proof. See Appendix A.4.

The result above shows that the asymptotic bias of MoM can attain better orders than
√
α (as estab-

lished in Theorem 3.2) when restricting to the class of sub-exponential distributions. However, the

confidence parameter in Theorem 4.1 must satisfy δ > 2 exp(−O(n1/3)), whereas Theorem 3.2 al-
lows for the broader range of values δ > 2 exp(−O(n)). Such limitations are common in estimators
that do not depend on δ (multiple-δ estimators) [31].

The asymptotic bias shown in Theorem 4.1 is far from the optimal order in the class PSE, which
cannot be higher than α log(1/α) because the trimmed mean estimator achieves such an order (see

8



remark in page 10 of [24]). Notably, in the next theorem, we show that for any MoM, the order of

α2/3 cannot be improved in the class PSE.

Theorem 4.2. There exist positive constants C,αmax, a probability distribution p ∈ PSE and an
adversarial attack such that for any α < αmax and for a MoM estimator µ̂MoM with any number of
blocks k ∈ {1, 2, . . . , n},

|µ̂MoM − µp| ≥ Cσpα
2/3

holds with constant probability

Proof. See Appendix B.2.

The result above shows that MoM is (minimax) sub-optimal in the class PSE. Specifically, Theo-
rem 4.2 shows that for some sub-exponential distributions, the error of MoM for any choice of k is

lower bounded by an expression with order α2/3 that matches the upper bound in Theorem 4.1 and
is sub-optimal in PSE.

The suboptimality of MoM can be understood through the role of asymmetry in the error achieved
using the median to estimate the mean. While MoM’s performance improves under light-tailed
distributions (Theorem 4.1), MoM does not attain the optimal rate for all such distributions, since
some of them are quite asymmetric. In particular, there exist light-tailed distributions where the
median differs substantially from the mean. Since MoM estimates the mean by taking the median
(a biased estimator of the mean) of k sample means (each an unbiased estimator), the bias becomes
more pronounced in asymmetric distributions.

4.2 Sub-Gaussian distributions

The class of sub-Gaussian distributions PSG contains distributions whose tails decay at least as fast
as those of a Gaussian. Distributions p ∈ PSG are characterized by the condition that, for all s ≥ 2,

(EX∼p|X − µp|s)1/s ≤ cσp
√
s [30, Prop. 2.5.2].

The results in Theorem 4.1 also provide an upper bound for sub-Gaussian distributions since

PSG ⊆ PSE. As we experimentally show in Appendix C, the order α2/3 cannot be improved across
all sub-Gaussian distributions. Nevertheless, in the following we show that MoM can attain better

orders than α2/3 for some classes of sub-Gaussian distributions with certain symmetry. However,

these orders do not match the optimal asymptotic bias in PSG, which is of the order α
√

log(1/α),
as shown in [24].

Definition 4.1. We define Ps
SG for any integer s ≥ 3 to be the set of absolutely continuous distribu-

tions p ∈ PSG such that for all j ≤ s

EX∼p

[(
X − µp

σp

)j
]
= EZ∼N(0,1)

[
Zj
]

where N(0, 1) is a standard Gaussian distribution.

For any distribution in the class Ps
SG the first s central odd moments are zero, indicating that the

distribution has certain symmetry around its mean. The next result shows that MoM can attain
better orders for the asymptotic bias in the subclasses Ps

SG.

Theorem 4.3. Let µ̂MoM be the MoM estimator with a number of blocks k = ⌈ξα 2
s+1n⌉ for any

ξ > 0 and δ > 2 exp
(
−ξn s−1

s+1 /18
)

. There exist positive constants C(ξ) and αmax(ξ) such that for

any p ∈ Ps
SG and α < αmax(ξ)

|µ̂MoM − µp| ≤ C(ξ)σp

(√
log(2/δ)

n
+ α

s
s+1

)
(14)

holds with probability at least 1− δ.

Proof. See Appendix A.5.
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Increasing s results in an increased symmetry that leads to an asymptotic bias in (14) approaching
α. In the following section, we show that MoM can attain an asymptotic bias of order α for some
symmetric distributions that include the Gaussians and even distributions with heavy tails.

5 Optimality of the MoM estimator for symmetric distributions

In this section, we show that the asymptotic bias can be further improved to α for symmetric distri-
butions with quantile function that increases at most linearly around 1/2. We denote by Psym the
set of symmetric distributions around its mean, i.e., distributions p such thatX−µp and −(X−µp)
have the same distribution, whenever X ∼ p.

Definition 5.1. We define the class of distributions Pε0,c
sym , for ε0 < 1/3 and c > 5, to be the set of

p ∈ Psym ∩ P2 such that for all ε ∈ [0, ε0] and m ∈ N

Qm(1/2 + ε) ≤ c
σp√
m
ε (15)

where Qm is the quantile function from Definition 3.1 corresponding to the distribution p.

The class Pε0,c
sym contains Gaussian distributions and heavy-tailed distributions like Student’s t dis-

tributions. This is easy to check since both Gaussian and Student’s t distributions are symmetric,
satisfy (15) for m = 1, and are infinite divisible distributions [32]. In the literature, similar classes
to Pε0,c

sym have been analyzed in the context of quantile regression and mean estimation with outliers.

For example, Pε0,c
sym is similar to the distributions with 1/2-quantile of type 2 from [33, Def. 2.1] and

to the class of symmetric distributions defined in [34].

The technical condition (15) ensures that the quantile function is not excessively sharp near the me-
dian (it increases at most linearly), so that it is easier to distinguish the median from nearby quantiles.
More precisely, the constant ε0 controls the size of the neighborhood in which the quantile function
increases at most linearly, whereas the constant c controls the slope of the linear approximation.

The following result shows that MoM is optimal in the class Pε0,c
sym under adversarial contamination.

Theorem 5.1. Let µ̂MoM be the MoM estimator with k = ⌈βn⌉ blocks for any β ≤ 1 and
δ > 2 exp(−βε20n/4). Then, there exists a positive constant C = C(c, β) such that for any
p ∈ Pε0,c

sym and α < βε0/2

|µ̂MoM − µp| ≤ Cσp

(√
log(2/δ)

n
+ α

)
(16)

holds with probability at least 1− δ.

Proof. The result follows directly from Theorem 3.1 and Definition 5.1.

The result above establishes the (minimax) optimality of MoM under adversarial contamination in
the class Pε0,c

sym , for any pair ε0, c. Theorem 5.1 generalizes the well-known guarantee for the sample
median (case β = 1) for the class of Gaussian distributions (see e.g., [26], [27, Cor. 1.15]).

6 Conclusion

This paper provides upper and lower bounds on the error of the MoM estimator for multiple classes
of distributions under adversarial contamination. Specifically, we prove that MoM is (minimax) op-
timal in the class of distributions with finite variance, and in the class of distributions with finite
absolute (1 + r)-th moment (infinite variance). In addition, we show that the MoM estimator is
particularly well-suited for symmetric distributions. These results reinforce the widely recognized
strengths of MoM, such as its optimality in the i.i.d. scenario. On the other hand, the paper also re-
veals that MoM has certain limitations under adversarial contamination. In particular, we show that
MoM cannot fully leverage light-tails, and we characterize its sub-optimality for sub-exponential
distributions. These results complement known limitations of MoM in the i.i.d. scenario, such as its
large asymptotic variance. Overall, the theoretical results presented in the paper provide a compre-
hensive characterization of the capabilities of the MoM estimator under adversarial contamination.
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A Proofs for Upper Bounds

The following result is an adaptation of Proposition 2a from [35] that is used to prove Theorem 3.1.
For clarity, we assume that p is an absolutely continuous distribution. This assumption allows
the cumulative distribution function to have an inverse, which corresponds to the quantile function.
This assumption is not restrictive and the proofs can be adapted to include any distribution with
finite variance (see [35, Prop. 2a] for similar arguments in the context of conformal prediction). An
alternative solution for the statistician is to add a small amount of independent Gaussian noise to the
samples, ensuring that the distribution has a density without compromising statistical performance.

Lemma A.1. Let p be a distribution with quantile function Q, and let X1, X2, . . . , Xn be n i.i.d.
samples drawn from p. For r ∈ {1, 2, . . . , n} and ε = r/n, the following holds:

• If ε+
√

log(1/δ)/2n ∈ (0, 1), then

X(r) ≤ Q

(
ε+

√
log(1/δ)

2n

)
(17)

with probability at least 1− δ.

• If ε−
√

log(1/δ)/2n ∈ (0, 1), then

X(r) ≥ Q

(
ε−

√
log(1/δ)

2n

)
(18)

with probability at least 1− δ.

Proof. Let F be the CDF of p and let t ∈ (0, 1) be a real number to be chosen later. Since the
X1, X2, . . . , Xn are independent

P[X(r) > Q(t)] = P

[
n∑

i=1

I{Xi ≤ Q(t)} ≤ r − 1

]
= P[Bin(n, F (Q(t)) ≤ r − 1]

where, for any m ∈ N, q ∈ [0, 1], Bin(m, q) denotes a random variable drawn from a binomial

distribution of m trials with a probability of success q. Taking t = ε +
√
log(1/δ)/(2n), we apply

Hoeffding’s inequality (as ε− t < 0) and obtain

P[Bin(n, t) ≤ r − 1] ≤ P[Bin(n, t) ≤ εn]

≤ P[Bin(n, t)/n− t ≤ ε− t] ≤ e−2(t−ε)2n = δ

that leads to (17) since we have shown P[X(r) > Q(t)] ≤ δ.

Now we prove (18) in a similar way to (17). Analogously to the previous case, we have

P[X(r) < Q(t)] = P

[
n∑

i=1

I{Xi ≤ Q(t)} ≥ r

]
= P[Bin(n, F (Q(t))) ≥ r]

so that taking t = ε −
√
log(1/δ)/(2n), and applying Hoeffding’s inequality (since ε − t > 0) we

get

P[Bin(n, t) ≥ r] = P[Bin(n, t) ≥ εn]

≤ P[Bin(n, t)/n− t ≥ ε− t] ≤ e−2(ε−t)2n = δ

that leads to (18).
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A.1 Proof of Theorem 3.1

Proof of Theorem 3.1. Without loss of generality, we assume µp = 0. Let I1, I2, . . . , Ik be k ran-
dom disjoint blocks of the indices {1, 2 . . . , n} of equal size m = ⌊n/k⌋. Let

µ̂∗
i =

1

m

∑

j∈Ii

X∗
j , i = 1, 2, . . . , k (19)

be the sample means corresponding to different blocks before the adversary contaminates the sample
and let

µ̂i =
1

m

∑

j∈Ii

Xj , i = 1, 2, . . . , k (20)

be the sample means corresponding to different blocks after the adversary contaminates the sample.

The attack of the adversary can modify at most the values of αn blocks, so µ̂MoM = µ̂(⌈k/2⌉) is
between µ̂∗

(⌈k/2⌉−αn) and µ̂∗
(⌈k/2⌉+αn), which are well defined since k > 2αn.

Since
√

log(2/δ)/(2k) + αm < 1/2 by hypothesis, applying Lemma A.1,

µ̂∗
(⌈k/2⌉+αn) ≤ Qm

(
1

2
+

√
log(2/δ)

2k
+ αm

)
=: u

holds with probability at least 1− δ/2, and also

l := Qm

(
1

2
−
√

log(2/δ)

2k
− αm

)
≤ µ̂∗

(⌈k/2⌉+αn)

holds with probability at least 1− δ/2. Moreover, by the union bound

min{l,−u} ≤ l ≤ µ̂MoM ≤ u ≤ max{u,−l}
holds with probability at least 1− δ. Since min{l,−u} = −max{u,−l}

|µ̂MoM| ≤ max

{
Qm

(
1

2
+

√
log(2/δ)

2k
+ αm

)
,−Qm

(
1

2
−
√

log(2/δ)

2k
− αm

)}

holds with probability at least 1− δ.

A.2 Proof of Theorem 3.2

Proof of Theorem 3.2. Without loss of generality, we assume µp = 0. By Theorem 3.1

|µ̂MoM| ≤ max

{
Qm

(
1

2
+

√
log(2/δ)

2k
+ αm

)
,−Qm

(
1

2
−
√

log(2/δ)

2k
− αm

)}

holds with probability 1− δ whenever
√

log(2/δ)

2k
+ αm < 1/2. (21)

Some basic computations verify that the choice of k in the hypothesis satisfies 2αn < k ≤ n and
that (21) holds for the range of δ specified in the hypothesis.

For every ε ∈ [0, 1/2), if Q = Qm(1/2 + ε), by Markov’s inequality we have

1/2− ε = P[Bm ≥ Q] = P[B2
m ≥ Q2] ≤

σ2
p

mQ2
(22)

and in particular,

Qm(1/2 + ε) ≤ σp√
m

1√
1/2− ε

.
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Moreover, we also have

−Qm(1/2− ε) ≤ σp√
m

1√
1/2− ε

since −Qm(1/2− ε) = Q−m(1/2 + ε), where Q−m is the quantile function of −Bm.

Let c = (1/2−1/γ)2 be a positive constant. If δ ∈ (2e−cn, 2e−cγαn), the number of blocks is given

by k = ⌈log(2/δ)/c⌉. In particular, 1/
√
m ≤

√
2k/n ≤ 2

√
log(2/δ)/(cn), since ⌊x⌋ ≥ x/2 and

⌈x⌉ ≤ 2x for any x ≥ 1. Therefore, if ε =
√
log(2/δ)/(2k) + αm,

σp√
m

1√
1/2− ε

≤ c′1σp

√
log(2/δ)

n

where

c′1 ≤ 2

√
1/c

1/2− (
√
c/2 + 1/γ)

.

If δ ≥ 2e−γαn, the number of blocks equals k = ⌈γαn⌉, and in particular, 1/
√
m ≤ 2

√
γα. Hence,

if ε =
√
log(2/δ)/(2k) + αm,

σp√
m

1√
1/2− ε

≤ c′′1σp
√
α

where

c′′1 ≤ 2

√
γ

1/2− (
√
c/2 + 1/γ)

.

Therefore, we have shown that for all δ > e−cn and γ ≤ 2.5 = 1/0.4 ≤ 1/α, if
k = max{⌈γαn⌉, ⌈log(2/δ)/c⌉}

|µ̂MoM| ≤ Cσp

(√
log(2/δ)

n
+
√
α

)

holds with probability at least 1− δ, where

C = 2

√
2 +

√
2

(
1

(1/2− 1/γ)3/2
+

√
γ

(1/2− 1/γ)1/2

)
. (23)

A.3 Proof of Theorem 3.3

Proof. Without loss of generality, we assume µp = 0. By Theorem 3.1

|µ̂MoM| ≤ max

{
Qm

(
1

2
+

√
log(2/δ)

2k
+ αm

)
,−Qm

(
1

2
−
√

log(2/δ)

2k
− αm

)}

holds with probability 1− δ, whenever
√

log(2/δ)

2k
+ αm < 1/2. (24)

Some basic computations verify that the choice of k in the hypothesis satisfies 2αn < k ≤ n and
that (24) holds for the range of δ specified in the hypothesis.

For all ε ∈ [0, 1/2), by Markov’s inequality (following a similar reasoning as in (22)),

Qm(1/2 + ε) ≤
(
E|Bm|1+r

1/2− ε

) 1
1+r

.
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Moreover, by the Bahr-Esseen inequality [29, Thm. 2], moments of i.i.d. averages satisfy
E|Bm|1+r ≤ 2m−rvr. Therefore, we have

Qm(1/2 + ε) ≤ 2
1

1+r
v

1
1+r
r

m
r

1+r

1

(1/2− ε)
1

1+r

.

Furthermore, we get

−Qm(1/2− ε) ≤ 2
1

1+r
v

1
1+r
r

m
r

1+r

1

(1/2− ε)
1

1+r

since −Qm(1/2− ε) = Q−m(1/2 + ε), where Q−m denotes the quantile function of −Bm.

The rest of the proof proceeds analogously to the one for Theorem 3.2 in Appendix A.2. Let c =
(1/2 − 1/γ)2 be a positive constant. If δ ∈ (2e−cn, 2e−cγαn), the number of blocks is given by

k = ⌈log(2/δ)/c⌉, and if ε =
√
log(2/δ)/(2k) + αm,

2
1

1+r
v

1
1+r
r

m
r

1+r

1

(1/2− ε)
1

1+r

≤ c′1v
1

1+r
r

(
log(2/δ)

n

) r
1+r

(25)

where c′1 depends only on γ and r.

If δ ≥ 2e−γαn, the number of blocks equals k = ⌈γαn⌉, and if ε =
√
log(2/δ)/(2k) + αm,

2
1

1+r
v

1
1+r
r

m
r

1+r

1

(1/2− ε)
1

1+r

≤ c′′1v
1

1+r
r α

r
1+r (26)

where c′′1 depends only on γ and r. Combining both (25) and (26) we get the desired result.

A.4 Proof of Theorem 4.1

Minsker introduced in [9] a technique to study the error of MoM in terms of the rates of convergence
in normal approximations. We extend this approach to the scenario of adversarial contamination. In
particular, the definition bellow describes the difference between averages of i.i.d. inliers and the
standard Gaussian distribution.

Definition A.1. For every m ∈ N we define g(m) ≥ 0 as

g(m) = sup
t∈R

∣∣∣∣Fm

(
σpt√
m

)
− Φ(t)

∣∣∣∣

where Fm is the cumulative density function from Definition 3.1, and Φ is the cumulative density
function of a standard Gaussian distribution N(0, 1).

In the following lemma, we combine Theorem 3.1 with the ideas in Section 2 from [9] to obtain
bounds for the error of MoM under adversarial contamination in terms of g(m).

Lemma A.2. Let µ̂MoM be the MoM estimator with k blocks of size m = ⌊n/k⌋ evaluated at n
α-contaminated samples. If the number of blocks satisfies 2αn < k ≤ n, there exists a universal
constant C such that for all δ > 2 exp(−2k(1/3− αm− g(m))2)

|µ̂MoM − µp| ≤ Cσp

(√
log(2/δ)

n
+ α

√
m+

g(m)√
m

)

holds with probability at least 1− δ.

Proof. We first prove that for all ε ∈ [0, 1/2− g(m))

−Qm(1/2− ε) ≤ σp√
m
Φ−1(1/2 + ε+ g(m)), (27)

Qm(1/2 + ε) ≤ σp√
m
Φ−1(1/2 + ε+ g(m)). (28)
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We only prove (28), since (27) is obtained in the symmetric way. Note that Φ(t)−Fm (σpt/
√
m) ≤

g(m) for all t ∈ R. In particular, if t = Φ−1(1/2 + ε+ g(m))

1/2 + ε = Φ(t)− g(m) ≤ Fm

(
σpt√
m

)
.

Therefore, we get

Qm(1/2 + ε) ≤ σp√
m
t =

σp√
m
Φ−1(1/2 + ε+ g(m)).

Since
√

log(2/δ)/2k + αm+ g(m) < 1/3 by hypothesis, by Theorem 3.1

|µ̂MoM − µp| ≤
σp√
m
Φ−1

(
1

2
+

√
log(2/δ)

2k
+ αm+ g(m)

)

holds with probability at least 1 − δ, after applying both (27) and (28). Moreover, it is well known
that Φ−1(1/2 + z) ≤ 3z for all z < 1/3 [9, Lemma 4]. Therefore, there exists a universal constant
C > 0 such that

|µ̂MoM − µp| ≤ Cσp

(√
log(2/δ)

n
+ α

√
m+

g(m)√
m

)

holds with probability at least 1− δ, as desired.

Proof of Theorem 4.1. Let αmax = min{ξ−3/2, ξ3/8, (6(ξ−1 + 2C̃3

√
ξ))−3} be the tolerance to

contamination, where C̃3 is a constant specified later. It is easy to check that 2αn < k ≤ n is
satisfied for all ξ > 0, since α < αmax.

By the Berry-Esseen theorem [36, Sec. 1.2], the value of g(m) in Definition A.1 satisfies g(m) ≤
C̃1ρp/(σ

3
p

√
m) for some constant C̃1 > 0 and where ρp = EX∼p|X − µp|3. Moreover, since p

is sub-exponential ρp ≤ C̃2σ
3
p for some universal constant C̃2 > 0. Therefore, there is a constant

C̃3 > 0 such that g(m) ≤ C̃3/
√
m. Hence, if δ > 2 exp(−2k(1/3 − αm − C̃3/

√
m)2), by

Lemma A.2

|µ̂MoM − µp| ≤ C1σp

(√
log(2/δ)

n
+ α

√
m+

1

m

)

holds with probability at least 1− δ, for a positive constant C1.

By hypothesis k = ⌈ξα2/3n⌉, and since m = ⌊n/k⌋,

|µ̂MoM − µp| ≤ C2σp

(√
log(2/δ)

n
+ α2/3

)

holds with probability at least 1 − δ, for a constant C2 = C2(ξ) whenever δ > 2 exp(−2k(1/3 −
αm− C̃3/

√
m)2). Without loss of generality, we assume α ≥ 1/n. Therefore the result also holds

for all δ > 2 exp(−ξn1/3/18) since α ∈ [1/n, (6(ξ−1+2C̃3

√
ξ))−3) implies 2 exp(−ξn1/3/18) >

2 exp(−2k(1/3− αm− C̃3/
√
m)2).

A.5 Proof of Theorem 4.3

Proof of Theorem 4.3. Since the proof is almost identical to that of Theorem 4.1 in Appendix A.4,
we omit the computations and provide only a sketch of the proof. Instead of using Berry-Essen

theorem, we now use Theorem 1.1. from [37] to upper bound g(m). Therefore, since p ∈ P(s)
SG, by

[37, Thm 1.1.]

g(m) ≤ C̃1
EX∼p|X − µp|s+1

σs+1
p m

s−1

2
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for some constant C̃1 > 0. In particular, as p is sub-Gaussian, there exists a constant C̃2 > 0 such

that EX∼p|X − µp|s+1 ≤ C̃2σ
s+1
p . Thus, there is a constant C̃3 > 0 such that g(m) ≤ C̃3/m

s−1

2 .

Therefore, for δ > 2 exp(−2k(1/3− αm− C̃3/m
s−1)2), by Lemma A.2

|µ̂MoM − µp| ≤ C1σp

(√
log(2/δ)

n
+ α

√
m+

1

ms/2

)

holds with probability at least 1− δ, for a constant C1 > 0.

By hypothesis, k = ⌈ξα 2
s+1n⌉, and since m = ⌊n/k⌋,

|µ̂MoM − µp| ≤ C2σp

(√
log(2/δ)

n
+ α

s
s+1

)

holds with probability at least 1−δ, for a constantC2 > 0. Proceeding as in the proof of Theorem 4.1
in Appendix A.4, we get the desired lower bound for δ.

B Proofs for Lower Bounds

The following two auxiliary lemmas are used to prove the lower bounds in theorems 3.4 and 4.2.

Lemma B.1. Let C1 > 3 and Zα be the number of blocks with at least one contaminated sample
among the ⌈k/2⌉ blocks with lowest sample means µ̂∗

1, µ̂
∗
2, . . . , µ̂

∗
k before contamination. Then there

exists an adversarial attack and C2 > 0 such that for all α ≥ 1/n

P[Zα > αn/C1] > C2. (29)

Proof. Note that Zα =
∑⌈k/2⌉

i=1 Yi, where the random variable Yi ∈ {0, 1} is defined as Yi = 1
if the i-th block, ranked by the smallest sample means before contamination, contains at least one
contaminated sample, and Yi = 0 otherwise.

We consider a contamination in which the adversary randomly chooses αn samples, and makes them
arbitrarily large. Hence, all the Yi are identically distributed.

Note that for all i 6= j, Yi and Yj are negatively correlated, i.e., Cov(Yi, Yj) ≤ 0. To see this, since

all Y1, Y2, . . . , Yk have the same mean, we get Cov(Yi, Yj) = E[YiYj ]− (EYi)
2. Let Ci denote the

event such that Yi = I{Ci}. Since P[Ci|Cj ] ≤ P[Ci] and the Yi are identically distributed

E[YiYj ] = P[Ci ∩ Cj ] = P[Cj ]P[Ci|Cj ] ≤ P[Cj ]P[Ci] = (EYi)
2

whence we get Cov(Yi, Yj) ≤ 0.

Therefore, we can apply to Zα the Chernoff bound for negatively correlated random variables [38].
That is, for all θ ∈ (0, 1)

P[Zα > (1− θ)EZα] ≥ 1− exp

(
−θ

2EZα

2

)
. (30)

We can lower bound the r.h.s. of (30) if we find a lower bound for EZα. We claim EZα > 1−e−1/2,
and prove it in the following lines. Let f(α) be the probability that all the samples in a block are not
contaminated. Then it is easy to see that for all i ∈ {1, 2, . . . , k}, EYi = 1− f(α) where

f(α) =

(
n−αn

m

)
(
n
m

) , m =
⌊n
k

⌋
.

Moreover, f(α) ≤ e−αm since

f(α) =

m−1∏

j=0

n− αn− j

n− j
≤
(
n− αn

n

)m

= (1− α)
m ≤ e−αm. (31)
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Finally,

EZα ≥
⌈⌈n/m⌉

2

⌉
(1− e−αm) ≥ 1

2αm
(1− e−αm) > 1− e−1/2 (32)

where in the first inequality we have applied (31), in the second one n ≥ 1/α and in the last one

m < 1/(2α). Therefore, applying EZα > 1− e−1/2 in (30) we get

1− exp

(
−θ

2EZα

2

)
> 1− exp

(
−θ

2(1− e−1/2)

2

)
= C2.

We can upper bound the l.h.s. of (30) as follows,

P[Zα > αn/C1] ≥ P[Zα > (1− θ)EZα]

where 1/(C1(1− e−1/2)) ≤ (1− θ). To see this, note that the following chain of inequalities hold
αn

C1
≤ αn(1− θ)(1− e−1/2)

≤ αn(1− θ)
1

2αm
(1− e−αm)

≤ (1− θ)EZα

where in the second inequality we have used m < 1/(2α) and in the last one
EZα ≥ n(1− e−αm)/(2m), as in (32).

Lemma B.2. Let C1 > 3 be a constant, let µ̂MoM be the MoM estimator with blocks of size m, and
let Fm be the c.d.f. of Bm in Definition 3.1. There exists an adversarial attack such that for any
distribution p with finite mean, and any t > 0 such that Fm(t) ≤ 1/2 + αm/C1,

|µ̂MoM − µp| ≥ t (33)

holds with constant probability.

Proof. Without loss of generality we assume µp = 0. Let C1 > 3 and C2 be the constant from
Lemma B.1. By the law of total probability

P[|µ̂MoM| > t] ≥ P[|µ̂MoM| > t|Zα > αn/C1]P[Zα > αn/C1].

We consider a contamination in which the adversary randomly chooses αn samples, and makes
them arbitrarily large, as considered in Lemma B.1. Thus, by that lemma we have a lower bound
for the second term P[Zα > αn/C1] > C2. Thus, it remains to lower bound the first term
P[|µ̂MoM| > t|Zα > αn/C1]. First note that

P[|µ̂MoM| > t|Zα > αn/C1] ≥ P[|µ̂∗
(⌈k/2⌉+⌈αn/C1⌉)

| > t] (34)

since there are at least ⌈αn/C1⌉ contaminated blocks not above the median before the attack.

We can further lower bound (34) with a binomial tail

P[|µ̂∗
(⌈k/2⌉+⌈αn/C1⌉)

| > t] ≥ P[µ̂∗
(⌈k/2⌉+⌈αn/C1⌉)

> t]

= P

[
k∑

i=1

I{µ̂∗
i ≤ t} <

⌈
k

2

⌉
+

⌈
αn

C1

⌉]

= P

[
Bin(k, Fm(t)) <

⌈
k

2

⌉
+

⌈
αn

C1

⌉]

≥ P

[
Bin(k, Fm(t)) ≤ k

(
1

2
+
αm

C1

)]
. (35)

Since the binomial tails are monotonically decreasing in the success parameter [35, Lemma 1],
equation (35) can be further lower bounded as

P

[
Bin(k, Fm(t)) ≤ k

(
1

2
+
αm

C1

)]
≥ P

[
Bin

(
k,

1

2
+
αm

C1

)
≤ k

(
1

2
+
αm

C1

)]

since Fm(t) ≤ 1/2 + αm/C1 by hypothesis.

Write q = 1/2 + αm/C1 for simplicity. It is easy to check that q < 1− 1/k, since C1 can be taken
as large as needed. Therefore, by Corollary 3 from [39] we have P [Bin (k, q) ≤ kq] ≥ 1/4, which
translates to the desired lower bound P[|µ̂MoM| > t|Zα > αn/C1] ≥ 1/4.
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B.1 Proof of Theorem 3.4

Proof of Theorem 3.4. Let Fm be the c.d.f. of Bm in Definition 3.1. Since p ∈ P3, by the Berry-

Essen theorem [36, Sec. 1.2], there exists C̃ > 0 such that

sup
t∈R

∣∣∣∣Fm

(
σpt√
m

)
− Φ(t)

∣∣∣∣ ≤
C̃√
m

and in particular, for any t ∈ R

Fm

(
σpt√
m

)
≤ Φ(t) +

C̃√
m
. (36)

Let C1 > 3, αmax = (32C1C̃γ
3/2)−2 be the contamination tolerance, and C = 1/(8C1

√
γ) > 0.

In the following we prove Fm(Cσp
√
α) ≤ 1/2 + αm/C1 for all α ≤ αmax so that by Lemma B.2

such bound is sufficient to prove the statement of Theorem 3.4.

Note that there exists a range for δ such that k = ⌈γαn⌉, so that 4/(γα) ≤ m ≤ 1/(γα). For all
α ≤ αmax

Fm

(
Cσp

√
α
)
≤ Fm

(
σpC√
mγ

)
(m ≤ 1/(γα))

≤ Φ

(
C√
γ

)
+

C̃√
m

(Apply (36))

≤ 1

2
+

C√
γ
+

C̃√
m

(z ≥ 0 =⇒ Φ(z) ≤ 1/2 + z)

≤ 1

2
+

C√
γ
+ 4C̃

√
γαmax (m ≥ 4/(γα) and α ≤ αmax).

Finally, since C = 1/(8C1
√
γ), αmax = (32C1C̃γ

3/2)−2 and m ≥ 4/(γα),

1

2
+

C√
γ
+ 4C̃

√
γαmax =

1

2
+

1

4γC1
≤ 1

2
+
αm

C1

so that Fm(Cσp
√
α) ≤ 1/2 + αm/C1, as desired.

B.2 Proof of Theorem 4.2

Proof of Theorem 4.2. The proof is divided in two parts depending on whether m > 1/α2/3 or

m ≤ 1/α2/3.

If m > 1/α2/3, we show that there exists an adversarial attack and C > 0 such that for any
distribution p ∈ PSE

|µ̂MoM − µp| ≥ Cσpα
√
m (37)

holds with constant probability. By Lemma B.2, establishing the lower bound in (37) reduces to

proving Fm(Cσpα
√
m) ≤ 1/2 + αm/C1, where C1 > 3. Note that since m > 1/α2/3, the lower

bound in (37) can be further lower bounded to an order of α2/3.

Since p ∈ PSE, as a consequence of the Berry-Essen theorem [36, Sec. 1.2], there exists C̃ > 0
such that for any t ∈ R,

Fm

(
σpt√
m

)
≤ Φ(t) +

C̃√
m
. (38)

Let r ∈ (2/3, 1) be such that m = 1/αr and let αmax = (2C1C̃)
− 1

3r/2−1 be the contamination
tolerance. In what follows, we will prove Fm(Cσpα

√
m) ≤ 1/2 + αm/C1 for all α ≤ αmax with

C = 1/(2C1).
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We have

Fm

(
Cσpα

√
m
)
= Fm

(
σpCαm√

m

)

≤ Φ(Cαm) +
C̃√
m

(Apply (38))

≤ 1

2
+ Cαm+

C̃√
m

(z ≥ 0 =⇒ Φ(z) ≤ 1/2 + z).

Finally, since α ≤ αmax, C = 1/(2C1) and r > 2/3, it is straightforward to check

1

2
+ Cαm+

C̃√
m

=
1

2
+ Cα1−r + C̃αr/2 ≤ 1

2
+
α1−r

C1
=

1

2
+
αm

C1

so that Fm(Cσp
√
α) ≤ 1/2 + αm/C1, as desired.

Ifm ≤ 1/α2/3 we show that if p is a negative exponential distribution then there exists an adversarial
attack and C > 0 such that

|µ̂MoM − µp| ≥ Cσp
1

m
(39)

holds with constant probability. By Lemma B.2, establishing the lower bound in (39) reduces to

proving Fm(Cσp/m) ≤ 1/2 + αm/C1, where C1 > 3. Note that since m ≤ 1/α2/3, the lower

bound in (39) can be further lower bounded to an order of α2/3.

We consider distribution p corresponding to a negative exponential with parameter 1, i.e. X ∼ p if
−X ∼ Exp(1). It is straightforward to show that there exists C > 0 such that Cσp/m ≤ −µp −
e−

1
3m . The average of m i.i.d. exponential distributions follows a Gamma distribution Γ(m, 1/m)

[40, p. 82], and the median of such Gamma is upper bounded by e−
1

3m [41, Prop. 3.6]. Let F denote
the cumulative density function of a Γ(m, 1/m). Since −(Bm + µp) follows a Γ(m, 1/m),

1

2
≤ F

(
e−

1
3m

)
= P

[
−(Bm + µp) ≤ e−

1
3m

]

= P
[
−µp − e−

1
3m ≤ Bm

]
= 1− Fm

(
−µp − e−

1
3m

)
.

Therefore, Fm

(
−µp − e−

1
3m

)
≤ 1/2, and since Cσp/m ≤ −µp − e−

1
3m , we get

Fm(Cσp/m) ≤ 1/2 + αm/C1, as desired.

C Numerical Experiments

In this appendix, we illustrate the theoretical results in previous sections with numerical simulations.
In particular, the experiments show that MoM performs particularly well for symmetric distributions
but does not fully leverage light-tails in accordance with the theoretical results.

In all the results in this section, for a fixed estimator µ̂ and distribution p, we repeated the following
procedure nrep times:

1. Draw n i.i.d. samples from p.

2. Contaminate the i.i.d. sample, where α is the fraction of contaminated samples.

3. Compute the estimation error |µ̂− µp|.

Finally, we plot the 1 − δ quantile of the nrep computed errors |µ̂ − µp| as a function of α. The
empirical data is shown using dashed lines, while solid lines represent the graphs of the asymptotic
bias when an upper bound is known. All plots are shown in log-log scale to clearly display the order
of the asymptotic bias.
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In table 2, we summarize the parameter of the various experimental results presented in the present
section. In addition, we relate each figure to the corresponding theorem it illustrates.

The trimmed mean and Catoni’s M-estimator have been implemented following the definitions and
results in [24, 25]. For the MoM estimator, in figs. 1(a) and 1(b) we have used a number of blocks
k = ⌈3αn⌉ (corresponding to γ = 3 in Theorems 3.2 and 3.3), whereas in fig. 1(c) we set k = ⌈n/5⌉
(corresponding to β = 1/5 in Theorem 5.1).

In all the experimental results, we consider the following adversarial attack: given an uncontami-
nated sample X∗

1 , X
∗
2 , . . . , X

∗
n the adversary removes the αn largest values and replaces them with

αn new samples, all set to miniX
∗
i . Since the empirical error follows the same order as the upper

bounds established in our theoretical results, no other attack can cause greater damage (in terms of
order). However, it is true that some attacks may lead to larger absolute errors, although this would
not change the error order.

The experimental results in the paper can be carried out in a regular desktop machine in few hours.
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(a) Finite variance case, P2
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(b) Infinite variance case, P1+r
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Figure 1: Empirical errors align with the theoretical bounds presented over multiple classes of dis-
tributions.

In fig. 1 we show that the empirical error of MoM aligns with the orders of the results from sections 3
to 5. We also provide the empirical errors of the trimmed mean and Catoni’s M-estimator. The
experiments in fig. 1 can be seen as an illustration of the first, second and fifth rows of Table 1.
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Figure 2: For any k = ⌈4αin⌉, the error is at least O(α2/3) for a sub-Gaussian distribution p ∈ PSG.
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Table 2: Parameter values of the numerical experiments.

Figure Theorem Class Distribution n δ nrep
1(a) 3.2 P2 Pareto(0.45; 1; 0) 106 0.05 100

1(b) 3.3 P1+r Pareto(0.75; 1; 0) 10
6 0.05 100

1(c) 5.1 Pε0,c
sym t3 107 0.05 100

2 4.2 PSG Half-normal 107 0.05 100

Finite Variance Distributions. In Figure 1(a) we illustrate Theorem 3.2 by considering a Pareto
distribution with finite variance. The figure shows that the empirical error of MoM aligns with the
order of the upper bound from Theorem 3.2.

Infinite Variance Distributions. In Figure 1(b) we exemplify Theorem 3.3 using a Pareto distribu-
tion with infinite variance. Again, the figure shows that the empirical error of MoM aligns with the
order of the upper bound from Theorem 3.3.

Symmetric Distributions. In Figure 1(c) we depict Theorem 5.1 using a Student’s t distribution.
The figure shows that MoM continues to align with the corresponding theoretical upper bound in
Theorem 5.1. Interestingly, the trimmed mean does not seem to exploit symmetry (in order) as
effectively as MoM does. Although its error has not been characterized, the empirical results suggest
that the trimmed mean estimator may be sub-optimal in these cases.

Sub-Gaussian Distributions. In Figure 2, we show that the order α2/3 cannot be improved for
half-normal distributions for any choice for the number of blocks k. Specifically, we plot the error of
MoM with different choices for the size of the blocks k = ⌈4αin⌉. The dashed line with the steepest

slope corresponds to i = 2/3 and the asymptotic bias α2/3, in accordance with Theorem 4.1 above.
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the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all sub-
missions to provide some reasonable avenue for reproducibility, which may depend
on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: The numerical experiments are simple and can be easily coded. Moreover,
numerical experiments are not part of the contribution of this paper.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.

• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run
to reproduce the results. See the NeurIPS code and data submission guidelines
(https://nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: Yes, see in Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.

• The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

• The full details can be provided either with the code, in appendix, or as supplemental
material.

7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: We plot the 1− δ quantile of the computed errors.

Guidelines:

• The answer NA means that the paper does not include experiments.

• The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).

• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of
Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: Yes, see Appendix C.

Guidelines:

• The answer NA means that the paper does not include experiments.

• The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

9. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: No relevant issues in our work.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

• If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

• The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [NA]

Justification: The paper presents foundational research that is not tied to particular applica-
tions.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.

• If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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• Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: The paper presents foundational research that is not tied to particular applica-
tions/datasets.

Guidelines:

• The answer NA means that the paper poses no such risks.

• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not use existing assets.

• The authors should cite the original paper that produced the code package or dataset.

• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.

• For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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• If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not release new assets.

• Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

• Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]

Justification: [NA]

Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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