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ABSTRACT

Point of Interest (POI) data is crucial to location-based applications and vari-
ous user-oriented services. However, three problems are existing in POI entity
matching. First, traditional approaches to general entity matching are designed
without geographic location information, which ignores the geographic features
when performing POI entity matching. Second, existing POI matching meth-
ods for feature design are heavily dependent on the experts’ knowledge. Third,
current deep learning-based entity matching approaches require a high computa-
tional complexity since all the potential POI entity pairs need input to the net-
work. A general and robust POI embedding framework, the POI-Transformers,
is initially proposed in this study to address these problems of POI entity match-
ing. The POI-Transformers can generate semantically meaningful POI embed-
dings through aggregating the text attributes and geographic location, and min-
imize the inconsistency of a POI entity by measuring the distance between the
newly generated POI embeddings. Moreover, the POI entities are matched by
the similarity of POI embeddings instead of directly comparing the POI entities,
which can greatly reduce the complexity of computation. The implementation of
the POI-Transformers achieves a high F1 score of 95.8% on natural scenes data
sets (from the Gaode Map and the Tencent Map) in POI entity matching and is
comparable to the state-of-the-art (SOTA) entity matching methods of DeepER,
DeepMatcher, and Ditto (in entity matching benchmark data set). Compared with
the existing deep learning methods, our method reduces the effort for identifying
one million pairs from about 20 hours to 228 seconds. These demonstrate that the
proposed POI-Transformers framework significantly outstrips traditional methods
both in accuracy and efficiency.

1 INTRODUCTION

A Point of Interest (POI) is a dedicated geographic entity that people may be interested in, such as
a university, an institute, or a corporate office, and is fundamental to the majority of location-based
services (LBS) applications. Generally, a POI entity contains multiple attributes, such as name,
category, geographic location. A collection of comprehensive, reliable, and up-to-date POI data
is important to LBS, service capability and user experience (Rae et al., 2012; Zhao et al., 2019a).
Therefore, updating the POI database in timely is substantial significant. In general, POI database
updating is comparing the newly generated POI entities with the existing POI entities and adding
the new ones into the database. In this process, POI entity matching is crucial since it needs to
discriminate the new POI entities from the old ones based on their attributes.

Traditional POI entity matching algorithms usually involve numerous artificial matching rules as-
sociated with attributes (Fu et al., 2011; Safra et al., 2010). The most common idea of POI entity
matching is calculating the similarity of attributes between two POI entities and obtaining the final
score of all the similarities of attributes with weights. Nevertheless, most of the existing algorithms
involve simple string similarity algorithms, such as Levenshtein distance, to calculate the similar-
ity of attributes. This largely neglects the semantic information of the text attributes. Considering
this problem, some studies introduced semantic models to the POI-related tasks as the semantic
model can achieve state-of-art performance in natural language processing tasks (NLP) (Zhao et al.,
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2019a;b). However, most of these POI-related models are heavily dependent on the experts’ knowl-
edge.

Entity matching has been researched for decades (Barlaug & Gulla, 2021). Current entity matching
methods such as Ditto (Li et al., 2020), DeepMatcher (Mudgal et al., 2018), and DeepER (Ebra-
heem et al., 2018), can compare the similarity between attributes and extract the features of entities
through deep learning, and then compare the similarities between potential pairs of entities. Previous
studies state that the geographic similarity calculated from the geographic location is a substantially
important element in POI entity matching (Almeida et al., 2018; Novack et al., 2018). However, cur-
rent entity matching methods are mostly designed for general entities without geographic location
information. Most of the entity matching methods, in general, learn the features from the attributes
equally but the geographic location features are always ignored.

The pre-trained transformer network, such as BERT (Devlin et al., 2018), RoBERTa (Liu et al.,
2019), and XLNet (Yang et al., 2019), can achieve state-of-the-art performances in various NLP
tasks. A sentence embedding model was proposed by Reimers & Gurevych (2019) for solving the
huge computational overhead in semantic similarity search. Meanwhile, Ebraheem et al. (2018) pro-
posed a simple deep learning method, namely DeepER, to directly compare the similarity between
entities by learning and tuning the distributed representations of entities. These studies demonstrated
that a simple deep learning method can be utilized to translate the POI entities into POI embeddings
through fully involving both the semantic of text attributes and geographic location information.
Based on the similarity between embeddings, it can be efficiently carried out in many potential
matching pairs in POI entity matching.

In this study, we propose a POI-Transformers framework to generate POI embeddings by completely
involving the text attributes and geographical locations of POI entities. Experiments show that after
training by the Siamese network architecture, the simple model POI-Transformers can well integrate
semantic and geographical features, and the newly generated embeddings can fully represent POI
entities. The proposed model achieves good performance in entity matching benchmark and SOTA
performance in POI entity matching task, and reduces the effort for comparing many POI pairs.

The main contributions of this study can be summarized as follows:

• We propose a simple model, POI-Transformers, for generating POI entity embeddings,
which can fully learn the representation embeddings of POI entities by the transformer-
based model and geographic location encoding module. Since POI-Transformers use the
transformer-based network to process text attributes, this proposed model can seamlessly
switch to different transformer-based networks and support different languages.

• The POI embeddings generated from POI-Transformers can be used for POI entity match-
ing task in real-world data. These fully learned embeddings can largely reduce the effort
for finding the most similar pair from all POI entities.

• We compare the proposed POI-transformers with the traditional POI entity matching meth-
ods and entity matching methods. The results show that our model achieves comparable
performance to the DeepER, DeepMatcher, and Ditto in the entity matching tasks. In the
POI entity matching task, the proposed POI-Transformers achieves better performance than
traditional POI matching methods (e.g. rule-based, weighted). These results demonstrate
that this proposed framework can fully learn the text attributes and geographic location
information in POI entity matching. Meanwhile, it further implies that adding a domain
knowledge module to the original entity matching model might achieve a better perfor-
mance in the field of entity matching.

Figure 1: Determining the matching POI entities from two data sets in the POI entity matching.
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2 RELATED WORK

2.1 ENTITY MATCHING

Here, we summarize the entity matching methods used for the entity matching task, which aims to
solve the problem of identifying entities from the real world (Barlaug & Gulla, 2021).

The attributed-aligned comparison strategy is commonly employed in entity methods. This strategy
compares attributes in a one-to-one, and further combines the similarity representation on the record
level (Barlaug & Gulla, 2021). Specifically, the rule-based method associated with the attributed-
aligned comparison strategy is the most classic entity matching method since it is easy to understand
and develop (Hernández & Stolfo, 1998; Lim et al., 1996; Wang & Madnick, 1989). Nevertheless,
owing to much expert experience required for modifying rules in the rule-based methods, methods
based on machine learning (especially deep learning) are gradually developed to automatically learn
the features of entities. For example, DeepMatcher (Mudgal et al., 2018), Kasai et al. (2019) and
Auto-EM (Zhao & He, 2019) utilized the deep learning method to compare attributes one-to-one
before comparing the similarity of records.

To capture better language understanding, some studies introduced the cross-record attention for
entity matching (Barlaug & Gulla, 2021). Seq2SeqMatcher (Nie et al., 2019), Ditto (Li et al., 2020)
and Brunner & Stockinger (2020) used attention mechanisms to capture semantic features of all
words across the compared records. They treat the entity matching task to a sequence-to-sequence
matching task by processing the entity pairs into sentences and inputting these sentences into trans-
former networks. At present, by combine cross-record and multiple optimization techniques (do-
main knowledge, etc.), Ditto has achieved SOTA performance in the entity matching benchmark.

Both attribute-aligned and cross-record attention methods need to input entity pairs into the model
simultaneously, which comes out a large amount of computation effort in the entity matching. There-
fore, some studies have proposed approaches to alleviating this problem by comparing the represen-
tation of entities. For entity representation methods, it is possible to generate a representation of
each record and directly obtain similarity between entity pairs (Barlaug & Gulla, 2021). DeepER
(Ebraheem et al., 2018) and AutoBlock (Zhang et al., 2020) applied bidirectional LSTM and self-
attention to get the record-level embedding representations, which can achieve good performance in
entity matching tasks with low time complexity.

2.2 POI ENTITY MATCHING

POI entity matching can be regarded as a special case of entity matching on POI. As far as we know,
the majority of the current methods are dependent on the attribute-aligned comparison (including
rule-based and machine learning-based). McKenzie et al. (2014) proposed a weighted combination
model on multiple attributes (e.g., name, type, and geographic location) of POI, and achieved high
accuracy in the Foursquare and Yelp dataset. Li et al. (2016) proposed an entropy-weighted method
to POI matching by integrating attributes with allocation weights via information entropy. This
entropy-weighted method is applied to Baidu and Sina POI matching and achieved good perfor-
mance. Meanwhile, some studies applied the weighted summation based on the graph method, and
the weights of different attributes can further be obtained by an unsupervised method. For example,
Novack et al. (2018) presented a graph-based POI matching method with two matching strategies.
In which, POIs are regard as nodes and matching possibilities regarded as edges. Almeida et al.
(2018) first proposed a data-driven learning method for automatic POI matching based on an out-
lier detection algorithm. However, these methods for feature design are heavily dependent on the
experts’ knowledge.

To improve the accuracy, the methods of text semantic are also applied to the POI matching task.
Dalvi et al. (2014) considered both domain knowledge and geographical knowledge and presented
an unsupervised POI matching model based on a language model. They assign weights to different
words in POI names and their method can achieve an accuracy of about 90% in POI deduplication.
Yu et al. (2018) proposed an approach based on semantic technologies to automate the POI matching
and conflation, which achieved a conflation accuracy of 98% in shopping center POIs. However, as
far as we know, employing POI embedding for POI matching task, which this paper aims to explore,
has not been covered by existing studies.
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Figure 2: The proposed POI-Transformers framework. It includes two modules in processing the
original POI attributes, namely text embedding module and geographic location embedding module.
The text embedding module processes the text attributes, and the geographic location embedding
module only process the geographic information (e.g. longitude and latitude). (A) The general POI-
Transformers, it takes multiple attributes (A1, A2, . . . , An) as text embedding module input, and
longitude (Lon) and latitude (Lat) as geographic location embedding module input. (B) The specific
POI-Transformers used for evaluation, this study considers the attributes of Name, Category (Cate),
Address (Addr), and geographic location as input.

3 MODEL ARCHITECTURE

The architecture of the POI-Transformers is shown in Figure 2. It is a combination of the
transformer-based model and geographic location embedding module, which is an extension of the
general entity matching. In this work, we aim to achieve the POI entity matching by incorporat-
ing semantic and geographic information. Firstly, the semantic feature vectors are extracted from
the text attributes (name, category, address, etc.) of the POI entity by using the Transformer-based
model (BERT, etc.) and further trained to be fixed-sized attribute embeddings by pooling strategies.
Meanwhile, we design a geographic location embedding module to translate the two-dimensional
geographic location (longitude and latitude) to meaningful embeddings. Secondly, a transformer
encoder layer is employed to encode the text embeddings and location embeddings by a multi-head
attention mechanism. Finally, a pooling layer and a fully connected layer are adopted to obtain POI
entity embeddings.

Figure 2(B) describes a specific POI-Transformers for evaluation in this study. In this framework, we
consider the text attributes of name, category and address in the Transformer-based model as these
attributes are most important to POI entities. Combining with the geographic information (longitude
and latitude), the three text attributes, in turn, can be used for identifying a POI entity in the nature
world. In the training process, the Siamese networks are adopted to update the weights of semantic
and geographic attributes to ensure the newly generated POI embedding meaningful semantically
and geographically and valid in similarity metrics (such as cosine, Euclidean).
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3.1 TEXT EMBEDDING MODULE

The text embedding module designed in our study attempts to translate the multiple text attributes of
POI entities into semantic embeddings through the transformer-based network. Transformer-based
pre-trained models, such as BERT and RoBERTa, can achieve the state-of-the-art performance,
which in turn makes the transformer-based models widely used. The SOTA entity matching method
Ditto has proved that transformer-based networks can fully learn the knowledge from entity at-
tributes by treating entity-pair as sequence-pair (Li et al., 2020).

Here, we consider each POI text attribute as a sentence and generate a corresponding embedding that
can represent this text attribute. In this study, a transformer-based network is employed to extract
the semantic text embeddings of POI text attributes, such as name, category, address. After the
transformer-based network, we further utilize a pooling layer to derive fix-sized semantic vectors of
POI text attributes. In the pooling layer, the output of a special CLS token is not used to represent the
text since there is no evidence showing the embedding of the CLS token is semantically meaningful
(Reimers & Gurevych, 2019). Instead, mean-strategy polling is utilized in the pooling layer of the
POI-Transformers framework. This means an average value of embeddings of all tokens is set as the
embedding of the POI text attributes. In addition, to simplify the model and maintain the consistency
of POI embeddings, only one transformer-based network is utilized for extracting the text attributes.

3.2 GEOGRAPHIC LOCATION EMBEDDING MODULE

The geographic location of POI is two-dimensional spatial information, involving longitude and
latitude. To obtain the geographic information on POI, we design a geographic location embed-
ding module in the POI-Transformers framework to translate the two-dimensional location into ge-
ographically meaningful embeddings, which can easier to identify the difference between the input
geographic locations.

Here, we generate meaningful geographic vectors for the longitude and latitude of POI by utilized a
location encoding method, the GeoHash (Liu et al., 2014) algorithm, which can encode the numer-
ical longitude and latitude of a specific region on the Earth into strings. In this study, the primary
purpose of the GeoHash in the POI-Transformers framework is to convert the longitude and latitude
into binary vectors. To be specific, for a given geographic location (lon1, lat1), the location encod-
ing layer in the GeoHash algorithm recursively can divide the longitude into intervals and mark the
longitude code with 0 if the lon1 belongs to the left interval. If the lon1 belongs to the right inter-
val, the longitude code is marked by 1. When the number of divisions reaches the set conditions, a
code similar to 1101001 is obtained. The binary code of latitude can be also obtained as the way
of longitude code. A longer binary array implies a more precise geographic location. When the
times of dichotomies reach 30, the maximum error is approximately at 0.0186 meters. Therefore,
the code ’0’ can represent the longitude range (-180, 0), code ’00’ can represent the latitude range
(-180, -90). Similarly, the code ’0’ represent the latitude range (-90, 0) while code ’00’ represent the
latitude range (-90, -45).

After we get the binary array of longitude and latitude, we can generate a geographic binary array
with longitude bits occupied in even digits and latitude bits occupied in odd digits. For instance,
the longitude binary code ’0’ represent the longitude range -180 to 0, and the latitude binary code
’1’ represent the latitude range 0 to 90, then the geographic binary array ’01’ can represent a region
that longitude range from -180 to 0, and latitude range from 0 to 90. More details can be found in
the appendix A.2. After the location encoding layer, a fully connected layer is added for obtaining
location embeddings with the same dimension as the semantic vectors.

3.3 EMBEDDING FUSION MODULE

We then incorporate all the embeddings at the POI entity level in the embedding fusion module to
ensure the matched POI entities have a large cosine similarity.

The linkages between different attributes of each POI entity possibly facilitate measuring the cosine
similarity between POI entities. Specifically, the linkages between (i) category and name. For one
thing, each category, such as hospital, university and shopping mass, may contain various names
of POI entities. For another, one name of POI entity is likely to belong to different categories. (ii)
geographic location and address. The address of POI entities can be obtained by the longitude and
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latitude from the interface of the electronic map. In turn, the longitude and latitude can also be
searched by the address of POI entities through the interface of the electronic map. Hence, these
linkages between the attributes can help discriminate against various POI entities. Moreover, a rule-
based method with a weighted average of the similarity scores of all the attributes is generally used
for measuring the similarity of two POI entities. Nevertheless, the weights of all the attributes of
POI entities, in the traditional POI entity matching, are manually set with prior experience.

To learn the linkages knowledge between the attributes of POI entities, we introduce a transformer
encode layer with multi-head self-attention in the embedding fusion module. The self-attention
mechanism can link the different parts of a single sequence to obtain the representation of the se-
quence. This means that we can get the representation of linkages between different attributes when
inputting the attributes of POI entities into the self-attention. Hence, the linkages between the at-
tributes of each POI entity can be fully learned by using the multi-head self-attention mechanism.
In addition, the attention mechanism can adjust automatically the weights of all attributes in POI
entities. In natural language processing, the core function of the attention mechanism is to weigh
the input attributes by learning the importance of different parts of a sentence (Vaswani et al., 2017).
Compared with the fixing weights set by manual, the weights based on the importance of attributes
are much reasonable. Furthermore, in order to obtain fix-sized POI embeddings, we introduce a
pooling layer after the transformer encoder layer.

4 EXPERIMENTS

4.1 DATA SETS

We experimented with all the 12 publicly available entity matching data sets used for evaluating
Ditto (Li et al., 2020) and DeepMatcher (Mudgal et al., 2018) and a POI entity matching data set
generated by ourselves.

For entity matching data sets, each of them consists of the candidate pairs sampled and labeled
from two structured entity record tables. In addition, similar to the Ditto and DeepMatcher, we also
use the dirty version of the DBLP-ACM, DBLP-Scholar, iTunes-Amazon, and Walmart-Amazon
data sets to evaluate the robustness of the proposed model. These dirty data sets are generated by
randomly moving each attribute value to the attribute title with a 50% probability. The Abt-Buy
data set is dominated by texts and is characterized by the long text attribute. The overview of all the
entity matching data sets can be found in appendix A.1.

In this study, we annotated a POI entity matching data set QM-GD-POI generated by a POI dataset
of the Tencent Map (QM POI, https://map.qq.com/) and a POI data set of the Gaode Map
(GD POI, https://www.amap.com/). All POI entities contain five attributes: name, category,
address, longitude and latitude. We use the open POI query API of Tencent Map and Gaode Map
to obtain 7,103 and 6,868 POI entities respectively. Then, we sampled and labeled 9,606 candidate
pairs from these two newly generated POI data sets. We also generated the dirty version of QM-
GD-POI. Since the attributes of name, longitude and latitude in the POI data set are generally not
missing, we remove the type and addresses with a 50% probability to generate a dirty data set.

The training, validation, and test sets of 12 publicly entity matching data sets are set at the ratio of
3:1:1. In the structured and dirty QM-GD-POI data sets, we used the ratio 6:1:3 to construct training,
validation and test sets.

4.2 EXPERIMENT SETUP

We implemented POI-Transformers in PyTorch (Paszke et al., 2019) and the Transformers (Wolf
et al., 2020) library. We currently use the BERT-Base Chinese model as the base model to extract
text semantic features. Further, the BERT-Base Chinese model can replace with other transformer-
based pre-training models. We conducted all experiments on a server with Intel i9-10850K CPU @
3.6GHZ, 64GB memory, NVIDIA GeForce RTX 3090 GPU.

We compared the proposed POI-Transformers with the existing entity matching methods, such
as DeepMatcher, Ditto, Magellan, and DeepER and POI entity matching methods Rule-based,
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Weighted, iForest on POI entity matching dataset. We also compared variants of POI-Transformers
without the Geographic Location Embedding Module (POI-Transformers*).

DeepMatcher: DeepMatcher (Mudgal et al., 2018) is one of the SOTA deep learning-based entity
matching approaches. DeepMatcher customizes the RNN to conduct attribute-aligned similarity
representation of attributes, and then aggregates the representations of attributes to obtain entity
similarity representation between entities.

Ditto: Ditto (Li et al., 2020) is the SOTA entity matching system based on pre-trained Transformer-
based language models. Ditto considers the entity matching task as a sequence classification task
by splicing entity pairs into sequences. Meanwhile, Ditto developed three optimization techniques
(domain knowledge, TF-IDF summarization, and data augmentation) to improve the performance.
We use the full version of Ditto with all 3 optimizations in this study.

Magellan: Magellan (Konda, 2018) is a SOTA traditional non-neural entity matching system. This
system calculates the similarity features between attributes (Levenshtein distance, etc.), and then
uses these features to build a random forest, logistic regression and other traditional machine learn-
ing models for entity matching identifying. After model selection, the random forest in Magellan
performs best in our POI entity matching dataset, so we report the F1 score in POI entity matching
of Magellan obtained by random forest.

DeepER: DeepER (Ebraheem et al., 2018) uses bidirectional RNN with LSTM hidden units on
word embeddings to translate each entity to a representation vector. It achieves good accuracy and
high efficiency in entity matching tasks.

POI-Transformers: The full version of our proposed model with Geographic Location Embedding
Module. In POI entity matching, we used the cosine similarity and SentEval toolkit (Conneau &
Kiela, 2018) to evaluate the POI embeddings obtain by the POI-Transformers. When evaluated by
the cosine similarity, we set a matching threshold. The entity pairs with embedding cosine similarity
higher than the threshold are considered the positive matching pair. SentEval is an evaluation toolkit
for evaluating the quality of POI embeddings. We utilized the logistic regression classifier in the
SentEval to evaluate the POI embeddings for POI entity matching and entity embeddings for entity
matching. To train the POI-Transformers framework, we utilize the softmax objective function to
update the weights of POI embeddings as that in Sentence-BERT (Reimers & Gurevych, 2019).

POI-Transformers*: In this version, the Geographic Location Embedding Module is deleted, and
the longitude and latitude are directly input into the Text Embedding Module to obtained the repre-
sentation embeddings.

Rule-based: We designed a rule-based method for POI entity matching. In this method, we first
calculated the similarity of the name, category, address and distance between the POI entity pairs.
Then, we performed a weighted summation of the similarity between each attribute to obtain the
similarity between POI entity pairs. The weights of name, category, address and distance similarity
were set to 0.65, 0.1, 0.1, 0.15, respectively according to the experts’ knowledge.

Weighted: Li et al. (2016) proposed a Entropy-Weighted method for POI entity matching. This
method first calculates the similarity of attributes between POI entity pairs, and then allocates
weights of similarity of each attribute by information entropy.

iForest: Almeida et al. (2018) proposed an outlier detection based approach to POI entity matching.
This method first computes the similarity of the name, website, address, category and geographic
coordinates between POI entity pairs. Further, it obtains similarity between POI entity pairs by using
the iForest method.

BERT: Fine-tuning the pre-trained BERT (Devlin et al., 2018) model by our POI matching dataset
to do a classification task. We construct POI sentences by concatenating name, category, address,
longitude, and latitude for input and get the similarity of two POI sentences.

4.3 RESULTS

All the models run with 20 epochs in the training process and returned the checkpoint with the
highest F1 score on the validation set. Table 3 and Table 4 show the results of the entity matching
data sets and POI entity matching data sets respectively. We reported the F1 scores of DeepMatcher,
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Ditto, Magellan, and DeepER in entity matching data sets from Li et al. (2020) and Barlaug & Gulla
(2021).

Table 1: F1 scores on the entity matching data sets. The result of DeepMatcher, Ditto, Magellan,
and DeepER are highest available found in Li et al. (2020) and Barlaug & Gulla (2021).

Dataset DeepMatcher Ditto Magellan DeepER POI-Transformers

Structured
Amazon-Google 69.3 75.6 49.1 56.1 63.4

Beer 72.7 94.4 78.8 50.0 77.6
DBLP-ACM 98.4 99.0 98.4 97.6 98.0

DBLP-Google 94.7 95.6 92.3 90.8 92.0
Fodors-Zagats 100.0 100.0 100.0 97.7 98.4

iTunes-Amazon 88.0 97.1 91.2 72.5 88.3
Walmart-Amazon 66.9 86.8 71.9 50.6 60.2

Dirty
DBLP-ACM 98.1 99.0 91.9 89.6 91.2

DBLP-Google 93.8 95.8 82.5 86.1 88.3
iTunes-Amazon 74.5 95.7 46.8 67.8 63.2

Walmart-Amazon 46.0 85.7 37.4 36.4 59.5

Textual
Abt-Buy 62.8 89.3 43.6 43.0 55.4

As shown in Table 1, due to the powerful learning ability of deep learning, the models based on
deep learning (Ditto, BS, and POI-Transformers) can achieve better performance in entity match-
ing. Meanwhile, we found that the attributed-aligned comparison methods (DeepMatcher) and
cross-record interactive methods (Ditto, BS) based on deep learning are generally achieved better
performance than the methods based on entity representation. In addition, The POI-Transformers
proposed by this study achieved a better performance than the existing entity representation method
(DeepER) and the traditional method (Magellan). In some data sets, the POI-Transformers can
achieve better performance than the DeepMatcher. These results suggest that in entity matching, the
entity representation methods currently have no advantage in accuracy over the POI-Transformers.
However, the reduction in computation effort by entity representation methods cannot be ignored,
especially in the POI entity matching task with a large number of real-world data set.

We can also find that Ditto and BS outperform other models in the textual data set Abt-Buy. This is
possible because attributed-aligned methods and entity representation methods require to transform
attribute text to other forms. When the training set is not enough, the learned features cannot fully
represent the features of an attribute. The cross-record interactive model can directly interact with
the original attributes across records, so as to obtain more meaningful features. In actual, there is no
long text in the POI entity, and all attributes contain short text.

Table 2: F1 scores on the POI entity matching datasets.

Method DeepMatcher Ditto Magellan BERT POI-Transformers*

Structured 92.4 95.1 90.0 94.5 91.5
Dirty 91.4 92.4 86.4 91.6 86.9

Method Rule-based Weighted iForest POI-Transformers
(Cosine Similarity)

POI-Transformers
(SentEval)

Structured 83.33 87.5 88.5 89.3 95.8
Dirty 81.26 86.5 88.2 83.6 92.1
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Table 2 shows the result of the POI entity matching data sets. We can find that the transformer-based
models (Ditto, Magellan, and POI-Transformers) can achieve better performance than other models
in the POI entity matching task. The POI-Transformers* has no advantage over traditional models
since we remove the Geographic Location Embedding Module. The cosine similarity between the
embeddings of POI entities is directly used for POI entity matching task, which is better than the
traditional Rule-based, Weighted, and iForest, but perform worse than other deep learning models.
When we used the SentEval to evaluate the embedding generated by POI-Transformers, we find
that its performance is a little better than the SOTA entity matching method Ditto, but it is a little
worse in the dirty data version. This indicates that the POI-Transformers proposed in this study has
achieved SOTA performance in POI entity matching after adding the Geographic Location Embed-
ding Module. Meanwhile, these results also suggest that POI-Transformers has more advantages in
dealing with structured data and needs to be improved in dealing with dirty data. However, as far as
we know, there are generally not many dirty data in the real-world POI data set.

Table 3: Computation time (seconds) of different number of matching pairs in POI entity matching.
Lower is better. All models run in CPU.

# Pairs DeepMatcher Ditto Magellan BERT POI-Transformers*

10,000 79.81 796.34 8.92 609.27 13.80
250,000 1,821.72 19,312.45 212.34 15,195.21 152.65

1,000,000 7,156.93 73,958.36 834.64 60,599.56 503.31

# Pairs Rule-based Weighted iForest POI-Transformers
(Cosine Similarity)

POI-Transformers
(SentEval)

10,000 0.08 0.03 0.05 9.91 12.58
250,000 1.19 0.86 1.20 71.67 146.05

1,000,000 4.65 3.45 4.70 228.02 491.16

In order to evaluate the computational efficiency for different models, we selected 100, 500, and
1,000 records from Tencent Map POI and Gaode Map POI respectively to from 10,000, 250,000,
and 1,000,000 matching pairs. Table 3 shows the computation time of different numbers of match-
ing pairs in POI entity matching. We can see that the computation effort of traditional POI entity
matching methods is very low, but it can be seen from Table 3 that the accuracy is the worst. When
the cosine similarity of POI embeddings is directly used for POI entity matching, the computation
amount is lower than Magellan when the size of data set increases. The three deep learning models,
especially the transformer-based modes (Ditto and BERT), have a large amount of computation (ap-
proximately 20 hours and 17 hours, respectively). When using SentEval to evaluate the embeddings
generated by POI-Transformers, it takes less than 500 seconds to calculate one million matching
pairs. These results demonstrate that our POI-Transformers have advantages both in accuracy and
computational efficiency in the task of POI entity matching, and have the significance of practical
deployment.

5 CONCLUSIONS

In this paper, we propose a novel model, the POI-Transformers, for the POI matching task based
on pre-trained Transformer-based language models. This model uses a simple architecture to ef-
fectively incorporate the semantic features and geographic features to obtain meaningful POI entity
embeddings. The POI entities are matched by the similarity of POI embeddings instead of directly
comparing the POI entities, which can greatly reduce the complexity of computation. The exper-
imental results show that our proposed POI-Transformers is comparable to SOTA entity matching
models (DeepER, DeepMatcher, and Ditto) in entity matching tasks. Moreover, our model achieves
the highest F1 score on natural scenes data sets in POI entity matching, and reduces the computation
effort for identifying one million pairs from about 20 hours to 228 seconds. The high accuracy and
efficiency of the POI-Transformers can help to deploy and use in real-world data set. In addition,
our results also demonstrate that domain knowledge fusion in the deep learning model can achieve
better results in specific entity matching tasks.
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A APPENDIX

A.1 OVERVIEW OF DATA SETS

Table 4 shows the overview of publicly available entity matching data sets (from Barlaug & Gulla
(2021) and Li et al. (2020)) and a POI entity matching data set (QM-GD-POI) generate by ourselves.

Table 4: Overview of publicly available entity matching data sets and a POI entity matching data set
(QM-GD-POI) generate by ourselves. # Records denotes the number of records in each data set (#
records of left data source - # records of right data source). # Pos Matches represents the number of
positive matches in the data sets, and # Candidates lists the number of records of each data set.

Dataset Domain # Records # Attributes # Pos Matches # Candidates

Abt-Buy Product 1,081 - 1,092 3 1,028 9,575
Amazon-Google Software 1,363 - 3,226 3 1,167 11,460

Beer Beer 3,274 - 4,345 4 68 450
DBLP-ACM Citation 2,616 - 2,294 4 2,220 12,363

DBLP-Scholar Citation 2,616 - 64,263 4 5,347 28,707
Fodors-Zagats Restaurant 533 - 331 6 110 946

iTunes-Amazon Music 4,875 - 5,619 8 132 539
Walmart-Amazon Electronics 2,554 - 22,074 5 962 10,242

QM-GD-POI POI 7,103 - 6,833 5 4,833 9,606

A.2 DETAIL OF GEOGRAPHIC LOCATION EMBEDDING MODULE

As illustrated in Figure 3, the left interval of longitude is set as (-180, 0) by the GeoHash algorithm
and the right interval is set as (0, 180). Similarly, the left interval of latitude is divided into (-90,
0) while the corresponding right interval is (0, 90). As a result, “01” represents the area where
longitude is from -180 to 0 degrees and latitude is from 0 to 90 degrees. As for the “01” area,
the GeoHash algorithm continues to bisect the latitude and longitude of this region and the “0101”
denotes the area where the longitude ranges from (-180, -90), and the latitude ranges from (45, 90).

Through the continuous dichotomy in the GeoHash algorithm, any geographic location on the Earth
can be encoded into a unique binary array. A longer binary array implies a more precise geographic
location. When the time of dichotomies reaches 30, the maximum error is approximately 0.0186
meters. After we get the binary array of longitude and latitude, we can generate a geographic
binary array with longitude bits occupied in even digits and latitude bits occupied in odd digits. For
instance, in Figure 3(A) the longitude binary code of the left top region is ’0’, and the latitude binary
is ’1’, then the geographic binary array ’01’ can represent the left top region. More examples can be
found in the appendix A.2. After the location encoding layer, a fully connected layer is added for
obtaining location embeddings with the same dimension as the semantic vectors.

Let’s give an example from Wikipedia (https://en.wikipedia.org/wiki/Geohash),
the encoded longitude “0111 1100 0000” represents an area with the longitude from -5.625to -5.449
degree with a maximum error 0.044 degree (about 4,400 meters) after 12 times binary divisions (Ta-
ble 6), and the encode latitude “1011 1100 1001” represents an area with the latitude from 42.539 to
42.627 (Table 5). Then we can generate a geographic binary array with longitude bits occupied in
even digits and latitude bits occupied in odd digits. With this criterion, the geographic binary array
of the above example can be depicted as “0110 1111 1111 0000 0100 0001”.
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Figure 3: The illustration of binary partition in longitude and latitude.

Table 5: Examples and errors of latitude code “1011 1100 1001”.

bit position bit value min mid max mean value maximum error

0 1 -90.000 0.000 90.000 45.000 45.000
1 0 0.000 45.000 90.000 22.500 22.500
2 1 0.000 22.500 45.000 33.750 11.250
3 1 22.500 33.750 45.000 39.375 5.625
4 1 33.750 39.375 45.000 42.188 2.813
5 1 39.375 42.188 45.000 43.594 1.406
6 0 42.188 43.594 45.000 42.891 0.703
7 0 42.188 42.891 43.594 42.539 0.352
8 1 42.188 42.539 42.891 42.715 0.176
9 0 42.539 42.715 42.891 42.627 0.088
10 0 42.539 42.627 42.715 42.583 0.044
11 1 42.539 42.583 42.627 42.605 0.022

Table 6: Examples and errors of longitude code “0111 1100 0000”.

bit position bit value min mid max mean value maximum error

0 0 -180.000 0.000 180.000 -90.000 90.000
1 1 -180.000 -90.000 0.000 -45.000 45.000
2 1 -90.000 -45.000 0.000 -22.500 22.500
3 1 -45.000 -22.500 0.000 -11.250 11.250
4 1 -22.500 -11.250 0.000 -5.625 5.625
5 1 -11.250 -5.625 0.000 -2.813 2.813
6 0 -5.625 -2.813 0.000 -4.219 1.406
7 0 -5.625 -4.219 -2.813 -4.922 0.703
8 0 -5.625 -4.922 -4.219 -5.273 0.352
9 0 -5.625 -5.273 -4.922 -5.449 0.176

10 0 -5.625 -5.449 -5.273 -5.537 0.088
11 0 -5.625 -5.537 -5.449 -5.581 0.044
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