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Abstract001

Knowledge-intensive multi-hop question an-002
swering (QA) tasks, which require integrating003
evidence from multiple sources to address com-004
plex queries, often necessitate multiple rounds005
of retrieval and iterative generation by large006
language models (LLMs). However, incor-007
porating many documents and extended con-008
texts poses challenges—such as hallucinations009
and semantic drift—for lightweight LLMs with010
fewer parameters. This work proposes a novel011
framework called DEC (Dynamic Enhance-012
ment Chain). DEC first decomposes complex013
questions into logically coherent subquestions014
to form a hallucination-free reasoning chain.015
It then iteratively refines these subquestions016
through context-aware rewriting to generate ef-017
fective query formulations. For retrieval, we018
introduce a lightweight discriminative keyword019
extraction module that leverages extracted key-020
words to achieve targeted, precise document re-021
call with relatively low computational overhead.022
Extensive experiments on three multi-hop QA023
datasets demonstrate that DEC performs on par024
with or surpasses state-of-the-art benchmarks025
while significantly reducing token consumption.026
Notably, our approach attains state-of-the-art027
results on models with 8B parameters, showcas-028
ing its effectiveness in various scenarios, par-029
ticularly in resource-constrained environments.030

1 Introduction031

In recent years, applying Retrieval-Augmented032

Generation (RAG) to knowledge-intensive033

question-answering tasks has achieved significant034

progress (Lewis et al., 2020; Yu et al., 2024;035

Fan et al., 2024). However, multi-hop question036

answering tasks (Yang et al., 2018) still face a037

fundamental challenge: these tasks often lack a038

single answer document, requiring the logical039

decomposition of the original question into interre-040

lated sub-questions, with the final answer derived041

through multi-step reasoning and cross-document042

retrieval (Adlakha et al., 2024; Xu et al., 2024).043
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Figure 1: The process differences between our approach
and the previous iterative generation framework.

Two main approaches have emerged to address 044

the multi-hop QA problem in RAG. The first is 045

iterative question decomposition, which dynam- 046

ically generates subquestions based on previous 047

Q&A interactions and retrieved documents (Shao 048

et al., 2023; Trivedi et al., 2023; Press et al., 2023). 049

This approach is heavily dependent on the quality 050

of the context; when lightweight language models 051

(e.g., those with fewer than 10B parameters) pro- 052

cess long-range contexts, semantic drift and logi- 053

cal discontinuities are prone to occur (Xu et al., 054

2024). The second approach is the “generate- 055

correct” paradigm, wherein intermediate answers 056

are directly generated and subsequently corrected 057

via retrieval to address hallucinations (Shi et al., 058

2024; Xu et al., 2024; Tan et al., 2024). Although 059

these methods perform well in large-scale mod- 060

els such as the GPT series (Achiam et al., 2023), 061

their effectiveness diminishes in lightweight LLMs. 062

Compared to larger models, lightweight LLMs are 063

more prone to hallucinations and exhibit greater 064

sensitivity to erroneous information. Even minor 065

uncorrected hallucinations during answer genera- 066

tion can lead to complete reasoning failures, further 067

complicating robust reasoning. In response to the 068

issues inherent in the approaches mentioned above, 069

we propose a resource-friendly Dynamic Enhance- 070
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ment Chain (DEC) method. As illustrated in Fig-071

ure 1, DEC first employs LLMs to decompose the072

original question into a sequence of semantically073

complete sub-questions, thereby forming a purely074

logical reasoning chain that avoids the injection of075

hallucinations at intermediate steps. Subsequently,076

the sub-questions are progressively refined through077

iterative retrieval to resolve ambiguities and supple-078

ment key reasoning information, ultimately produc-079

ing accurate and reliable inferences. To enhance080

the efficiency of our method, we address two key081

challenges: (1) When directly decomposing the082

reasoning chain, the resulting sub-questions often083

lack effective retrieval keywords (for example, due084

to missing entity coreference resolution). We ad-085

dress this by employing a context-aware rewriting086

strategy that dynamically updates the sub-question087

formulations based on prior reasoning results to088

suit retrieval needs better. (2) To ensure retrieval089

precision, we integrate a lightweight module to ex-090

tract discriminative keywords from the question091

that can differentiate key documents. During docu-092

ment retrieval, these discriminative keywords are093

used for targeted recall. This strategy improves094

the recall rate of gold documents at a relatively095

low computational cost, thereby enhancing overall096

model performance.097

Experimental results on three multi-hop QA098

datasets demonstrate that DEC achieves perfor-099

mance comparable to or surpassing state-of-the-100

art benchmarks while significantly reducing token101

consumption. Notably, our method attains state-102

of-the-art results when applied to models with 8103

billion parameters, underscoring its effectiveness104

in resource-constrained scenarios.105

2 Related work106

2.1 Complex Question Reasoning107

Recent advancements in LLMs have driven active108

research in using them to analyze, decompose, and109

reason through complex questions. The Chain-of-110

Thought (CoT) method (Wei et al., 2022), which111

introduces intermediate reasoning steps in prompts,112

marked a significant leap in LLM performance113

across complex tasks. (Kojima et al., 2022) further114

refined this approach with the "Let’s Think Step by115

Step" prompting method, demonstrating effective116

multi-step reasoning in zero-shot scenarios.117

Recent innovations, such as ReAct (Yao et al.,118

2023) and Plan-and-Solve (Wang et al., 2023a),119

decompose complex tasks into simpler subtasks,120

boosting performance in multi-step reasoning. Ad- 121

ditionally, some CoT-based approaches integrate 122

RAG techniques. For example, (Wang et al., 2024) 123

proposed Retrieval-Augmented Thoughts (RAT), 124

which refines reasoning through iterative retrieval 125

from external knowledge sources, reducing halluci- 126

nations. The IRCoT method (Trivedi et al., 2023) 127

uses a cyclic process of retrieval and reasoning to 128

enhance multi-hop question answering, while the 129

Search-in-the-Chain framework (Xu et al., 2024) 130

iteratively refines reasoning chains through interac- 131

tion with an information retrieval system. 132

These advancements highlight the effectiveness 133

of CoT methodologies in tackling complex ques- 134

tion reasoning and lay the groundwork for the 135

framework proposed in this study. 136

2.2 Multi-hop RAG 137

Multi-hop QA tasks (Yang et al., 2018) aim to pro- 138

vide comprehensive answers through multi-step 139

reasoning by integrating information from multi- 140

ple sources (Zhang et al., 2024; Li and Du, 2023). 141

The use of RAG techniques (Lewis et al., 2020; 142

Fan et al., 2024) has become a key approach in 143

addressing multi-hop QA questions (Shao et al., 144

2023; Asai et al., 2024; Zhuang et al., 2024). 145

A common strategy in multi-hop RAG involves 146

iteratively generating sub-questions for decompo- 147

sition (Trivedi et al., 2023; Press et al., 2023; Shi 148

et al., 2024). However, these methods may suffer 149

from semantic drift due to irrelevant information, 150

weakening the coherence of reasoning chains (Xu 151

et al., 2024; Shi et al., 2024). Another approach 152

generates initial answers with potential hallucina- 153

tions and corrects them through retrieval methods 154

(Xu et al., 2024; Tan et al., 2024), but even minor 155

uncorrected hallucinations can disrupt reasoning. 156

While large-scale LLMs generally exhibit 157

stronger reasoning abilities and lower hallucina- 158

tion tendencies (Gao et al., 2023; Tan et al., 2024), 159

smaller models are more prone to hallucinations, 160

complicating robust reasoning (Dhuliawala et al., 161

2024; Shi et al., 2024). This study introduces a 162

framework that generates a logically coherent rea- 163

soning structure and dynamically supplements it 164

with retrieved content, preserving logical integrity 165

and minimizing hallucination impact. 166

3 Methodology 167

This section introduces the DEC method based on 168

extended query and dynamic context augmentation, 169
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Figure 2: Workflow of the DEC framework: (a) Decompose the complex question into sub-questions expressed in
natural language; (b) Reformulate the sub-questions using prior question-answer history; (c) Extract discriminative
keywords for queries requiring retrieval; (d) Retrieve documents and iteratively answer all sub-questions.

the core process of which is illustrated in Figure170

2. The technique gradually resolves complex ques-171

tions through a multi-stage iterative approach com-172

prising four key steps.173

Firstly, a large language model is employed to174

parse the user’s complex question into a logically175

coherent chain-of-thought expressed in natural lan-176

guage, thereby establishing a structured framework177

for question decomposition.178

Secondly, a dynamic query rewriting mechanism179

is devised to address the context dependency inher-180

ent in subsequent sub-questions. Except for the181

initial node, each sub-question is semantically ex-182

panded based on the cumulative QA context. In this183

manner, the large language model dynamically sup-184

plements any missing key information to generate185

an optimized query amenable to retrieval.186

A precise recall method is presented to opti-187

mize retrieval performance. Before retrieval, a188

keyword extraction system automatically extracts189

distinguishing keywords from the query. During190

retrieval, documents are filtered based on a combi-191

nation of relevance scores and keyword-matching192

degrees, thereby facilitating the precise recall of193

key evidence.194

Finally, the rewritten queries and retrieved doc-195

uments are submitted to the large language model196

to generate answers. Once an answer is obtained,197

the optimized query and its corresponding answer198

are incorporated into the QA context. This itera-199

tive process continues until every node in the ini-200

tially generated logical chain-of-thought has been201

addressed, ultimately yielding the answer to the202

complex question. 203

3.1 Question Decomposition and Rewriting 204

To address the reasoning deviation problem in tra- 205

ditional iterative sub-question generation methods 206

(Wang et al., 2023b) and the challenges of rea- 207

soning termination determination in small-scale 208

language models (4.5), this paper proposes a pre- 209

decomposed reasoning chain-based dynamic en- 210

hancement method. As shown in Figure 2, the core 211

workflow comprises two key phases: 212

Please break down the following question into simpler sub-
questions and respond in JSON format as shown below:
Format: {{"sub_questions": ["Sub-question 1", "Sub-question 2",
...]}}
Example:
- Question: When was the founder of craigslist born?
{{
    "sub_questions": [
        "Who was the founder of craigslist?",
        "When was him born?"
    ]
}}
User_input:
- Question: {question}
Please provide a JSON object following this format:

Figure 3: The instruction for the CoT generation.

Phase 1: Structured Question Decomposition 213

Given a complex question Q, a large language 214

model M parses it into a logically coherent reason- 215

ing chain C = {qi}ni=1, where each node qi ∈ C 216

represents an atomic sub-question. This process is 217

formalized as: 218

Q
CoT−→ {q1, . . . , qn} = M(Q) (1) 219

The CoT generation strategy is implemented via a 220
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Figure 4: Demonstration of our keyword-enhanced re-
trieval: for a query, use the EK model to extract dis-
tinctive keywords, and then select the most relevant
documents and those containing these keywords from
the retrieved candidates.

specific prompt template (see Figure 3), ensuring221

the sub-question sequence {qi} satisfies:222

n∧
i=1

qi ⇒ Q (2)223

i.e., the conjunction of all sub-questions logically224

entails the original question.225

Phase 2: Dynamic context-enhanced query226

rewriting To resolve the semantic incompleteness227

of directly decomposed sub-questions {qi} (i.e., qi228

may depend on answers to preceding questions),229

we design a context-aware query rewriting mecha-230

nism. At the i-th iteration, the dynamic context is231

defined as:232

H<i = {(q′j , aj)}i−1
j=1 (3)233

where q′j denotes the rewritten retrievable sub-234

question and aj is its corresponding answer.235

A rewriting function R maps the original sub-236

question qi, the original question Q, and historical237

context H<i into an optimized query:238

q′i = Mrewrite

(
Ir, Q, qi,H<i

)
(4)239

This process is guided by a designed prompt tem-240

plate Ir (Appendix D), directing the language241

model to: 1) Resolve missing referents 2) Inject242

contextual constraints 3) Explicitize retrieval cues243

The rewritten query q′i exhibits dual properties of244

self-containedness and retrievability.245

3.2 Keyword-Enhanced Precision Retrieval246

3.2.1 Dual-Stage Retrieval Augmentation247

To effectively complement missing information in248

the reasoning chain, the retriever must acquire as249

many relevant documents as required by the in-250

ference process. However, due to limitations of251

small-scale LLMs in processing long texts (Shi252

et al., 2024), we aim to maximize retrieval accuracy253

within constrained document quantities. We pro- 254

pose a keyword-enhanced query refinement method 255

to improve retrieval precision. With the rewritten 256

query q′i provided, the retrieval procedure is illus- 257

trated in Figure 4. 258

Stage 1: Discriminative Keyword Extraction 259

A keyword extraction model EK : Q → K is 260

designed, where K denotes the keyword space. 261

Through discriminative feature learning, this model 262

extracts the most distinctive keyword set from 263

query q′i: 264

K = {km} = EK(q′i) (5) 265

The core design principle ensures: 266

∀k ∈ K, P (k ∈ D∗|q′i) ≫ P (k ∈ D−|q′i) (6) 267

i.e., keywords exhibit significantly higher occur- 268

rence probabilities in critical documents D∗ than 269

in irrelevant documents D−. 270

Stage 2: Hybrid Document Recall Strategy 271

After obtaining the query keyword set K, we first 272

use the retriever R to perform batch retrieval for 273

the query q′i, yielding a set of related documents 274

D. The size of D is relatively large, since not all 275

documents will be used in subsequent processing. 276

Within the document set D, we initially filter out 277

documents that contain the entire keyword set K 278

and include them in the candidate document set D∗. 279

To ensure that no relevant documents are missed, 280

we also select an additional one to two documents 281

from D based on their relevance scores, supple- 282

menting the candidate document set D∗. 283

Formally, this two-stage filtering strategy is im- 284

plemented as: 285

1. Retrieve candidate documents: 286

Di = R(q′i) = {dj}Nj=1 (N = 10) (7) 287

2. Build enhanced candidate set: 288

D∗
i = {d ∈ Di|Ki ⊆ Terms(d)}︸ ︷︷ ︸

Keyword Match

∪

{d ∈ Di|Top2(Di; score(q′i, d))}︸ ︷︷ ︸
Relevance Backup

(8) 289

This guarantees |D∗
i | ≥ 1 while maintaining high 290

relevance of retrieved results. 291

3.2.2 Discriminative Keyword Model Training 292

To build an efficient EK model, we propose a self- 293

supervised enhanced training scheme: 294

Data Construction Accurate keyword extrac- 295

tion is critical for ensuring subsequent document 296
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recall precision. Since this task is relatively simple297

for LLMs, we opt to train a cost-effective Llama298

3.2-3B model. Specifically: (1)Execute the de-299

scribed retrieval workflow on the HotpotQA dataset300

using simple prompts, relying solely on keywords301

for document recall. (2)Validate keyword effective-302

ness by checking whether the retrieved documents303

contain the dataset-provided golden documents dg.304

(3) Define a keyword validity indicator function:305

I(Ki) =

{
1, if ∃dg ∈ Dgold s.t. Ki ⊆ Terms(dg)
0, otherwise

(9)306

(4) According to the specified formula, collect ef-307

fective keywords K+ = {k|I(K) = 1} and their308

corresponding queries qt during iterations.309

Extract 1-2 keywords from the following question. The keywords
should be phrases like numbers, property nouns, or proper nouns
that can effectively distinguish the target document. The
keywords should not have synonyms. Ensure the keywords are
directly extracted from the question and provide them in a list
format.
Note that each keyword consists of only one word.
For example:
    ["five", "museum"]
Input
Question: {question}

Figure 5: The instruction for the Keywords extract.

Model Fine-tuning Based on the Llama 3.2-3B310

(Dubey et al., 2024) architecture, we design an311

instruction-tuning objective:312

L = −
∑
m

logP (km|qt; θ) (10)313

where θ denotes the model parameters. This for-314

mulation aims to maximize the likelihood of gen-315

erating discriminative keywords {km} given input316

queries qt. Consequently, it enables the model to317

learn question-aware keyword extraction patterns.318

4 Experiments319

This section systematically evaluates the effective-320

ness of the proposed method in typical multi-hop321

reasoning scenarios. We conducted comparative322

experiments on three benchmark multi-hop QA323

datasets and performed performance comparisons324

with current mainstream baseline models.325

4.1 Datasets326

This study selects three multi-hop QA benchmarks327

with distinct reasoning characteristics:328

(1) HotpotQA (Yang et al., 2018) requires models329

to perform cross-document information integration 330

for reasoning, with question designs mandating at 331

least two inference steps. 332

(2) 2WikiMultiHopQA (Ho et al., 2020) is con- 333

structed based on structured Wikipedia knowledge, 334

particularly emphasizing explainable causal rea- 335

soning path modeling, providing comprehensive 336

explanations for multi-hop questions. 337

(3) MuSiQue (Trivedi et al., 2022) serves as a high- 338

complexity benchmark, featuring question designs 339

guaranteed through dual constraints: (a) minimum 340

two-hop reasoning requirement; (b) answers cannot 341

be directly obtained through single-hop retrieval. 342

Due to experimental resource constraints, we 343

adopted a random sampling strategy to extract 500 344

samples from the original validation sets of each 345

dataset to form our test set. 346

4.2 Evaluation Metrics 347

Following the latest research paradigm in multi- 348

hop QA (Xu et al., 2024; Shi et al., 2024), we em- 349

ploy a three-level evaluation framework. (a) Cover- 350

age Exact Match (CoverEM): Validates whether 351

generated answers contain ground-truth answers 352

through strict string matching. (b) Token-level 353

F1 Score: Calculates precision (ratio of shared to- 354

kens in predicted text) and recall (ratio of shared 355

tokens in reference text) by counting overlapping 356

tokens between predicted and reference texts, with 357

F1 score computed as their harmonic mean. To- 358

ken matching is based on word frequency intersec- 359

tion. (c) Semantic Accuracy (Acc†): To overcome 360

limitations of rule-based metrics, we introduce 361

Llama-3.1-8B-Instruct-based semantic evaluation 362

(Shi et al., 2024). This model assesses semantic 363

equivalence between generated and reference an- 364

swers through structured prompting (see Appendix 365

D for details), effectively capturing semantic-level 366

similarity in open-domain generation. 367

Additionally, in order to evaluate the resource 368

consumption of different methods, we record the 369

number of sub-questions that each method gener- 370

ates and retrieves when addressing complex rea- 371

soning tasks, denoted as #SQA. A higher #SQA 372

indicates a longer reasoning chain employed by the 373

framework, which in turn corresponds to increased 374

retrieval and reasoning overhead. 375

4.3 Baseline Models 376

The selection of baseline models is based on 377

an incremental comparative approach, including 378

two main categories: non-retrieval methods and 379
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Method
HotpotQA 2WikiMultiHopQA MuSiQue

#SQA CoverEM F1 ACC† #SQA CoverEM F1 ACC† #SQA CoverEM F1 ACC†

Llama-3.1-8B-Instruct without Retrieval

Vanilla Chat 1.00 23.00 28.81 24.50 1.00 23.50 25.71 19.00 1.00 4.00 7.08 4.50
Direct CoT 1.00 33.00 35.90 36.00 1.00 28.00 30.73 29.00 1.00 9.00 14.88 13.00

Llama-3.1-8B-Instruct with Retrieval

Direct RAG 1.00 37.24 40.84 42.35 1.00 22.61 24.05 22.11 1.00 6.81 11.05 8.38
Self-Ask 4.98 35.20 38.33 37.20 4.95 44.60 44.03 43.60 4.99 13.23 16.93 15.23
SearChain 3.75 40.16 43.06 44.18 3.62 48.60 44.72 43.80 3.73 13.05 17.77 17.47
GenGround 5.00 36.20 39.88 39.60 5.00 38.40 35.91 33.60 5.00 10.40 15.99 11.60
DEC (Ours) 3.47 47.19 50.96 49.60 3.28 49.18 46.54 45.70 3.43 17.21 20.96 19.26

GPT-4o without Retrieval

Vanilla Chat 1.00 33.50 41.14 32.00 1.00 33.50 35.98 30.00 1.00 10.50 17.28 12.50
Direct CoT 1.00 55.00 59.31 58.50 1.00 62.00 59.97 55.50 1.00 25.50 28.59 29.50

GPT-4o with Retrieval

Direct RAG 1.00 57.00 57.39 62.00 1.00 66.50 55.79 59.00 1.00 22.00 24.70 27.00
Self-Ask 3.09 53.40 54.49 55.60 3.65 72.00 66.79 67.60 3.44 20.2 26.17 22.80
SearChain 2.24 53.80 58.12 58.00 2.90 63.40 55.66 54.60 2.62 23.45 27.77 27.66
GenGround 5.00 60.50 62.37 63.00 5.00 74.50 68.97 63.00 5.00 23.00 24.63 22.50
DEC (Ours) 3.32 58.52 62.11 60.32 3.41 78.51 73.26 71.29 3.22 27.91 31.30 30.72

Table 1: Evaluation results of DEC and the baseline on three QA benchmarks. #SQA denotes the average sub-
questions generated per complex question for retrieval. ACC† indicates semantic similarity assessed by an LLM.

retrieval-enhanced methods.380

Non-retrieval Baselines:381

(1) Vanilla Chat: Directly uses the original382

question as input to test the zero-shot question-383

answering capability of large language models.384

(2) Direct CoT (Wei et al., 2022; Kojima et al.,385

2022): Employs Chain-of-Thought techniques to386

guide the model in explicitly generating reasoning387

paths, thereby improving answer generation quality388

through step-by-step derivation.389

Retrieval-Enhanced Baselines:390

(3) Direct RAG: Constructs a single-stage retrieval-391

enhanced framework that performs dense retrieval392

on the input question, selecting the top 10 most rel-393

evant documents as contextual input for the model.394

(4) Self-Ask (Press et al., 2023): Utilizes an395

explicit question generation mechanism to trans-396

form composite questions into a sequence of sub-397

questions, thereby establishing a transparent and398

controllable multi-step reasoning architecture.399

(5) SearChain (Xu et al., 2024): Builds a dy-400

namic retrieval-generation interaction chain that401

addresses the challenges of real-time knowledge402

updates through iterative context augmentation.403

(6) GenGround (Shi et al., 2024): Utilizes a two-404

stage framework consisting of hypothesis genera-405

tion and retrieval verification. In the first stage, can-406

didate answers are generated, followed by retrieval407

in the second stage to correct these candidates, ef-408

fectively mitigating error propagation. 409

4.4 Implementation Details 410

We conduct experiments on both mainstream 411

closed-source LLM and lightweight LLM to 412

demonstrate the generalization performance of our 413

approach. Specifically, we validate our method 414

on the commercial GPT-4o model (Hurst et al., 415

2024) as well as on the open-source Llama-3.1- 416

8B-Instruct model (Dubey et al., 2024). Regarding 417

the construction of the knowledge base, HotpotQA 418

and 2WikiMultiHopQA utilize the Wikipedia snap- 419

shots provided by the dataset creators, whereas 420

MuSiQue—lacking an officially curated knowl- 421

edge base—adopts the 2020 Wikipedia version 422

from 2WikiMultiHopQA. The retrieval system em- 423

ploys the E5-base dense retrieval model (Wang 424

et al., 2022). More implementation details are pro- 425

vided in Appendix A. 426

4.5 Experimental Results 427

As shown in Table 1, the DEC framework demon- 428

strates superior or competitive performance across 429

models of varying parameter scales (Llama-3.1-8B- 430

Instruct and GPT-4o) and three multi-hop reasoning 431

benchmark datasets. Experimental results validate 432

the significant effectiveness and strong generaliza- 433

tion capability of the proposed multi-hop reasoning 434

architecture. Through in-depth analysis, we derive 435
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method HotpotQA 2WikiMultiHopQA MuSiQue

CoverEM F1 CoverEM F1 CoverEM F1

DEC (Ours) 47.19 50.96 49.18 46.54 17.21 20.96
w/o EK 46.00(↓2.5%) 49.04(↓3.7%) 42.60(↓13.3%) 41.40(↓11.0%) 16.87(↓1.9%) 20.42(↓2.6%)
w/o QR 36.47(↓22.7%) 40.56(↓20.4%) 27.80(↓43.5%) 28.54(↓38.7%) 8.74(↓49.2%) 14.78(↓29.5%)
w/o COT 39.00(↓17.3%) 43.18(↓15.3%) 26.80(↓45.5%) 27.82(↓40.2%) 8.62(↓49.9%) 12.95(↓38.2%)

Self-Ask 35.20 38.33 44.60 44.03 13.23 16.93
Self-Askw/EK 43.40(↓8.0%) 47.69(↓6.4%) 47.28(↓3.9%) 45.39(↓2.5%) 15.07(↓12.4%) 17.70(↓15.6%)

Table 2: Ablation study on Llama 3.1-8B-Instruct. "EK", "QR", and "COT" represent keyword extraction enhanced
retrieval, dynamic query rewriting, and reasoning chain decomposition, respectively.

the following key findings:436

Correlation Between Model Capacity and437

Hallucination Suppression The closed-source438

GPT-4o exhibits exceptional zero-shot reason-439

ing capabilities in the retrieval-free Direct CoT440

method, significantly outperforming Llama-3.1-8B441

(e.g., a 34% gap in CoverEM on the 2WikiMul-442

tiHopQA dataset). Notably, GPT-4o achieves a443

37.95% reduction in reasoning chain length com-444

pared to Llama-3.1-8B (HotpotQA dataset/Self-445

Ask method) while improving CoverEM by 18.2%.446

This phenomenon confirms the positive correlation447

between model parameter scale and reasoning accu-448

racy: expanding model capacity enhances semantic449

understanding depth and logical coherence, thereby450

reducing error-prone reasoning path generation and451

suppressing hallucination.452

Quantitative Comparison of Reasoning Mech-453

anism Efficiency Compared to iterative reason-454

ing baselines (Self-Ask, GenGround), the DEC455

framework reduces reasoning chain length by 27%456

on average for Llama-3.1-8B while maintaining457

overall performance superiority. This discrepancy458

highlights two core advantages of the single-stage459

reasoning chain generation mechanism: (1) mit-460

igating semantic deviation in intermediate steps461

through logical chain-of-thought; (2) avoiding er-462

ror accumulation effects inherent in multi-step iter-463

ative generation, particularly critical for resource-464

constrained lightweight models.465

Synergistic Gains from Retrieval-Generation466

Coordination On Llama-3.1-8B, the performance467

advantage of DEC over hypothesis-refinement468

methods (SearChain, GenGround) validates the ef-469

fectiveness of our structured problem decomposi-470

tion and dynamic query rewriting approach. By471

reducing the output of untrusted information, we472

successfully suppressed hallucination generation473

in lightweight models. On the 2WikiMultiHopQA474

dataset, DEC achieves a 12.1% improvement in475

semantic accuracy (ACC†) over GenGround for 476

Llama-3.1-8B, significantly exceeding the 8.29% 477

gain observed with closed-source models. This 478

finding clearly demonstrates that the proposed 479

method offers stronger robustness in performance 480

enhancement for resource-constrained models. 481

5 Further Analyses 482

5.1 Ablation Study 483

To validate the effectiveness of the modules in the 484

DEC framework, we conducted experiments by re- 485

moving individual modules or key methods from 486

the framework (see Appendix B for more details). 487

The experimental results demonstrate the effective- 488

ness of the proposed method design from the fol- 489

lowing three perspectives: 490

(1) Impact of Keyword Extraction on Re- 491

trieval Quality When the keyword extraction mod- 492

ule was removed (w/o EK), the performance met- 493

rics on three datasets showed a significant decrease 494

(1.9%-13.3%). This indicates that extracting dis- 495

criminative keywords through the EK model can 496

effectively focus on the core retrieval needs, avoid- 497

ing document noise caused by generic vocabulary. 498

(2) Synergistic Effect of Question Rewriting 499

and Reasoning Chain Decomposition When the 500

question rewriting module was removed (w/o QR), 501

the performance drop reached 22.7%-49.2%. This 502

confirms the key role of the dynamic question 503

rewriting mechanism: by incorporating the QA 504

history to supplement implicit semantics, it sig- 505

nificantly enhances the completeness and retrieval 506

direction of subquestions. When the reasoning 507

chain generation module was removed (w/o COT) 508

individually, the performance decrease was simi- 509

lar to that of w/o QR (15.3%-49.9%), suggesting 510

that the process of decomposing complex questions 511

into structured reasoning chains provides necessary 512

contextual dependencies and logical constraints for 513
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subsequent rewriting and retrieval.514

(3) Performance Comparison between Struc-515

tured Decomposition and Iterative Methods A516

comparison between Self-Ask and its enhanced ver-517

sion Self-Ask w/EK revealed: 1. Introducing key-518

word extraction improved Self-Ask’s performance519

across all three datasets (2.5%-15.6%), demonstrat-520

ing the effectiveness and generalizability of our521

retrieval strategy. 2. However, DEC still main-522

tains a significant advantage over Self-Ask w/EK523

(MuSiQue F1 +18.4%), suggesting that reasoning524

chain decomposition based on priors can more sys-525

tematically plan the problem-solving path, avoiding526

path deviation and semantic accumulation errors527

commonly encountered in iterative methods.528

5.2 Performance Advantages529

Advantages in Handling Unanswerable Queries530

In RAG tasks—where stringent reliability is531

paramount—accurately identifying unanswerable532

queries is crucial. Our experimental results on the533

MuSiQue_full dataset demonstrate that the pro-534

posed DEC method significantly outperforms ex-535

isting approaches in dealing with unanswerable536

questions. Specifically, the DEC method achieves537

an accuracy of 63.13% in answerability prediction,538

compared to 56.00% for GenGround and 53.00%539

for Self-Ask, while also yielding a more balanced540

performance with a precision of 75.41% and an F1541

score of 55.76%.542

0.2

0.3
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0.8

0.9
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F1 Recall

Precision

Accuracy
 GenGround
 Self-Ask
 DEC(Ours)

Figure 6: Performance metrics of DEC and two base-
lines on MuSiQue_full for unanswerable questions.

This further confirms our approach’s advantages543

in reducing hallucinations and enhancing judgment544

accuracy on unanswerable questions.545

Saving Computational Resources In parallel with546

our main experiments, we also evaluated the re-547

source efficiency of different methods by recording 548

the total token consumption for each dataset task. 549

Specifically, we computed the total token consump- 550

tion of Llama 3.1-8B-Instruct for each task and 551

normalized it by the number of correct answers 552

(i.e., achieving a semantic accuracy of 1). The re- 553

sulting metric, ATC, represents the average token 554

consumption per correct answer, allowing us to as- 555

sess the trade-off between accuracy and resource 556

expenditure. As shown in Figure 7, our method con- 557

sistently consumes fewer tokens per correct answer 558

across all tasks, demonstrating superior resource 559

efficiency while maintaining answer quality. 560

HotpotQA 2WiKimultihop MuSiQue AVG
0

20000

40000

60000

80000

100000

T
o
k
e
n
s

DataSets

 Self_Ask
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Figure 7: Statistics on the average number of tokens
consumed to correctly answer a question for DEC and
three baselines across three datasets.

6 Conclusions 561

In summary, our study presents a novel RAG 562

paradigm. The DEC utilizes LLMs to directly gen- 563

erate logical reasoning chains, thereby minimizing 564

the introduction of hallucinated information. It 565

also employs iterative query rewriting to incorpo- 566

rate key details that may have been overlooked dur- 567

ing the reasoning and querying processes. Further- 568

more, in the document retrieval phase, we imple- 569

ment a query strategy enhanced by discriminative 570

keywords, effectively improving the recall rate of 571

crucial documents. Experimental results indicate 572

that across multiple datasets and assessments using 573

commercial closed-source and lightweight LLMs, 574

our method achieves—or even exceeds—the per- 575

formance of existing approaches while consuming 576

significantly fewer computational resources. Mean- 577

while, our approach also excels in identifying unan- 578

swerable questions. These advantages are particu- 579

larly notable when applied to lightweight models 580

with lower parameter counts. 581
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Limitations582

Although the framework proposed in this paper583

demonstrates encouraging results, there are still584

some limitations:585

Our approach heavily relies on the high-quality586

decomposition and knowledge supplementation of587

complex questions, especially when dealing with588

multiple sub-questions. The effectiveness of this589

process depends on the semantic understanding of590

the initial question and the accurate supplementa-591

tion of relevant knowledge. If the initial decompo-592

sition or knowledge supplementation is insufficient593

or biased, it may lead to failure in subsequent rea-594

soning and retrieval, thus affecting the accuracy of595

the final answer.596

Although we have achieved significant perfor-597

mance improvements on lightweight LLMs, the598

gap in reasoning and expressive capabilities due599

to differences in model scale remains substan-600

tial. When faced with highly complex questions,601

lightweight models in our approach still struggle602

to reach the performance of LLMs with a higher603

parameter count.604

Ethics Statement605

This study leverages large-scale language models606

to implement decomposition of reasoning chains607

and enhancement of retrieval, aiming to improve608

the response effectiveness for multi-hop questions.609

Throughout the research process, we strictly adhere610

to academic ethical standards to ensure the rigor611

and effectiveness of the work. With the exception612

of the GPT series models, all datasets, models, and613

methods used are publicly available and free to614

access, providing a high level of transparency and615

reproducibility for the experiments. We strive to616

use open-source data and frameworks to minimize617

potential biases as much as possible and promote618

fairness. Meanwhile, we ensure that our research619

does not harm any individual or group, nor does620

it involve any form of deception or information621

misuse.622
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A Implementation Details834

To ensure experimental generalizability and repro-835

ducibility, both the generator and retriever com-836

ponents were implemented with default parame-837

ter configurations. Specifically, we deployed the838

Llama model on a single NVIDIA A6000 GPU839

using the vLLM (Kwon et al., 2023) framework,840

while the E5 retriever was constructed through the841

FlashRAG (Jin et al., 2024) framework.842

For the number of retrieved texts, we have made843

effort to adhere to the original configurations of the844

respective methods to ensure fairness. Specifically,845

Self-Ask selects the top three most relevant docu-846

ments per iteration; GenGround employs a batch847

verification strategy by selecting three documents848

based on relevance per batch, with a maximum849

of three batches (i.e., a total of nine documents);850

SearChain, due to methodological constraints, se-851

lects only the single most relevant document for852

answer modification in each iteration; the DEC853

method selects the two most relevant documents854

from the top 10 along with documents that match855

specific keywords; and Direc RAG uses the top 10 856

most relevant documents per iteration. 857

For the training of the EK model, we employ the 858

Llama-3.2-3B-Instruct architecture (Dubey et al., 859

2024) as the base model, utilizing Low-Rank Adap- 860

tation (LoRA) for efficient parameter fine-tuning 861

with a learning rate of 5e-5 and training for two 862

batches. We completed the aforementioned train- 863

ing using the LLaMA Factory (Zheng et al., 2024) 864

framework. The model achieves convergence after 865

30 minutes of training on a single NVIDIA A6000 866

GPU, leveraging a dataset of 1,000 multi-hop ques- 867

tion answering samples. 868

B Ablation Study Details 869

To thoroughly investigate the roles of the key com- 870

ponents in our proposed DEC method, we designed 871

the following ablation experiments: 872

w/o EK: In this variant, the keyword extrac- 873

tion step is removed and document retrieval is per- 874

formed using only the rewritten query (selecting 875

the top three most relevant documents each time). 876

This configuration is intended to verify the role of 877

the keyword extraction module in filtering discrim- 878

inative retrieval cues. 879

To validate the improvement of the EK model 880

on the recall rate of golden documents, we con- 881

ducted systematic comparative experiments on the 882

2WikiMultihopQA dataset. As shown in Table 3, 883

after applying the EK model for keyword extrac- 884

tion–enhanced retrieval, the number of successfully 885

matched documents increased significantly from 886

861 (70.69%) with the baseline method to 1009 887

(82.84%). In particular, in the full recall evaluation 888

at the question level, the complete recall rate of 889

golden documents improved from 46.6% (233/500) 890

to 65.6% (328/500), representing a relative increase 891

of 40.8%. These results indicate that the EK model 892

effectively increases the coverage of relevant doc- 893

uments during retrieval, thereby significantly en- 894

hancing the likelihood of fully recalling the gold 895

Metric DEC w/o EK

Total Docs 1218 1218
Successful Matches 1009 861
Document Matching Ratio 82.84 70.69 (↓14.7%)
Fully Recalled Questions 328 233
Fully Recalled Ratio 65.60 46.60 (↓29.0%)

Table 3: Comparison of Retrieval Performance with
and without the EK Model on the 2WikiMultihopQA
Dataset
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documents for complex questions.896

w/o QR: Here, the question rewriting step is897

omitted, and retrieval relies solely on the sub-898

questions generated in the initial reasoning chain,899

while all other procedures remain identical to those900

in DEC. This variant examines the effectiveness of901

the question rewriting module in enriching query902

information and integrating the QA history.903

w/o COT: In this setup, the reasoning chain904

generation step is excluded. Instead, document905

retrieval and answer generation are carried out di-906

rectly using the original complex query in conjunc-907

tion with keyword extraction. This setting validates908

the importance of decomposing the question into909

a multi-step reasoning chain for enhancing both910

retrieval and inference performance.911

Furthermore, to demonstrate the superiority of912

our strategy—generating a reasoning chain prior to913

rewriting the query—we also compare against the914

typical iterative sub-question generation method,915

Self-Ask, as well as a variant of Self-Ask that in-916

corporates a keyword extraction retrieval module917

(denoted as Self-Ask w/EK).918

C Performance evaluation details919

C.1 Handling Unanswerable Questions920

In order to conduct a comprehensive evaluation921

of the performance disparities between our model922

and baseline approaches for unanswerable question923

detection, we selected the MuSiQue-Full subset924

from the MuSiQue benchmark dataset as the exper-925

imental platform. This subset is particularly char-926

acterized by its construction of contrastive pairs927

that consist of both answerable and unanswerable928

questions. In contrast to the MuSiQue-Ans dataset,929

which solely comprises answerable questions, the930

MuSiQue-Full subset introduces unanswerable con-931

trastive questions, thereby establishing a more strin-932

gent evaluation setting. This setup effectively miti-933

gates the risk of model exploitation via irrelevant934

reasoning paths, providing a more robust founda-935

tion for assessing the model’s multi-hop reasoning936

capabilities and overall robustness. Due to compu-937

tational resource constraints, we randomly selected938

200 multi-hop questions from the validation set of939

MuSiQue-Full to form the test set for this experi-940

ment.941

Besides the standard binary classification met-942

rics, including Accuracy, Precision, Recall, F1-943

Score, and Specificity, we also introduce two sup-944

plementary metrics to assess the model’s accuracy945

in answering questions and distinguishing between 946

correct and incorrect responses. 947

Eval. Metrics Self Ask GenGround DEC (Ours)

Accuracy 53.00 56.00 63.13
Precision 62.22 58.25 75.41
Recall 26.67 57.14 44.23
F1-Score 37.33 57.69 55.76
Specificity 82.11 54.74 84.04
C Acc 21.43 35.00 58.70
O Acc 42.00 36.50 53.54

Table 4: MuSiQue-Full Evaluation Metrics Comparison

(1) Conditional Accuracy (C Acc) Conditional 948

accuracy refers to the proportion of correct answers 949

when the model predicts a question as answerable 950

and the question is indeed answerable. It is calcu- 951

lated as: 952

CA =
Correct Answers

TP + True Answerable Subset of FP
(11)

953

Note: If the model predicts the question as answer- 954

able but the question is actually unanswerable (i.e., 955

FP), then the accuracy field is invalid and must be 956

excluded. 957

(2) Overall Accuracy (O Acc) To compre- 958

hensively evaluate the model’s end-to-end perfor- 959

mance, we combine both the answerability pre- 960

diction and the correctness of the answers. This 961

holistic evaluation is captured by the overall accu- 962

racy metric. Overall accuracy evaluates the model’s 963

performance under the following two conditions: 964

• Correctly abstaining from answering unan- 965

swerable questions (TN), 966

• Correctly answering answerable questions 967

with correct answers (TP and accuracy=true). 968

It is computed as: 969

Overall Accuracy =
TN + TPacc

Total Number of Samples
(12) 970

where TPacc denotes the true positives with correct 971

answers. 972

Among the aforementioned evaluation metrics, 973

the accuracy metric for answerable questions is 974

determined using semantic accuracy (ACC† 4.2). 975

The specific results of our method compared to the 976

baseline in this experiment are shown in Table 4. 977
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C.2 Saving Computational Resources978

In the experiment, we simultaneously recorded the979

token consumption for each method when solving980

500 questions from different datasets using Llama981

3.1-8B-Instruct, as well as the average number of982

tokens required to correctly answer a single ques-983

tion (ATC). The specific data is shown in Table 5.984

method Tok. Cons ATC

HotpotQA
Self_Ask 3074644 16529.38
SearChain 3281899 14916.61
GenGround 4882838 24660.80
DEC (Ours) 2400690 9719.08

2WikiMultiHopQA
Self_Ask 2760014 12660.61
SearChain 2988310 13645.25
GenGround 4530000 26964.29
DEC (Ours) 2349779 10536.37

MuSiQue
Self_Ask 3161428 41599.00
SearChain 3401388 39096.14
GenGround 5117786 88237.69
DEC (Ours) 3035764 32299.21

Table 5: The resource consumption of different meth-
ods.

985

D Prompts986

This section details the methods we employed and987

the prompts used during the experiments. Note that988

the examples given in the prompts were not part of989

the dataset used for testing.990
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Prompt for semantic accuracy

You are an experienced linguist who is responsible for evaluating the correctness of the generated
responses.

You are provided with question, the generated responses and the corresponding ground truth answer.

Your task is to compare the generated responses with the ground truth responses and evaluate the
correctness of the generated responses.

##Example:

Example_1:

User input:

-Question: The city where Alex Shevelev died is the capital of what region?

-Ground-truth Answer: the Lazio region

-Prediction: the answer is Lazio

Model output:

-Correctness: yes

Example_2:

User input:

-Question: Which drink is larger, the Apple-Kneel or the Flaming volcano?

-Ground-truth Answer: The flaming volcano

-Prediction: The Apple-Kneel

Model output:

-Correctness: no

Now analyze the following question.Please be sure to output in the agreed format.

User input:

-Question: question

-Ground-truth Answer: {answer}

-Prediction: {prediction}

Model output:

Table 6: Prompt for semantic accuracy
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Prompt for Dynamic context-enhanced query rewriting

You are an auxiliary query assistant who modifies queries to better find answers to solve problems.

Follow these precise steps:

1. Dependency Check: For each sub-question, identify if it depends on the answer to any previous
sub-question.

- State the dependency reason if it exists, otherwise, state "None".

2. Dynamic Adjustment: Modify the sub-question to include necessary information if a dependency is
present.

- If no change is required, keep the original sub-question.

### Input Data:

- Key_Question:The key question that ultimately needs to be answered. The modified sub-questions
should be queries that can provide crucial information for answering this question.

- Previous_QA_History: "The question-and-answer history of previous sub-questions, which provides
crucial information for solving the key question and for the rewriting of subsequent sub-questions.

- Modifiable_Question: The sub-questions that need to be modified.

### Format your output as follows:

Inference_process: Dependency reason or ’None’ if not dependent

Modified_question: Modified sub-question or original if no changes are required

##Example:

- Key_Question:When was the founder of craigslist born?

- Previous_QA_History:

sub_question_1:Who was the founder of craigslist?, sub_answer:Craigslist was founded by Craig
Newmark.

- Modifiable_Question:"When was him born?"

Inference_process: The sub-question "When was him born?" depends on the answer to sub-question_1
because "him" refers to the previously identified founder, Craig Newmark. Modified_question: When
was Craig Newmark born?

Now analyze the following question. Please be sure to output in the agreed format.

User input:

- Key_Question:{question}

- Previous_QA_History:{history}

- Modifiable_Question:{sub_question}

Model output:

Table 7: Prompt for Dynamic context-enhanced query rewriting
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Prompt for answering sub_question

Answer the following question briefly based on relevant information:

Question: {sub_question}

Context: {rel_text}

Prompt for reasoning through the chain of thought to the answer

Synthesize an answer to the original question based on the answers to sub-questions:

"Your reasoning process should be separated into two fields from the answer. In the answer field, please
provide the answer as concisely as possible. The answer should be given in the form of words or
phrases as much as possible.

### Input Data:

- Original_Question:The key question that ultimately needs to be answered.

- Evidence:Question-and-answer pairs of the sub-questions split from the original question, which are
used to answer the final original question.

### Format your output as follows:

Inference_process: Your reasoning process

Answer: Modified Provide answers as concisely as possible

##Output Example:

Inference_process: Based on the sub-questions and answers, I identified the series that matches the
description as Animorphs, a science fantasy young adult series told in first person. The series has
companion books that narrate the stories of enslaved worlds and alien species, which aligns with the
nature of the companion books in the Square Enix series.

Answer: Animorphs

Now analyze the following question. Please be sure to output in the agreed format.

User input:

- Original_Question:{question}

- Evidence:{history}

Model output:

Table 8: Prompt for reasoning through the chain of thought to the answer
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Prompt for Direct CoT

You are a question-answering system capable of constructing a reasoning chain based on your world
knowledge. Given the input question, follow these steps to infer the answer:
1. Break down the question and identify key facts that will help in the reasoning process.
2. Use your world knowledge to find relevant information that can help answer the question.
3. Build a chain of inferences leading to the final answer.
4. Format the output as follows:
- First, list the reasoning steps, clearly numbered.
- Then, conclude with the final answer in the format:
’So the final answer is: <answer>’
Example:
Question: What government position was held by the woman who portrayed Corliss Archer in the film
Kiss and Tell?
Inference_process:
1. Kiss and Tell is a 1945 American comedy film starring then 17-year-old Shirley Temple as Corliss
Archer.
2. Shirley Temple Black was named United States ambassador to Ghana and to Czechoslovakia and
also served as Chief of Protocol of the United States.
So the final answer is: Chief of Protocol
Now, given the following question, please provide the inference process and the final answer.
Question: question

Prompt for Direct RAG

You are a question-answering system capable of combining world knowledge and information from
provided documents to answer a question. Given the input question and a list of relevant documents
retrieved based on the question, please follow these steps:
1. Read through the provided documents and identify relevant information.
2. Filter out irrelevant or redundant information and focus on the most useful content.
3. Combine the knowledge from the documents with your own world knowledge to construct a
reasoning chain.
4. Format the output as follows:
- First, list the reasoning steps, clearly numbered, describing how you combined the information from
the documents with your world knowledge.
- Then, conclude with the final answer in the format:
’So the final answer is: <answer>’
Example:
Question: What government position was held by the woman who portrayed Corliss Archer in the film
Kiss and Tell?
Documents:
1. "Kiss and Tell" is a 1945 American comedy film starring Shirley Temple as Corliss Archer.
2. Shirley Temple Black served as U.S. ambassador to Ghana and Czechoslovakia and was also
appointed Chief of Protocol.
3. The film was a major success in the 1940s, helping Shirley Temple become one of the most famous
child stars of the era.
Inference_process:
1. The film "Kiss and Tell" featured Shirley Temple as Corliss Archer.
2. Relevant documents indicate that Shirley Temple Black later became a U.S. ambassador to two
countries and served as Chief of Protocol.
3. Combining this with world knowledge about Shirley Temple’s later career, the most relevant position
she held was Chief of Protocol.
So the final answer is: Chief of Protocol
Now, given the following question and documents, please provide the inference process and the final
answer.
Question: {question}
Documents:
{documents}

Table 9: Prompt for reasoning through the chain of thought to the answer
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