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Abstract— Cooperative perception for connected and auto-
mated vehicles is traditionally achieved through the fusion
of feature maps from two or more vehicles. However, the
absence of feature maps shared from other vehicles can lead
to a significant decline in 3D object detection performance
for cooperative perception models compared to standalone
3D detection models. This drawback impedes the adoption of
cooperative perception as vehicle resources are often insufficient
to concurrently employ two perception models. To tackle this
issue, we present Simultaneous Individual and Cooperative
Perception (SiCP), a generic framework that supports a wide
range of the state-of-the-art standalone perception backbones
and enhances them with a novel Dual-Perception Network
(DP-Net) designed to facilitate both individual and cooperative
perception. In addition to its lightweight nature with only 0.13M
parameters, DP-Net is robust and retains crucial gradient
information during feature map fusion. As demonstrated in
a comprehensive evaluation on the V2V4Real and OPV2V
datasets, thanks to DP-Net, SiCP surpasses state-of-the-art co-
operative perception solutions while preserving the performance
of standalone perception solutions. The source code can be
found at https://github.com/DarrenQu/SiCP.

I. INTRODUCTION

Automated vehicles rely on standalone perception models
to detect and comprehend 3D objects in their surrounding
environment through individual sensors. Cooperative percep-
tion, on the other hand, allows multiple vehicles to collab-
orate, enhancing their collective environmental awareness.
Traditionally, these two modes of perception were studied
in isolation, as shown in Figure 1 (a) and (b), neglecting
the synergies between them. The significance of concurrently
addressing these two facets was undervalued.

In the realm of cooperative perception, researchers com-
monly adapt solutions from individual perception to collab-
orative settings. This adaptation involves expanding popular
standalone 3D detection models, such as PointPillars [1],
SECOND [2] and VoxelNet [3], by fusing feature maps to
become a cooperative perception models like F-Cooper [4],
AttFuse [5], V2X-ViT [6] and CoBEVT [7]. With the ex-
ception of F-Cooper, most alternative methods require the
sender to modify its local feature data to match the receiver’s
viewpoint prior to transmission, which proves to be imprac-
tical. The impracticality arises due to the potential existence
of multiple receivers, and executing numerous transforma-
tions and transmissions of local feature maps introduces
substantial computational and network overhead, making the
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Fig. 1: Different approaches to 3D perception. In (a), indi-
vidual perception uses local sensor data for object detection.
Cooperative perception, shown in (b), combines data from
various vehicles to enhance the ego-vehicle’s perception. Si-
multaneous Individual and Cooperative Perception (SiCP), as
depicted in (c), supports both functionalities simultaneously.

entire process excessively costly. More importantly, the core
problem with these cooperative perception models is their
inability to effectively handle individual perception tasks.
This concern is critical because, in real-world scenarios,
there may not always be a sender vehicle available to share
perception information. In such cases, ego vehicle must
rely solely on its own perception capabilities to understand
its environment. Our experiments indicate that cooperative
perception models, as presented in Figure 1 (b), significantly
lag behind the standalone perception model, as shown in
Figure 1 (a), in performance on individual perception tasks.

This performance gap highlights the limitations of cooper-
ative perception models in object detection scenarios where
data is not shared between vehicles. A fundamental challenge
arises from the divergence in features extracted from data
of individual vehicles and multiple cooperating vehicles.
The impact of these disparities remains poorly understood.
To bridge this gap and pave the way for more robust and
accurate automated vehicle perception systems, we explore
the possibility of combining individual and cooperative
perception to develop a unified framework that seamlessly
integrates both individual and cooperative perceptions for
connected and automated vehicles.
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A. Proposed Solution
We present a pioneering perception framework, called

SiCP (Simultaneous Individual and Cooperative Perception),
to handle both individual and cooperative perceptions simul-
taneously, as illustrated in Figure 1 (c). The SiCP architecture
is composed of three key components: a feature extractor, a
feature processor, and a detection head. Initially, each vehicle
utilizes an identical feature extractor to generate features
suitable for both individual perception and cooperative per-
ception tasks. We devise a novel feature processor, named
the Dual-Perception Network (DP-Net), to proficiently man-
age local features for individual perception and integrate
fused features from neighboring vehicles for cooperative
perception. In situations where features from neighboring
vehicles are unavailable, DP-Net relies on the ego vehicle’s
local feature map for individual perception tasks. When such
features are accessible, they are first transformed to the
ego vehicle’s perspective and then fused with ego vehicle’s
local feature map. The DP-Net effectively merges Bird’s Eye
View (BEV) feature maps by concatenating and condensing
them into a single-channel feature map. This condensed
map undergoes further processing through two convolutional
layers, resulting in a weighted map. This weighted map plays
a crucial role in adjusting the ego vehicle’s local feature map,
while its complementary counterpart modifies the feature
map received from other vehicles. The adjusted feature maps
are then concatenated and reshaped to the desired output
size, successfully integrating information from neighboring
vehicles in cooperative perception scenarios.

In terms of practical implementation, we embrace an
approach akin to First-Come-First-Serve (FCFS), wherein
the feature map of the ego vehicle is fused with those of
the initially received neighbors, eliminating the necessity to
await additional features before initiating the fusion process.
The resulting fused feature set is fed into the detection head,
where it undergoes processing to generate classification and
regression results for cooperative perception tasks. In cases
where no additional features are received, the original local
feature map is processed by the same detection head to
complete individual perception tasks. This approach ensures
seamless integration of individual and cooperative percep-
tion, thereby improving overall efficiency and accuracy of
the connected and automated vehicle perception system.

B. Main Contributions
The contributions of this work are as follows:
• For the first time, we recognize the significance of em-

ploying a single 3D object detection network for simul-
taneous individual and cooperative perception within
connected and automated vehicles. We present the SiCP
framework as a novel solution to fill this gap.

• The proposed DP-Net is an innovative Plug-and-Play
module as it can be seamlessly integrated into other
standalone 3D detection models, enabling simultaneous
individual and cooperative perception.

• The proposed DP-Net is also a lightweight compo-
nent, comprising just 0.13M parameters, representing a

mere 1.7% increase from the standalone 3D perception
model [1].

• The proposed DP-Net exhibits robustness in addressing
alignment errors caused by asynchronous communica-
tion and inaccurate localization between vehicles.

II. RELATED WORKS

A. Individual Perception

LiDAR-based 3D object detection plays a crucial role
in the perception system of automated vehicles, effectively
aiding in determining the size, position, and category of
nearby 3D objects. Currently, standalone 3D object detection
models fall into two main categories: point-based and voxel-
based. Point-based models, such as those proposed in [8], [9],
[10], directly process unstructured point clouds, extracting
features directly from the raw data. On the other hand, voxel-
based methods, as exemplified by [3], [2], [1], transform
point clouds into structured voxel or pillar formations. These
methods adeptly balance computational performance with
capturing essential spatial details. Despite their strengths,
both point-based and voxel-based methods face limitations
in perception range and accuracy due to sensor constraints
and the complexity of real-world road conditions. To address
these challenges, there is a growing trend towards coopera-
tive perception, which involves combining data from multiple
vehicles, enhancing detection capabilities and overcoming
individual perception limitations.

B. Cooperative Perception

Cooperative perception solutions for connected and auto-
mated vehicles classified into early fusion [11], [12], deep
fusion [4], [5], [6], [7], [13], [14], [15], [16], [17], [18], [19],
[20], [21], [22], [23], and late fusion. Among these, the deep
fusion strikes a balance between bandwidth and detection
performance, making it widely embraced in the literature.

Activation function based deep fusion. Initially intro-
duced in [4], F-Cooper employs the maxout operation for
feature map fusion. CoFF [15] enhances F-Cooper by incor-
porating feature enhancement techniques. Despite advance-
ments, these solutions grapple with challenges stemming
from heterogeneity of feature maps originating from different
vehicles. Even when focusing on the same region, perceptual
differences can result in significantly varied features.

Attention based deep fusion. AttFuse [5] incorporates
a self-attention operation for feature fusion. Despite its
effectiveness, the solution overlooks nearby features, missing
out on crucial information locality. V2X-ViT [6] introduces
a unified transformer architecture for heterogeneous multi-
agent perception, while CoBEVT [7] presents a generic
transformer-based framework. While these solutions con-
sider self-attention relations among all points in feature
maps, making them computationally intensive, they are less
focused on specific regions. Other models adopt diverse
strategies for feature fusion from various perspectives. For
instance, Where2comm [13] introduces a spatial confidence
map to capture the spatial diversity of perceptual data,



Fig. 2: An overview of the SiCP architecture showcases its components: a feature extractor, a feature processor (DP-Net),
and a detection head. All vehicles have identical feature extractors producing fusible features. The feature processor manages
local features Fego for individual perception and fused features F ∗

ego for cooperative perception. Features from other vehicles
(e.g., Fj) are transformed to the ego vehicle’s perspective and then performs a complementary fusion with the local features
of the ego vehicle. The resulting feature F ∗

ego is then processed by the detection head to generate classification and regression
results for either individual or cooperative perceptions.

effectively minimizing communication bandwidth. Addition-
ally, CoAlign [14] introduces a novel hybrid collaboration
framework designed to address pose errors. Furthermore,
Camera-LiDAR frameworks enhance cooperative perception
with camera support [18].

While these methods demonstrate excellence in coopera-
tive perception, they often overlook the models’ processing
capabilities for individual tasks. In contrast, our proposed
approach not only excels in cooperative perception but also
ensures outstanding performance in individual perception.

III. METHODOLOGY

This section outlines the major components of the
SiCP (Simultaneous Individual and Cooperative Perception)
framework, illustrated in Figure 2. The framework comprises
three key elements: a feature extractor, a Dual-Perception
Network, and an unified detection head. We adopt the back-
bone of PointPillars [1] as our feature extractor, aiming for
an optimal balance between effectiveness and efficiency in
3D object detection. We propose the Dual-Perception Net-
work (DP-Net) that seamlessly integrates with the existing
backbone (Section III-A), adeptly processing local features
for individual perception and fusing features from multiple
vehicles for cooperative perception. We employ a unified
detection head (Section III-B) to process features for both
individual and cooperative perception tasks. The proposed
solution operates on the premise of vehicular trustworthi-
ness, with all vehicles employing the same machine-learning
model for executing their object detection tasks.

A. Dual-Perception Network (DP-Net)

The proposed DP-Net module ensures that the individual
perception process and cooperative perception process run
in parallel. Moreover, the resulting feature maps, whether
for individual or cooperative perception, should be com-
patible with each other and capable of being processed

by a unified detection head. Specifically, DP-Net executes
operations based on whether the ego vehicle has received fea-
tures from neighboring vehicles. In the absence of received
features, DP-Net continues utilizing current ego vehicle’s
feature maps, thereby guaranteeing its individual percep-
tion performance. Upon receiving features from neighboring
vehicles, DP-Net performs a perspective transformation on
these features before forwarding them to the fusion module
for integration. We will delve into the critical endeavor of
effectively fusing feature maps in Sections III-A.1 and III-
A.2.

1) Receiver-Agnostic Feature Sharing: To enable coop-
erative perception through deep fusion, vehicles must share
their locally generated features with nearby vehicles. Achiev-
ing efficient vehicular communications requires implement-
ing a receiver-agnostic feature-sharing approach, wherein the
sender does not need to know the location and pose of
the potential receivers. However, implementation of existing
methods often require transforming LiDAR data or feature
maps into the perspective of the receiving vehicle before
transmission [5], [6], [24], [25], [26]. In scenarios involving
multiple receiving vehicles, this results in creating and trans-
mitting multiple versions of the same feature maps, leading
to significant network traffic and computational demands on
the sending vehicle. Alternatively, the sending vehicle can
optimize its communication by broadcasting its local feature
map to all nearby vehicles. In this approach, the sending
vehicle shares not just its feature map but also its current lo-
cation and pose information. Upon receiving a shared feature
map, the recipient vehicle performs feature transformation
using the Affine Transformation technique [14].

2) Complementary Feature Fusion: An essential element
of the DP-Net is a fusion module that efficiently merges the
received feature map with the locally generated one on the
ego vehicle. This fusion mechanism depends on preserving
gradients within the feature maps earmarked for integration.



Fig. 3: Complementary Feature Fusion efficiently merges two BEV (Bird’s Eye View) feature maps by learning a weighted
map. Initially, it concatenates the two feature maps and condenses them into a one-channel feature map, using a 1x1
convolutional operation. This resultant feature map undergoes processing through two convolutional layers, generating the
weighted map M . M adjusts the ego vehicle’s local feature map, whereas the complementary weighted map (1 − M)
modifies the received feature map. Finally, the two feature maps are concatenated and reshaped to the size of H ×W ×C.

Gradients Matter in Fusion. Our study has uncovered
a useful insight into the features associated with vehicle
objects. As depicted in Figure 4, features located near the
edges of a vehicle exhibit distinct characteristics, however,
the central regions of the object lack distinctive features. This
occurrence can be attributed to the scarcity or absence of
LiDAR-generated points within the internal empty spaces of
a vehicle. In contrast, the vehicle’s body effectively reflects
LiDAR signals, generating strong features.

Differences in the LiDAR point cloud data acquired by
different vehicles can result in varying features for the same
object/vehicle. Due to occlusions, the receiver has difficulty
in capturing meaningful features for one object, indicated
by the red box in Figure 4 (b). Consequently, the resulting
feature maps might misinterpret these regions as background,
resulting in relatively larger numerical representations. When
the feature maps from the sender and receiver are fused using
F-Cooper [4] method (maxout function), the gradients in the
sender’s features vanish due to the influence of the larger
numbers in the receiver’s feature map.

Fig. 4: Gradient information is lost during the fusion of
feature maps. In (a), a receiver’s feature map clearly indicates
six objects but misinterprets one object (red rectangle, as
shown in (b)) in the sender’s feature map. Upon fusion of
these maps using the maxout function, the gradients of this
particular object (red dotted rectangle) vanish, as shown in
(c). Our method can effectively preserve the gradient during
the feature fusion process, as shown in (d).

Gradients Perseverance in Fusion. Expanding on the
insights derived from the above analysis, we present a

novel fusion module. This fusion process is named as com-
plementary feature fusion, as illustrated in Figure 3. The
pipeline is designed not only to prioritize the retention of
gradients during the fusion process but also to harness the
complementary data contributed by other vehicles.

Let’s assume the ego vehicle receives a feature map Fj

from another automated vehicle j, along with its pose Pj and
location Lj information. Based on the Affine Transformation
Ψ(·), we warp the sender’s feature map to the ego-vehicle’s
perspective to get the transformed feature map F ′

j = Ψ(Fj).
We concatenate the ego vehicle’s feature map Fego and
the transformed F ′

j . The concatenated feature map is then
processed by a 1 × 1 convolutional layer. This process can
be summarized as

Φ = Conv(Fego ∥ F
′

j) ∈ RH×W (1)

where Φ is the resulting feature map, ∥ denotes the concate-
nation operation. Here, we utilize a 1x1 convolutional oper-
ation to handle stacked feature maps and produce a unified
single-channel feature map. This step can be substituted with
similar operations such as maxout or averaging operations.

To make use of the aggregated feature map, we follow it
with a second operation to fully capture spatial dependencies.
Specifically, we employ a the following operation to get a
weight map M̃ ∈ RH×W :

M̃ = Φ⊕ (σ (BN (Conv (δ (BN (Conv (Φ))))))) (2)

where BN denotes the Batch Normalization [27], δ and σ
refer to the ReLU and Sigmoid functions [28], and ⊕ denotes
element-wise summation. Here, we apply two layers of 3×3
convolutional operations.

Next, we normalize M̃ to get a normalized weighted map
M , in which all the numbers range within [0, 1]. As M is
used to weigh and fuse features from two feature maps, we
adjust M as follows. For any element mij in M , we have

mij =

{
mij , mij ∈ Fego ∩ F ′

j

0, otherwise
(3)

As such, the weight map M only provides clues to fuse
features within the overlapping area between Fego and F ′

j .



While for the non-overlapping area, the weight map is always
0. This implies the ego vehicle does not consider other
vehicles’ data but only relies on its own to detect objects.

After fusing with the received feature map, the ego vehi-
cle’s feature map will be updated to F∗

ego ∈ RC×H×W by
the following operations:

F∗
ego = Conv

(
(M ⊗Fego) ∥

(
(1−M)⊗ F

′

j

))
(4)

where ⊗ denotes the element-wise multiplication. Note that
the weight map M is responsible for adjusting the ego
vehicle’s location feature map, while the complementary
weight map (1 − M) modifies the received feature map.
This means, in the fused feature map, each point is strongly
influenced either by the ego vehicle’s feature or by the other
vehicle’s feature, but not both simultaneously.

B. Detection Head

The DP-Net we propose generates two potential outcomes:
the feature map of the ego vehicle and the fused feature map.
To maintain compatibility with existing detection models,
it is crucial to establish a unified detection head capable
of efficiently handling both types of feature maps. In this
context, we employ a single detection head to manage both
individual and cooperative perception, ensuring that the loss
functions for each scenario share a consistent format. The
loss function utilized in our model aligns with the one
employed in the PointPillars model [1].

To realized effective training, we need to ensure an equi-
table distribution of training data for individual and cooper-
ative perception tasks. To conserve computational resources,
conducting additional training rounds is unfeasible. Both
individual and cooperative perception components in the
proposed model must be trained using a single input data and
labels. Therefore, the total number of training rounds remains
constant. Specifically, our methodology involves inputting
a single data instance, encompassing the raw local LiDAR
data and a feature map shared by another vehicle, into the
network. Then, backpropagations are applied, allowing the
individual perception and cooperative perception pipelines
to be trained jointly.

IV. EXPERIMENTS

Datasets. We conduct our evaluations on two exten-
sively used datasets: V2V4Real [29] and OPV2V [5]. Both
supporting Vehicle-to-Vehicle (V2V) cooperative perception
research by providing numerous annotated scenes to facil-
itate algorithm development and evaluation. V2V4Real is
a large-scale real-world dataset, collected by two vehicles
simultaneously in the same location, providing multi-view
sensor datastream. OPV2V is a simulation dataset featuring
a variety of virtual cities and environments, co-simulated
through OpenCDA [30] and CARLA [31].

In accordance with the particular training and testing
specifications of our model, we implement a First-Come-
First-Serve policy for each frame in both datasets. This
approach facilitates the utilization of data from two vehicles:
the ego vehicle and the sender vehicle.

Training. Our SiCP model enhances learning efficiency
through joint training of individual and cooperative per-
ception. The gradients obtained from these two tasks are
backpropagated sequentially to update the parameters of the
backbone, DP-Net, and the detection head. Due to the equal
amount of training data and identical backbone parameters,
the entire network receives an equivalent amount of train-
ing, regarding individual and cooperative perceptions. This
balanced training approach equips our model to effectively
handle SiCP tasks, even when dealing with limited training
data. It’s worth noting that our end-to-end training method
eliminates the need for pre-training any parameters. We train
the model with one Nvidia RTX 3090 GPU and employ the
Adam optimizer [32] with a learning rate of 0.001 and a
batch size of 1 in our model training process.
Inference. At the inference stage, following [29], [5], we
use the Average Precision (AP) metric to evaluate the per-
formance of all models on V2V4Real testset and OPV2V
testsets (Default and Culver). The evaluation used Intersec-
tion over Union (IoU) thresholds of 0.5 and 0.7, respectively.
Baselines. We construct baseline models specifically for
individual and cooperative perception for comparison with
the proposed SiCP method. In the individual perception task,
the baseline model is no fusion, employing the advanced
standalone 3D detection network PointPillars [1], alongside
several SOTA deep fusion models: F-Cooper [4], AttFuse [5],
V2X-ViT [6] and CoBEVT [7]. In the cooperative perception
task, the baseline model is late fusion, combining final pre-
diction outputs from multiple vehicles at a later stage, and the
same deep fusion models as in the individual perception task.
Notably, SiCP differs from established deep fusion baseline
models, where vehicles must first project their respective
point clouds onto the ego vehicle’s viewpoint; instead, our
implementation requires each vehicle to process the data
exclusively from its own perspective, reflecting real-world
data sharing scenarios between connected vehicles.

A. Quantitative Evaluations

In the comparative analysis, we evaluate our model against
existing benchmarks on two datasets from two different per-
spectives: individual perception and cooperative perception.
Our findings reveal that SiCP outperforms other cooperative
solutions, meanwhile, SiCP demonstrates satisfactory perfor-
mance for individual perception task.

Evaluation on V2V4Real dataset. In cooperative percep-
tion scenarios, our SiCP method demonstrates exceptional
performance on the V2V4Real Dataset, as depicted in Ta-
ble I. In a synchronization setting, where vehicles share
perception data instantaneously, SiCP dominates with an im-
pressive AP at an IoU=0.7. Notably, it surpasses CoBEVT [7]
by a significant margin of 9.5% in the critical 0-30m range at
this IoU, showcasing its strong, accurate, and reliable near-
range detection capabilities crucial for ensuring safety in
dense traffic environments. This improvement is attributed to
the incorporation of the complementary feature fusion, which
carefully merges two feature maps by learning optimized
weights for every position within the overlapping feature



TABLE I: Individual and Cooperative Perception Evaluation
on V2V4Real Dataset.

Method Individual Perception (AP@IoU=0.5/0.7)
overall 0-30m 30-50m 50-100m

F-Cooper No Fusion [4] 35.4/17.6 58.0/29.1 23.1/12.3 5.6/2.8
AttFuse No Fusion [5] 30.2/15.1 51.2/25.9 19.8/10.7 4.4/2.2
V2X-ViT No Fusion [6] 35.3/16.5 57.0/26.3 22.2/11.5 5.1/2.7
CoBEVT No Fusion [7] 37.7/20.5 58.1/34.2 22.4/10.8 4.9/2.7
PointPillars [1] 38.6/23.3 62.5/38.9 25.3/14.9 5.7/3.2
SiCP No Fusion(Ours) 38.0/22.3 60.4/37.9 24.2/12.4 4.1/2.0

Method Cooperative Perception (AP@IoU=0.5/0.7)
overall 0-30m 30-50m 50-100m

Late Fusion 42.2/24.1 67.4/32.6 25.3/10.9 11.7/6.7
F-Cooper [4] 47.7/20.2 67.9/31.7 31.0/13.6 23.5/7.2
AttFuse [5] 43.0/18.9 61.5/30.3 29.1/12.5 16.9/5.3
V2X-ViT [6] 49.2/20.2 70.7/30.3 31.0/14.2 26.9/8.5
CoBEVT [7] 51.0/23.0 68.4/34.2 34.9/15.1 26.7/8.8
SiCP (Ours) 50.0/25.6 71.6/43.7 35.8/16.0 26.5/8.9

map. The weights assigned to the ego vehicle and sender
vehicle are mutually complementary, aligning seamlessly
with the inherent logic of fusing feature maps.

In individual perception scenarios, where vehicles op-
erate without shared data from other vehicles, SiCP still
maintains a strong presence, particularly in near and mid-
range detection. Our SiCP solution showcases a significant
improvement, with its performance closely approaching that
of the advanced standalone model PointPillars [1].

Evaluation on OPV2V dataset. As shown in Table II,
our SiCP surpasses competing methods with a standout
71.89% AP at IoU=0.7, reflecting a 1.75% improvement over
the second-ranked V2X-ViT [6] in cooperative perception
scenarios. Particularly in the Culver test set, SiCP secures a
63.02% AP at IoU=0.7, outpacing V2X-ViT by a substantial
3.26% thanks to its innovative approach in fusing and
interpreting shared data among vehicles.

In individual perception scenarios, SiCP also exhibits
strong performance, closely matching the top standalone
model, PointPillars [1]. However, in the Default test set,
CoBEVT [7] and AttFuse [5] drops by 4.97% and 7%,
Moreover, in the Culver test set, CoBEVT [7] sees a further
drop of 8.1% at IoU=0.7. This underscores the significance
of considering individual perception in the design of coopera-
tive perception models. The strength of our model stems from
its specialized dedicated pipeline for individual perception,
utilizing features derived solely from the ego vehicle.

B. DP-Net is a Robust Module on Alignment Error

The DP-Net effectively handles alignment errors arising
from asynchronous communication and inaccurate local-
ization between vehicles. As shown in Figure 5 (a), adapting
to an asynchronous environment with a 100 ms communica-
tion delay, the resilience of SiCP becomes evident. In the 0-
30m range, it maintains robust performance at IoU=0.7 with
an AP of 41%, solidifying its ability to process delayed data
efficiently. SiCP’s AP exceeds that of its closest competitor
by 8.2%, underscoring its exceptional skill in near-range
detection despite the challenges posed by asynchronous

TABLE II: Individual and Cooperative Perception Evaluation
on OPV2V Dataset.

Method Individual Perception (AP@IoU=0.5/0.7)
Default test set Culver test set

F-Cooper No Fusion [4] 68.79 56.76 75.31 59.82
AttFuse No Fusion [5] 67.94 53.89 73.61 57.64
V2X-ViT No Fusion [6] 72.26 57.09 75.19 56.52
CoBEVT No Fusion [7] 70.36 55.92 70.99 54.11
PointPillars [1] 73.84 60.89 77.71 62.21
SiCP No Fusion(Ours) 73.72 60.89 76.36 61.28

Method Cooperative Perception (AP@IoU=0.5/0.7)
Default test set Culver test set

Late Fusion 77.03 62.95 75.59 58.45
F-Cooper [4] 79.71 63.95 68.26 48.86
AttFuse [5] 81.91 67.00 78.00 58.11
V2X-ViT [6] 85.62 70.14 79.09 59.76
CoBEVT [7] 84.77 68.11 75.22 55.42
SiCP (Ours) 85.64 71.89 79.10 63.02

communication. Furthermore, SiCP demonstrates exceptional
robustness to real-world challenges, specifically localization
errors between vehicles. Through experiments that introduce
Gaussian noise to simulate the errors (the noise is set to
x, y location and yaw angle), as illustrated in Figure 5
(b), SiCP consistently maintains its superior performance.
This showcases its ability to effectively manage inaccuracies
in vehicle positioning, underscoring its practical utility and
robustness in cooperative perception scenarios.
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Fig. 5: Robust response to asynchronous mode and local-
ization error. SiCP outperforms other SOTAs across both
datasets with IoU=0.7.

C. DP-Net is a Lightweight Plug-and-Play Module

We conduct a comparative analysis involving two pairs of
comparisons, each comprising an original backbone model
and the one extended by integrating DP-Net. The selected
standalone 3D detection backbones are two representative
network architectures in the field of 3D object detection:
PointPillars [1] and VoxelNet [3]. As demonstrated in
Table III, DP-Net consistently demonstrates improvement
across all baseline 3D detection backbones. These findings
underscore the generic applicability of DP-Net, suggesting
its potential to be integrated into other 3D object detection
frameworks. Moreover, the proposed DP-Net is a lightweight
solution as it does not significantly increase the number of
parameters requiring training, i.e., DP-Net consists of only
0.13M parameters. If the underlying backbone is PointPil-
lars, with a set of 7.27M parameters to be trained, the
introduction of DP-Net increases the overall parameters by



TABLE III: Existing 3D detection backbones can be ex-
tended with DP-Net to address cooperative perception.

Backbone Method Default AP@IoU Culver AP@IoU
0.5 0.7 0.5 0.7

PointPillars [1] - 73.84 60.89 77.71 62.21
+DP-Net 85.64 71.89 79.10 63.02

VoxelNet [3] - 72.99 62.13 71.86 59.95
+DP-Net 83.23 69.36 77.38 62.73

a mere 1.7%. With its lightweight design, SiCP achieves a
latency of just 37.84ms.

D. Qualitative Evaluations

More qualitative results for individual perception and
cooperative perception are presented in both datasets, shown
in Figure 6 and Figure 7. Specifically, (a) showcases de-
tection errors for F-Cooper, (b) illustrates errors for V2X-
ViT, (c) displays errors for CoBEVT, and (d) demonstrates
errors of SiCP. Regarding individual perception, both figures
highlights instances of false positive and false negative
detection results, attributed to incorrect feature extraction
in existing cooperative solutions methods while attempting
to address the individual perception task. In contrast, the
SiCP method incorporates both individual and cooperative
perception during feature extraction, leading to more precise
object detection results.

Regarding cooperative perception, our SiCP model also
exhibits significantly fewer false negative and false positive
detection results in comparison to (a) F-Cooper, (b) V2X-
ViT, and (c) CoBEVT. Notably, we observe a higher inci-
dence of false negative detections in cooperative perception,
compared to the individual perception. This is because any
erroneous fusion can generate features that fail to indicate
objects accurately, thereby causing false negatives. The su-
perior performance of SiCP is attributed to DP-Net, which
effectively fuses features and generates a more precise rep-
resentation of objects within the feature maps.

E. Ablation Study

To better understand how SiCP can simultaneously handle
individual and cooperative perception tasks, we conducted
ablation studies on the individual perception pipeline and the
complementary weight map. As evident from the results in
Table IV, the individual perception pipeline is crucial for
ensuring SiCP’s capability in individual perception tasks.
Meanwhile, the complementary weight map highlights the
importance of weighting feature maps in a complementary
manner, crucial for effective feature fusion. Together, these
components contribute to SiCP’s robustness in addressing
various perception challenges.

V. CONCLUSIONS

In conclusion, this study shows how to realize simultane-
ous individual and cooperative perception for connected and
automated vehicles. Our research demonstrates the feasibility
of handling both tasks within a single model, leading to

TABLE IV: Ablation Study on the Individual Perception
Pipeline and Complementary Weight Map (1 − M ) within
the Cooperative Perception Pipeline. Results are reported in
AP@IoU=0.7 on OPV2V dataset.

Individual Complementary Individual Cooperative
Perception Pipeline Weight Map Default Default

✓ 31.14 72.00

✓ 61.01 69.41

✓ ✓ 63.02 71.89

reduced memory usage in automated vehicles and minimized
overall interference time. This solution is highly practical,
given car manufacturers’ reluctance to implement separate
models for individual and cooperative perception due to
the associated high costs. The proposed DP-Net is versatile
and can be seamlessly incorporated into other standalone
3D object detection models, empowering them with the
capability of cooperative perception.
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