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Abstract

While machine learning models become more capable in discriminative tasks at
scale, their ability to overcome biases introduced by training data has come under
increasing scrutiny. Previous results suggest that there are two extremes of param-
eterization with very different behaviors: the population (underparameterized) set-
ting where loss weighting is optimal and the separable overparameterized setting
where loss weighting is ineffective at ensuring equal performance across classes.
This work explores the regime of last layer retraining (LLR) in which the unseen
limited (retraining) data is frequently inseparable and the model proportionately
sized, falling between the two aforementioned extremes. We show, in theory and
practice, that loss weighting is still effective in this regime, but that these weights
must take into account the relative overparameterization of the model.

1 Introduction

While discriminative machine learning has produced exceptional predictive power in many settings,
even the most expressive models have struggled to balance the accuracy of common (majority)
classes and rare (minority) classes. This comes as the most critical tasks, such as disease predic-
tion, fraud detection, and rare event monitoring are fundamentally extremely imbalanced. It has,
therefore, become critical to correct the existing majority bias even in the age of highly expressive,
overparameterized models.

Substantial research has gone into studying methods for correcting models for their majority bias,
and the most successful lines of research have been driven by the idea of last layer retraining
(LLR) [1} 2] By updating only the final linear layer of a large model, the number of parameters
to train is greatly reduced while still providing the flexibility to balance the accuracy for minor-
ity classes. In this setting, a variety of cost-sensitive methods have been investigated, including
weighted empirical risk minimization (WERM) sometimes called importance weighting [3]], down-
sampling [4! 3], and other corrected losses [5H10]. Each of these methods has shown compelling
empirical success in the LLR setting, improving the accuracy of minority classes or groups to match
that of majority groups. Despite this, theoretical and empirical evidence has shown that, for over-
parameterized models, wERM has no effect on the learned model whatsoever [11}12]]. How do we
reconcile this seeming contradiction when we are correcting large models?

Last layer retraining is often characterized by two quantities, the latent data dimension d (in-
put to the last layer) and the number of retraining samples n. The overparameterization ratio
§ = d/n € (0,00) has been used to breakdown the performance of the above-mentioned meth-
ods into two critical regimes: the populations setting (0 — 0) and the overparameterized setting
(0 > 1). For example, in the population setting, the methods described above for LLR have demon-
strated both empirical and theoretical success in the population regime [3]]. On the other hand, only
downsampling and CS-SVM have been successful in improving minority class accuracy when the
model is highly overparameterized, i.e., § > 1, and can separate the data [4} 9] [10]]. In this work, we
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consider the ratio ¢ in the understudied but highly relevant regime of § € (0, 1). This underparam-
eterized regime is critical because, in practice, the number of samples is often on the same order as
the number of parameters in the last layer retraining scenario.

In this underparameterized regime, we study the problem of obtaining loss weights which minimize
worst-class error (WCE) for binary classification. Our key contributions in this setting are as follows:

* We simplify the wERM optimization with any loss on a sample from a class-conditional Gaussian
distribution to a general system of four scalar equations for the setting where both d, n — oo

* For the setting above and the choice of square loss, we derive optimal asymptotic weighting as a
function of the overparameterization ratio 9.

* We compare this optimal weighting scheme to downsampling and show that optimal wERM out-
performs downsampling, especially when data is limited.

* Finally, we show that the trends described for simple Gaussian data in theory appear in real-world
image classification problems and that our optimal weighting scheme can outperform the classical
ratio of priors by leveraging the notion of an effective (latent) dimension.

1.1 Related Work

Importance Weighting in Separable Settings While wERM has been successful in practice, its
applicability in high-dimensional problems has been called into question. Soudry et al. [13], Ji
and Telgarsky [14], Gunasekar et al. [15]] explore implicit bias of gradient descent-type methods on
linear models and characterize the limiting model for a variety of loss families, including square
and logistic losses. Xu et al. [16] explicitly consider loss weighting in the implicit bias and find
that importance weighting on common losses does not alter the learned model, but can improve
the convergence rate in imbalanced settings. Byrd and Lipton [[L1]], Sagawa et al. [17] explore the
problem of importance weighting with a focus on deep models and find that larger models are less
affected by loss weighting than smaller models.

Overparameterized Learning Kini et al. [9]], Behnia et al. [18] study CS-SVM in the overparam-
eterized regime and show that in this setting the ineffectiveness of loss weighting can be overcome
by considering an altered loss, namely the vector scaling loss. Their theoretical results help to ex-
plain important behaviors for § > 1. Lyu et al. [8] study a similar loss for § > 0 and find that even
when § < 1, the margin-scaled loss can be helpful for mitigating model biases. Lai and Muthukumar
[LO] study margin-adjusted minimum norm interpolation in the overparameterized regime and show
that this can help to mitigate poor out-of-distribution generalization. Our work instead considers
loss weighting (as opposed to margin weighting) in the underparameterized regime.

Downsampling Chaudhuri et al. [4]] study downsampling in the context of separable SVM and
work with fixed d while scaling up the class means as n — oo. Their work utilizes extreme
value theory and finds that downsampling can improve WCE for several data distributions. Several
works empirically utilize downsampling in the LLR setting to improve subgroup fairness including
Kirichenko et al. [1], LaBonte et al. [[19], Stromberg et al. [20]. Our work focuses weighted learning
on inseparable dala and the proportional regime of § € (0, 1).

Population Risk Minimization In the population setting, Welfert et al. [3] study wERM, down-
sampling, and MixUp. They show that the first two are equivalent problems, and that all three result
in the same solution given n — oco. We instead focus on both d,n — oo at a fixed ratio which
can better explain practical settings like LLR where the number of data points and the number of
trainable parameters are on the same order.

2 Problem Setup

We denote deterministic vectors as z and their random counterparts as X. Matrices are denoted
X and their randomness is clear by context. We begin by defining the generative model and key
functions of interest.



2.1 Data and Metrics

We assume the following generative model for the latent data X and label Y:

v {—1 W.p. T_
1 W.p. T4

X|(Y =y) ~N(yp, 1)
with € R? and T € R4*? the identity matrix. Without loss of generality, we assume that T, < 7_
so +1 is the minority class. Assume we get n samples as (X ,y) € R™*4 x R™ following the above
distribution.

The key metric studied in this work is worst-class error (WCE) which provides a notion of fairness
for a given classifier. We can calculate the expected risk (error) on each class for a given linear
model (6, b) as follows:
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where s £ ||| € R is the signal strength, v £ ﬁ € R is the energy of 6 along u, o £

I€]] € R is the total energy of 8, and Q(+) is the standard @Q)-function. More details can be found in
Appendix [A.T] These three scalar quantities and the bias will be the focus of our analysis.

We can then calculate WCE as follows:
WCE(0,b) & max{R,,R_} )

In the sequel, we will make use the following function class: the Moreau envelope of a function f
is parameterized by A and defined as
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and can be thought of as a locally smoothed version of f. It is always continuously differentiable
with respect to « and A. The v that achieves the infimum above is given by the prox operator. We
will also make use of the partial derivatives of M which we denote as M (5 \) and M ,(7; )
for the partials with respect to the first and second arguments respectively. The second derivatives
are denoted similarly. See Appendix [A.3]for a full definition.

3 Asymptotic Analysis of Cost-Sensitive Last Layer Methods

We will now discuss our key theoretical results for both weighted and downsampled ERM in the
asymptotic setting where both d,n — oo such that § = d/n € (0, 1). Furthermore, we specialize in
the analysis for square loss for which we can derive closed form solutions.

3.1 Weighted ERM

We consider the weighted ERM problem

n
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where ¢ is the margin-based loss function of interest and is only required to be convex in its argu-

ment. We consider the special case of class weighting where, recalling that class 41 is the minority

class, we have
w = b vi=—l (5)
P, Yi = +1.

Although weighting of groups or other subsets of the data fits into our framework, we focus on class

weighting for clarity. We denote the solution to this problem by (8(p), b(p)). Note that we can
reparameterize this solution as (&(p),5(p), b(p)) with « and -y defined as in section

We begin by showing how this (d+1)-dimensional optimization can be reduced to the solution of a
system of scalar equations.



Theorem 1 (Weighted ERM Solution). For 6 € (0,1) and a proper, convex loss ¢, can be
effectively reduced to a four dimensional system of equations in a,y, A, b given by

§(0® —4%) + 2N E[M) 5 (—aG + sy + b; )]
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with G ~ N(0,1). Concretely, when the solution (a*,~*, \*,b*) to this system of equations is

unique, then it satisfies (&,4,b) — (a*,v*,b*) in probability as n,d — oo with d/n = 0 fixed.

The proof is presented in Appendix [A.4] and relies on the convex Gaussian minimax theorem
(CGMT) [21.22]] which is discussed in Appendix [A.2]and further in [23]].

The expected Moreau envelope of £ can be estimated from samples, allowing the system in (6] to be
efficiently solved using numerical methods like fixed-point iteration. For square loss, however, the
Moreau envelope admits a closed form
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allowing us to reduce the above system and remove the randomness.

Corollary 1 (Square Loss). Letting {(2) = lyuare(2) £ (2 — 1)%, we have the following set of

2
equations as a simplification of (6):
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and additionally this system has a unique solution.

Proof Sketch. We use the closed form for the Moreau envelope of the square loss and evaluate all
of the expectations utilizing the known data distribution. The uniqueness of the solution follows
from the joint convexity of the combined expected Moreau envelopes. A full proof is provided in

Appendix [A.5] O

While this system of equations is significantly simpler than that of (6}, it still does not admit a
closed-form solution for general weighting. However, certain special cases including unweighted
ERM allow for a closed-form solution. Substituting p = 1 in (8], we obtain the following corollary:
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Figure 1: Plot of per-class test error as a function of § on a class-conditional Gaussian dataset. We
see that simulation matches the theoretical closed form across all § values and different imbalances
m4. Both classes perform more poorly for growing overparameterization. The majority always
outperforms the minority, however.

Corollary 2 (Unweighted Solution). Letting p = 1, we get the following solution to (8)):
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Similar results have appeared in the literature [24]], and we include it here for completeness.

The solution in Corollary [2] captures the effect of overparameterization through . We visualize this
effect in Figure [[| where we also see that the small § regime strongly favors the majority whereas as
0 — 1, the difference between classes dissipates (at the cost of increasing WCE). Its behavior as a
function of 7. is shown in Figure 4]

An interesting case is when we want to equalize the error of each class. From (I]), we obtain this by
setting b = 0; this, in turn, corresponds to choosing a specific p which yields b* = 0. Starting from
Corollary [I] we obtain the following result for the equal error settings.

Theorem 2 (Equal Error Solution). Assuming § < 27, let p = p defined as
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where we define A := ﬁ + 47% for convenience. We can write the worst-class error of WERM

using p and square loss as
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Figure 2: Per-class test error plotted against the weight ratio p on a synthetic dataset. We see that
not only does our theoretical formulation match the simulation results, p (red) strongly outperforms
the conventional ratio of priors (black). Note that the worst-class error for each weighting scheme is
marked with a horizontal line.

Proof. Substituting p into (8) we can solve for A, 7, b, .. To get the WCE we substitute into (I). [

We see that the form of p is the classical ratio of priors plus an offset that depends only on the
overparameterization ratio 6 and the minority prior 7. Note that this offset is O for balanced classes
regardless of parameterization.

We see in Figure [2]that p aligns with the crossover of the per-class errors in theory and in simulation
of a class-conditional Gaussian with s = 2,§ = 0.2, and 74 = 0.2. Additionally, we see the
monotonicity required by Theorem [3] This results in p (red) strongly outperforming the population-
optimal weighting marked in black. This suggests that using a stronger weight should be helpful in
practical settings where d and n are on similar scales. We explore this further in section 4}

It is worth noting that this p for WCE does not align with the conventional wisdom of the ratio of
the priors except as § — 0, which is the case that n — oo for a fixed d. This aligns with previous
population results such as [3]. We compare the ratio of the priors to 5 in Figure [2] and indeed see
that the ratio of the priors is suboptimal for this § > 0.

We additionally see in Theorem [2] that the solution 4 is only valid in the setting that & < 27 This
is an interesting restriction, as it suggests that overparameterization affects the ability of weighting
to correct for class imbalances. Indeed we see in Figure [3b| that when § > 27, the two per-class
risks never intersect as a function of p, and thus the WCE is dominated only by the minority class.
In this setting, the optimal choice of weighting is p — oo.

With the assumption that the per-class risks are monotonic in p (which holds in our simulations),
this choice of p is optimal in terms of WCE. While the assumption above may seem strong, it is
intuitive that increasing the weight on a class should decrease the risk for that class and increase the
risk for the opposite class.

Theorem 3 (Optimality of p). Assume that Ry and R_ are monotonically decreasing and increas-
ing respectively in the weight parameter p. Then p minimizes WCE over all choices of p for a given
wandé < 2wy,

Proof. For convenience, we overload WCE to be a function of weight p directly. If both per-class
risks are monotonic in p, WCE is a quasiconvex function in p as it is the maximum of two monotonic
functions. The choice of p is a local minima of WCE as for any € > 0, WCE(p + ¢) > WCE(p) as
R _ is increasing and WCE(j —€) > WCE(p) because R .. is decreasing. Thus p is a global minima
of WCE by quasiconvexity. O

3.2 Downsampled ERM

While upweighting is one common form of cost-sensitive correction during LLR, another is down-
sampling. We specifically consider the variant of downsampling where the majority class is down-
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Figure 3: Effect of p on the per-class test error on a synthetic dataset. We see the restriction for
0 < 2w, for p (red) to be defined has an operational meaning regarding the per-class errors. Indeed
if 0 > 2w, the per-class errors never meet and thus cannot be balanced.

10 p=1,6=0.1,s=1 my =0.2,5s=1
Class Class /]
— 0.454 __ +1 //’
0.8 1 0401 -1
Method : Method v
061 —— Simulation 0.35{ — WERM ,/_
§ ---- Theory 5 ---- DS =
b i 0.30 74 /f/
0.4 2% Yl
0.25 # p=
021 p /};/\/
: 0.20 i P
A >
-
0.0 . . . . 0.15{ ~
0.0 0.1 0.2 0.3 0.4 0.5 0.0 01 0.2 03 0.4
my 2]

Figure 4: Per-class errors for unweighted  Figure 5: A comparison of wERM using the op-
ERM. We first note that simulation using SGD  timal weight p and downsampling. We see that

matches the theoretical risk across all 74 val-  for a fixed d, the error for WERM is much lower
ues. The effect of imbalance is quite extreme  than that of downsampling but that both achieve
and the minority error quickly skyrockets. balanced per-class errors.

sampled to the size of the minority class. We can adapt our existing results to capture the downsam-
pling problem as a change of n (therefore §) and priors.

Corollary 3 (Downsampling). The solution to the downsampled problem is given by taking 6L %
for 6 in Theorem|l|and setting m, = w_ = % and p = 1. For square loss, the closed form follows

from Corollary

We see an illustration of the relative strengths of these methods in Figure [5] which shows that the
increased effective overparameterization for downsampling results in much higher error for both
classes. Note that as ¢ approaches 0, the two methods perform equally. This aligns with the the-
ory of cost-sensitive population risk minimization [3]. The increasing gap between wERM and
downsampling is indicative of the strength of WwERM as overparameterization increases. This is
particularly important for highly imbalanced datasets as the effective overparameterization used in
downsampling grows as o
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Figure 6: Per-class accuracies for binary hair texture classification on the CelebA dataset, with the
classical ratio of the priors p marked in black and our p in red. We see that the number of samples
(thus 0) affects the empirically optimal weighting, with larger § requiring a larger weight on the
minority class. This aligns with the theoretical results of Theorem@

4 Application to Imbalanced Image Classification

We have presented a theoretical framework for understanding how overparameterization affects the
cost-sensitive learning methodologies, and we next explore this effect in practice for binary image
classification tasks. Additional plots can be found in Appendix [B] All relevant hyperparameters are
discussed in Appendix [C]

We consider the CelebA [25]] dataset which consists of images of celebrity faces, each marked with
40 binary attributes. We select Straight Hair as the attribute of interest with takes the value 1 in
21% of samples and the value 0 in 79% of samples. We also consider a binary version of CIFAR10
[26] with artificial imbalance, where class —1 is truck with 91% of the data and +1 is airplane
with 9% of the data. We consider other classes and imbalance ratios within CIFAR10 in Appendix [B]
and find qualitatively similar behavior.

We finetune a ResNet34 model on the training split of each dataset using cross entropy loss before
retraining the final layer with varying p on the validation split with square loss (aligning with theory).
The focus on square loss may seem like a major restriction, but in practice, square loss is often as
performant as cross entropy loss, especially in the low-data fine-tuning setting [27,28]]. To simulate
different § values, since the model size is fixed for LLR, we subsample the validation data uniformly
to size n. For each n, this retraining is repeated 10 times with different subsamples to get confidence
intervals on the captured metrics. We note that CIFAR10 does not provide a validation split, so we
create one from fixed 10% split of the test data. For this reason, we only consider up to n = 90 for
CIFAR10.

We note that while we choose the size of the latent space, this is not the d that is used for calculating
0. We observe in practice that the majority of the features in the latent space are irrelevant (see
Figure [0] in Appendix [B] for PCA spectra). As such, we perform PCA to quantify the number of
“effective” dimensions in the data as the number of features which capture 99% of the variance.
This is 3 dimensions for CelebA and 2 for CIFAR10. In general, the number of effective dimensions
will be a function of task difficulty and model architecture. The relatively poor usage of the latent
space is a core observation of Kirichenko et al. [1]] and motivates sparse LLR. Here, we quantify the
level of sparsity to better select importance weights.

We see in Figure[6]that while the 5 calculated using the effective dimension does not perfectly predict
the optimal empirical p, it captures the correct behavior as n shrinks (and therefore § increases). Note
that for n = 1000, the population-optimal weights are not empirically optimal, likely due to a small
shift from the validation data to the test data or inadequate model generalization. For n = 20, p is
distinctly larger than the ratio of the priors and achieves much better WCE.
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Figure 7: Per-class accuracies for binary classification on the CIFAR10 dataset (planes vs trucks),
with the classical ratio of the priors p marked in black and our p in red. We see that the number of
samples (thus J) affects the empirically optimal weighting, with larger § requiring a larger weight
on the minority class. This aligns with the theoretical results of Theorem@

In Figure m for the CIFAR10 dataset, we see that p calculated from the effective latent dimension
(red) predicts the empirical optimal p quite well, and is certainly better in terms of WCE than the
classical ratio of the priors (black). While there is significant noise with only n = 20 retraining
samples (so only 1 or 2 minority examples), weighting with p allows us to recover a more balanced
classifier.

Ultimately, we see that the optimal weighting scheme is effective across different datasets and over-
parameterization levels, including other choices of class for CIFAR10 (see Appendix [B). This sug-
gests that our method is quite general and could be useful in practice, acting as a default weighting
rather than the classical ratio of the priors.

5 Limitations and Broader Impacts

Limitations While it is common to assume that the latent space of a deep model is Gaussian, a
more sophisticated mixture could be useful in explaining class-imbalanced learning under spurious
correlation or related settings. Our analysis is also limited to isotropic noise, but we hope to extend
this in future works. Despite these assumptions in the analysis, we see that in real datasets, where
neither of these hold, the derived p can still be useful in selecting an appropriate weighting during
last layer retraining.

While our provided analysis is able to effectively capture the behavior of real models under last layer
retraining with square loss, providing a clear prescription for weighting depends on the “effective”
dimension of the latent data. We utilize PCA, but this is rather heuristic. A weighting methodol-
ogy which learns this effective dimension in a more principled manner could increase the practical
application of our findings and is a major focus of our future work.

Multiclass Classification While we limit our study to binary classification for the theoretical con-
tributions, there has been recent work [29} [30] exploring similar technical tools in the multiclass
setting. This is beyond the technical scope of our work, but is a promising direction for future
work. We conjecture that the intuition developed with our theory will prove useful even in the more
complex multiclass setting. Specifically, we expect that for small n, the weights needed to reach
balanced accuracy will be more extreme (favoring the smallest class) than the naive ratio of priors
suggests.

Broader impacts There is ongoing discussion about whether improving the performance of mi-
nority classes at the expense of majority classes is desirable. However, in critical applications such
as disease or rare event detection, our weighting scheme could result in significant gains on rare
classes which often have an outsized real-world impact.



6 Conclusion

In this work, we have demonstrated the efficacy of loss weighting in the last layer retraining set-
ting and derived an optimal weighting scheme which takes into account overparameterization. Our
results close a wide gap in the literature between the population (many samples) setting and the
overparameterized (few samples) setting and provide new insights into this highly relevant regime.

In practice, we show that this novel weighting scheme outperforms the classical ratio of priors in vi-
sion tasks, but that a different notion of dimension needs to be taken into account. This compensates
for the fact that many dimensions of the last layer of large models go unutilized, a core observation
of previous works. Our prescription for loss weighting is general in that it outperforms the ratio of
the priors across datasets, latent dimensions, and imbalance ratios in real-world settings. Our find-
ings not only challenge the assumption that the classical ratio of priors is optimal but also provides
a pathway towards more balanced model retraining by leveraging this effective dimension. We be-
lieve these insights will extend the benefits of optimal loss weighting to more complex real-world
fine-tuning applications.
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1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We demonstrate theoretically and empirically the dependence of optimal loss
weighting on the level of underparameterization of the model.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these
goals are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: A limitations section is included.
Guidelines:

* The answer NA means that the paper has no limitation while the answer No means
that the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The au-
thors should reflect on how these assumptions might be violated in practice and what
the implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the ap-
proach. For example, a facial recognition algorithm may perform poorly when image
resolution is low or images are taken in low lighting. Or a speech-to-text system might
not be used reliably to provide closed captions for online lectures because it fails to
handle technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms

and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to ad-

dress problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: Assumptions are given in theorem statements and proofs are provided in the
appendix.
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Guidelines:

* The answer NA means that the paper does not include theoretical results.

e All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theo-
rems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a
short proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be comple-
mented by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclu-
sions of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]
Justification: All necessary hyperparameters are listed in the appendix.
Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.
If the contribution is a dataset and/or model, the authors should describe the steps
taken to make their results reproducible or verifiable.
Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture
fully might suffice, or if the contribution is a specific model and empirical evaluation,
it may be necessary to either make it possible for others to replicate the model with
the same dataset, or provide access to the model. In general. releasing code and data
is often one good way to accomplish this, but reproducibility can also be provided via
detailed instructions for how to replicate the results, access to a hosted model (e.g., in
the case of a large language model), releasing of a model checkpoint, or other means
that are appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all sub-

missions to provide some reasonable avenue for reproducibility, which may depend

on the nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear
how to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to re-
produce the model (e.g., with an open-source dataset or instructions for how to
construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case au-
thors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]
Justification: Code is provided in SM and will be released publicly after the review period.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not
be possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

* The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

* The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.
6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: These details are included in the appendix and relavent sections of the main
body.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of
detail that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropri-
ate information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Simulations are repeated 30 times for confidence, while empirical results are
captured over 10 runs. Error bars are calculated using the seaborn library.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).
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8.

10.

« It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

¢ Itis OK to report 1-sigma error bars, but one should state it. The authors should prefer-
ably report a 2-sigma error bar than state that they have a 96% ClI, if the hypothesis of
Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.
Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]
Justification: Provided in appendix experimental details.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments
that didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]
Justification: No human subjects, and potential harms are mentioned.
Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).
Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: Mentioned in introduction and limitations.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

e If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact spe-
cific groups), privacy considerations, and security considerations.
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* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

e The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitiga-
tion strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA|
Justification: No high risk models or data are released.
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by re-
quiring that users adhere to usage guidelines or restrictions to access the model or
implementing safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: Datasets are cited and license is respected.
Guidelines:

* The answer NA means that the paper does not use existing assets.

* The authors should cite the original paper that produced the code package or dataset.

* The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

* If assets are released, the license, copyright information, and terms of use in the pack-
age should be provided. For popular datasets, paperswithcode.com/datasets has
curated licenses for some datasets. Their licensing guide can help determine the li-
cense of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New assets

Question: Are new assets introduced in the paper well documented and is the documenta-
tion provided alongside the assets?

Answer: [NA]
Justification: No new assets are released.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can
either create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the pa-
per include the full text of instructions given to participants and screenshots, if applicable,
as well as details about compensation (if any)?

Answer: [NA|
Justification: No human subjects are utilized.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Including this information in the supplemental material is fine, but if the main contri-
bution of the paper involves human subjects, then as much detail as possible should
be included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, cura-
tion, or other labor should be paid at least the minimum wage in the country of the
data collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: No human subjects are utilized.
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research
with human subjects.

* Depending on the country in which research is conducted, IRB approval (or equiva-
lent) may be required for any human subjects research. If you obtained IRB approval,
you should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity
(if applicable), such as the institution conducting the review.

Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA|
Justification: LLM usage is not non-standard.
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Proofs

A.1 Proof of Risk in

Proof. Note we can decompose X as

X=yp+2Z, Z~N(]Iy) (13)
or in matrix notation as
X=yu' +2, Z;~N(OL)i€ln] (14)
Then
R, =Pr(Y(XT0+b) <0]Y =1) (15)
=Pr(u'0+2"0+b<0) (16)
=Pr(Z"0>pu"0+0) (17)
=Pr(|0)|Z" > p"6+0) (18)
Pz s 24 (19)
(0% «
s b
=2+ (20)
(0% «
where Z ~ N(0,I) and Z' ~ N (0, 1). O

A.2 Technical Tool: CGMT

A key technical tool in this work is the convex Gaussian minimax theorem, and its predecessor
Gordon’s comparison lemma. We restate the key result here, but refer the reader to Thrampoulidis
et al. [23]] for a more detailed view on the problem.

Consider a pair of primary and auxiliary optimization problems:

a T
®(G) = min maxy Gu + ¢(w,u), 21)
¢(g,h) = max min [wll2g " u + [|ull2h " w + ¢ (w, w). (22)

We will show that for certain random inputs, these two problems are equivalent.

Theorem 4 (CGMT [22]). Let ®, ¢ be defined as in and 22), G is a matrix with standard
Gaussian entries, and G, H ~ N(0,1).

Pr($(G) < ) < 2Pr (6(G. H) < ¢) 23)
additionally if v is convex-concave, then Vc € R

Pr((G) > ¢) < 2Pr (¢(G, H) > ¢). (24)
That is, we can bound the performance of ® by the comparatively simpler ¢.

We will leverage this result to study the comparatively simple auxiliary optimization problem
through a series of scalarizations.

A.3 Properties of the Moreau Envelope

Lemma 1 (Properties of Moreau). Let £ : R — R be proper, closed, convex function. The Moreau
envelope My(x; \) is jointly convex in its arguments and the following hold:

x — prox,(x; \)
A )
1
Mo ) = =5 (M (a3 0)” . (26)

My (x5 X) = (25)

For a complete list of useful properties see for example Lemma D.1 in [23].
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A.4 Proof of Theorem[T]
Note that we can rewrite (@) by the constrained optimization problem

1 n
min — wil(w;
b n ; () (27)
st u; =yi(z, 0+b) Vic[n]
which then allows us to write the problem as a min-max:

n

, 1
gﬂmgxﬁiz;vz( i — iz 0 — yib) + wil(u;). (28)

From this point, we can move to matrix notation
1
min max — ’uT(ufD X0 — yb) + Lo, (u), (29)

where Lo, (u) £ 23" | wil(u;) and D, is the diagonal matrix of the vector y. We can further
decompose this by expanding X as

1
min max — [QTQ — QTDE(%T —-2Z)0 — yTyb] + L, (w). (30)

Obu v n

Finally, noting that D,y = 1, we have the primary optimization:

énbinmaxl[ Z0— o' 1(p To)—u' yb+v ul + L, (w). (PO)
0bu v nNn

Next we write our auxiliary optimization following CGMT Theorem 4]

{onbm max — [||¢9||g vt ulh 8+ v u - v 1(p"0) — v ybl + Lo, (w). (AO)

We can separately optimize over the direction and magnitude of v:

min max vt BRT O+ v T u—v 1" 0) — v yb] + Lo(u 31
min max (|07 B0+ n -0 L) u T+ Lo GD)
1 T,
— 0 —1(n' 0 b h L, 32
poin max Bn[ T(18llg +1—1(1"0) — yb) + Bh" ] + Los(u) (32)
minmax 16+ 18lg — 1(a70) — bl + BT 6] + Lo (o). (33)
Next we use the AM-GM tric to rewrite the two norm as the squared two norm, letting £ = %:
min max min &t + i||u +118llg — L(n"0) — yb|* + ihTé' + L, (u) (34)
0,byu €20 T>0 2 - \/7’77,77 -
Now we optimize ¢ in the orthogonal subspace to y setting ||0 = « and 2 TaT ” 7
min maxmin® 4 2+ ag — 1(ll) - ybl?
aby<a,u €20 >0 2 -
~ W Vo P L) G9)
f Bl
2
T =min;>o 3 + 3
= WDy ply g = (ﬁ )2 4+ | PLO|2 = |[PO) = v/a? — 2

Tel Tl
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where P projection into the orthogonal subspace of 4. This can then be written in terms of the
Moreau envelope:

min maxming — 5 + Va2 —~2|Pth))

aby<a £20 750 2 f || Nlll

TW
+ E[ZMM(*QQi +lply + b =)

i=1 5

o Tw_
+ Y w - M(—ag; + llplly - b; :

Jj=1

— I (36)

where we have grouped by y. Letting n, d — oo with i = J, we have

TW
maxST — £0/5(a2 = 72) + myws EIM(—aG + ully + b Z25)]

min
a>0,b,y<a,r>0 £20 2 ¢
TW_

+ 7w EM(=aG + lully — b ) 37
where we have switched the order of the min and max. See Taheri et al. [31]] for a justification and
further technical details.

This leaves us with a simplified systems of equations to solve based on first-order optimality condi-
tions:
2

TW.
S S BMy o (—aG o+l + 5 T
2
w— _
1 BMi (oG + by = b %)] =0 (38a)
T Tw2 TW
5~ V(0P =) — 7y T BIMG (-G iy b )
Tw? Tw_
—L?E[Mz,z(—aG + el = b T)] =0 (38b)
oy TWq
———— E[M); G+ +b;
3 a2 = 39) Trwi || pl[E[Mg ) (oG + [ plly £ — )
TW_
+r_w_ [LIEMy (—aG + ||plly — b; T)] =0 (38¢)
TW
Trw EMG; (—aG + [|plly + b; %)]
~m_w_E[M}(—aG + |[ully - b; ”‘%)1 =0 (384)
da TW
e — E[GM], G+ + by —
€ — s BIGMy, (—aG o+ [y +5 T
~m_w_E[GM} 1 (~aG + ||l — b; %)] =0 (38¢)

Let N 2 7/¢ Combining (38a) and (38b) we obtain 7 = /6(a? — 72), equivalently, we have
= /6(a® —~2)/X. Substituting this into (38c) and (38¢) we see the following simplifications:

3(a® = %) + 2\ Wik [Me,2(_aG+ ]l + b Newy )]

+2X?*7_w? B[M o (—aG + ||plly — by Nw_)] = (39a)
oy
v Ty w i |[|[PEIMG  (—aG + [|plly 4+ b; Nw,)]

+r_w— || LE[MG, )= (39b)

(=
(—aG + [|plly = b New
(

_67(1 - 7T+W+E[GM%)1

= —aG + [y + b Neoy )]
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—m_w_E[GM 1 (—aG + ||ply — b Nw_)] =0 (39¢)
T EM 3 (—aG + [y + b Nw, )]

—m_w EM} (oG + [ully = b Nw-)] =0 (39d)
Note that the above depends only on the ratio of the weights, so let A = Nw, and p & <+

w_?

3(a® =7%) + 22 E[M] o (—aG + || ully + b \)]

)\2
+2 3T BMoa(—aG + flully = b A/p)] = 0 (40a)
oy
2E 4 e pllUEIMG 1 (—aG + [y + b )]
| LIEME, ) (—aG + [|plly = b A/p)] = 0 (40b)
e ,
~=3F = m pEIGMy y (~aG + [lully + b V)]
—m_B[GM (oG + [|lplly — b A/p)] = 0 (40c)
T4 PEIMG 1 (—aG + [lplly + b5 M)
—m BMpy (—aG + [lplly = b A/p)] = 0 (40d)
We can rewrite using Stein’s lemmzﬂ
3(a® =7%) + 22 E[M] o (—aG + || ully + b \)]
+20? [t E[M 5 (=aG + iy = b3 A/p)] = 0 (41a)
dyp
D8t ol ELMG 1 (~aG + by + b )
| HEME ) (—aG + [|plly = b A/p)] = 0 (41b)
yel
— =L+ mepaB MY (—aG + lly + b5 V)]
+rB[ME (—aG + [|plly = b A/p)] = 0 (41c)
7 PEIMG  (—aG + [y + b )]
—m BMpy (—aG + [lplly = b A/p)] = 0 (41d)
This completes the proof.
A.5 Proof of Corollary|l]
The margin-based form of square loss can be written as
1
Esquare(z) é 5(2 - 1)2 (42)

where z is the margin. The prox operator (and therefore the Moreau envelope) has a nice form for
this loss:

prox&qm(x; A) = 916 _—:: j\\ (43)
which thus reduces the Moreau envelope to
Mg (0) = (52 12 4 ALy (@)
_1)2 )2
- % Egngr 32 * ;8 + i\c))2 (44b)
= % (”Tl n 1;2 (d4c)

3For smooth function f and G standard normal: E[Gf(G)] = E[f'(G)] and E[G f(aG)] = oE[f'(aG)]
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We have the following derivatives of the Moreau envelope:

-1
My (@:0) = T (45)
" 1
My (x5 A) = T x (46)
/ B -1 2
My o(z;A) = 2((1x+/\))2 “47)

Using the properties of the Moreau envelope of square loss, we get the following from @T)):

—E[(—aG +||plly + b — 1)*]

5(a? — %) + N7y

(I+X)?
—E[(—aG + ||plly — b —1)?]
N2 pPm = = 48
/e T+ \pP " Y
5vp E[(—aG +[|plly +b—1)]
DY +7yp|lpll )
E[(=aG + [|jplly = b —1)]
_ = = 48b
SR ESVE 0 (48)
—M—p—kﬂai—&—w a——=0 (48c)
R T W I Y
- E[(—aG +[[ply+b—1)]
+P 1+ A
E[(-aG + [|jplly —b—1)]
—_ = = 48d
m 1+ \p 0 (48d)
Taking the expectations, we get
20yl + 2 Mpll? =29 Ml + 0% = 204 + 1
2.2\ 2 [ =3 Jud
(5(0{ v ) A T+ (1 +)\)2
=20yl + el = 2|l + % + 20+ ® +1
3272 [l [ad [ad _
A2/ pPr_ ESYPE 0 (49a)
5vp lplly+b—1 lplly—b—1
' = o = = 4 b
v T relal T [l Sy (49b)
op 1 1
_F B — 4
AT WK I v (45¢)
plly +b—1 fplly —b—1
L _ = — 4
TP A, ) (49d)

Further, we can examine the sum of the weighted expected Moreau envelopes and see by direct
calculation that the sum is jointly strictly convex in «,7,b, \. Of note, each expected Moreau
envelope on its own is not strictly convex (in fact the determinant of the hessian is 0). This proves
Corollary 1]

A.6 Comparison of p =1 and p

Note that we have closed forms for both the unweighted case (Corollary [2)) and the weighted case
such that b* = 0 (Theorem [2). Thus, it is natural to compare the two to see when it is advantageous
to weight in this manner.

In the unweighted case, the WCE is dominated by the positive (minority) risk in (1)) since b* < 0. On
the other hand, the two class-conditional risks are equal for the model learned with p by construction.
Thus, we need not consider the max in the definition of WCE @) The comparison of interest, then,
is simply two @ functions. We will derive conditions under which p achieves lower WCE than

24



p = 1. We denote the solution to the weighted problem as (¥, @) and the unweighted problem as
(v*, @*,b*). Thus, in order for the g-reweighted WCE to be lower than the unweighted WCE,

o] *s+b*
o(T) <o (E0), (50)
a !
requiring
s, As D 51)
a @

Substituting the closed-form solutions yields the following necessary and sufficient condition:

1-— 27T+
5 (27T+(1 ) - \/(1Tr+)7r+(411(_167f+)7r+5))

This final expression demonstrates that if the separation of the classes is too large, then the un-
weighted model will outperform the weighted model. This is perhaps intuitive given that large
separations essentially act as leverage, possibly causing the weights to overcorrect. Note that in this
large separation regime, % is approximately linear and so the WCE of the weighted model decays
exponentially in s. This tells us that when p is outperformed by p = 1, the errors are very small.

5?2 <

(52)

6=02,n,=02,5=4

0,200 6=02,my =02,5=2 0.00200
i Class
Class
0.175 —_— 1 0.00175 — +1
: - M
0.150 Method 0.00150 Meth(IJd
—— Simulation — Simulation
0.125 0.00125
.
5 <)
2 0.100 £ 0.00100
w w
0.075 0.00075
——
0.050 0.00050
0.025 0.00025
0.000 0.00000
0.0 25 5.0 7.5 10.0 12.5 15.0 17.5 20.0 0.0 2.5 5.0 7.5 10.0 12.5 15.0 175 20.0
o I3
(a) s = 2, mild separation (b) s = 4, significant separation

Figure 8: With mild separation, the weighted model (red) does significantly better than the un-
weighted model (black), but this is reversed with large separation between classes. Note the differ-
ence in scales of the error.

See Figure [§] to understand the behavior of the class-conditional risks with increasing separation.
In Figure [8b] note that / is predictive of the crossover point, but that the weight where the WCE is
actually minimized is smaller than p in the large separation case. This result provides clear insight
into the regions where weighting is useful and emphasizes the intuitive point that larger separations
demand less weighting. Indeed we see that increasing separation decreases the errors for each class
while also decreasing the optimal weight; we conjecture that for s — oo, the optimal weight will
decrease from p to 1. This regime is of little impact, however, as the error for both will be extremely
small as pointed out previously.
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B Additional Plots

B.1 PCA

We see in Figure [9] that very few features capture most of the variance of the retraining data. This
motivates us to use the smaller “effective” dimension as mentioned in the main body. Note that for
CIFARIO, the limited data limits the maximum number of meaningful features.

PCA Variance Spectrum

50 100 150 200 250

(a) CelebA

PCA Variance Spectrum

20 40 60 80

(c) CIFARI1O, cats vs dogs

PCA Variance Spectrum

0 20 40 60 80 100

(b) CIFARI1O, planes vs trucks

PCA Variance Spectrum

0 20 40 60 80

(d) CIFARI10, deer vs horses

Figure 9: PCA Spectra. We see that most of the variance is captured by very few features.

B.2 Ablation Studies

We provide additional plots in Figure [T0] showing that our findings hold even when the latent di-
mension of the ResNet34 model is different. Here we show results for a ResNet34 model with 128
dimensional latent space. The effective dimension (3) is still used to calculate p.

Backbone: resnet34, Latent Dim: 128, n: 1000

1.0

0.84

0.6

Error

0.44

0.24

0.0

Class
— +1
-1

0
(a) n = 1000

0.8

0.6

Error

0.2

0.0

Backbone: resnet34, Latent Dim: 128, n: 20

Class
— +1
-1

(byn =20

Figure 10: Per-class errors on CelebA dataset. Even with a lower latent dimension, p (red) is still
predictive of the cross-over point modulo a shift seen even in the large n setting. This is likely due
to non-Gaussianity of the latent data.

26



Even for different class pairs in CIFAR10, we see similar behavior as shown in Figure[T1] For this
dataset, we select cat as the minority class +1 and dog as the majority class —1. The imbalance is
selected as 17% class +1 and 83% class —1. For this dataset, the effective dimension is 3. p is still
predictive of the crossover point for both n = 90 and n = 20 resulting in significant gains over the
traditional ratio of priors.

Backbone: resnet34, Latent Dim: 256, n: 90 Backbone: resnet34, Latent Dim: 256, n: 20
| i Class
i — +1
i -1
5 i
5 |
Class v_i
— +1 :VV\’\_V\N__WM-’\—W\___—
1 i
10

10 20 30 40 50 60 20 30 40 50 60
P P
(a)n = 90 (b) 1 = 20

Figure 11: Per-class errors on CIFAR10 dataset, cats vs dogs. p (red) is predictive of the cross-over
point when using the effective dimension of the data (4).

The story is similar for deer vs horse with the same imbalance which has effective dimension
9. Note that for n = 20, p is undefined, suggesting that the correct weighting strategy is to push
p — co. We see that up to p = 60, the per-class errors do not meet.

Backbone: resnet34, Latent Dim: 256, n: 90 Backbone: resnet34, Latent Dim: 256, n: 30 Backbone: resnet34, Latent Dim: 256, n: 20

Class Class 035 Class
05 — — —
1 05 1 1

(a)n =90 (b)yn =30 (c)n =20

Figure 12: Per-class errors on CIFAR10 dataset, deer vs horses. p (red) is predictive of the cross-
over point when it is defined using the effective dimension of the data (9). It is undefined for n = 20,
suggesting that the per-class risks will not meet. This effect is seen in practice.

C Experimental Details

All empirical experiments were performed using NVIDIA A100 GPUs while simulations were com-
pleted on CPU. Each experiment took less than 30 minutes of wall time to run after training base
models. Base models took less than 4 hours to finetune from the pretrained weights. A full list of
hyperparameters is provided in Table
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Parameter Value

Backbone ResNet34
Pretrained Weights Imagenetlk-V2
Latent Dimension {128, 256, 512}

Optimizer AdamW
Learning Rate le-3
Full fine-tuning epochs 10
MLP Dropout Rate 0.5
Fine-tuning epochs 30
Fine-tuning LR le-2

Table 1: Hyperparameters for CelebA and CIFAR10

28



	Introduction
	Related Work

	Problem Setup
	Data and Metrics

	Asymptotic Analysis of Cost-Sensitive Last Layer Methods
	Weighted ERM
	Downsampled ERM

	Application to Imbalanced Image Classification
	Limitations and Broader Impacts
	Conclusion
	Proofs
	Proof of Risk in eq:risk
	Technical Tool: CGMT
	Properties of the Moreau Envelope
	Proof of thm:wermsys
	Proof of thm:sqsys
	Comparison of =1 and 

	Additional Plots
	PCA
	Ablation Studies

	Experimental Details

