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Abstract

Legal Large Language Models (LLMs) have
shown promise in providing legal consultations
to non-experts. However, most existing Chi-
nese legal consultation models are based on
single-agent systems, which differ from real-
world legal consultations, where multiple pro-
fessionals collaborate to offer more tailored
responses. To better simulate real consul-
tations, we propose LawLuo, a multi-agent
framework for multi-turn Chinese legal con-
sultations. LawLuo includes four agents: the
receptionist agent, which assesses user intent
and selects a lawyer agent; the lawyer agent,
which interacts with the user; the secretary
agent, which organizes conversation records
and generates consultation reports; and the boss
agent, which evaluates the performance of the
lawyer and secretary agents to ensure optimal
results. These agents’ interactions mimic the
operations of real law firms. To train them
to follow different legal instructions, we de-
veloped distinct fine-tuning datasets. We also
introduce a case graph-based RAG to help the
lawyer agent address vague user inputs. Ex-
perimental results show that LawLuo outper-
forms baselines in generating more personal-
ized and professional responses, handling am-
biguous queries, and following legal instruc-
tions in multi-turn conversations. Our full code
and constructed datasets will be open-sourced
upon paper acceptance.

1 Introduction

Since the release of ChatGPT, the development of
Chinese Large Language Models (LLMs) has ac-
celerated, resulting in influential models like Chat-
GLM (Du et al., 2022), LLaMa (Touvron et al.,
2023), and BaiChuan (Yang et al., 2023). These
models excel in fluent Chinese dialogue and under-
standing complex user intentions. Additionally,
domain-specific LLMs, such as Medical (Yang
et al., 2024a; Zhang et al., 2023a), Legal (Zhou
et al., 2024; Huang et al., 2023), and Financial

LLMs (Zhang and Yang, 2023), have emerged,
demonstrating strong capabilities in their respective
fields.

Recently, notable Chinese legal LL.Ms, such
as LawGPT (Zhou et al., 2024), Hanfei (He
et al., 2023), FuziMingcha (Wu et al., 2023) and
Lawyer-Llama (Huang et al., 2023), have emerged.
These models leverage large Chinese legal dialogue
datasets to fine-tune Chinese base models, endow-
ing them with extensive legal knowledge and the
ability to engage in legal consultation dialogues.
However, they fall short of replicating the col-
laborative workflows of real law firms, limiting
their ability to provide personalized, professional
responses, as shown in Figure 1.

To address this, we propose LawLuo, a multi-
agent framework designed to simulate the oper-
ations of a law firm and offer professional legal
advice, as shown in Figure 1. This framework
consists of four distinct agents: a receptionist, a
lawyer selected from the lawyer pool, a secretary,
and a boss. The receptionist agent is responsible
for assessing a user’s intent and assigning a lawyer
specializing in the relevant field. The lawyer agent
analyzes the user’s case and provides responses
for each round of the conversation. The secretary
agent organizes the entire consultation record and
generates a final, personalized, and professional
response for the user. The boss agent monitors the
performance of both the lawyer and the secretary
agents. We design a interaction strategy between
these agents to simulate the operational processes
of real law firms, enabling seamless collaboration
to address users’ legal consultations.

To enhance the ability of each agent to follow
legal instructions, we have constructed three fine-
tuning datasets, including: a dataset comprising
(Inquire, Lawyer description) pairs for fine-tuning
the receptionist agent, a MUIti Rounds LEgal
Dialogue (MURLED) dataset for fine-tuning the
lawyer agent, and a Legal Consultation Report
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Figure 1: The left side shows the single-agent architecture used by most legal consultation systems, producing
superficial, generalized responses without understanding user intent and case details. The right side presents our
proposed multi-agent framework, offering more personalized and professional answers.

Generation (LCRG) dataset for fine-tuning the sec-
retary agent. Additionally, to address ambiguous
queries, we introduce case graph-based RAG to
enhance LawLuo’s handling of such queries.

We evaluated LawLuo using GPT-40 and human
experts. Experimental results show that LawLuo
offers more personalized and professional legal
advice compared to baselines. Moreover, when
responding to vague questions from users without
legal background, baselines often give broad an-
swers directly. In contrast, LawLuo is committed
to guiding users to clearly describe case details
through leading responses. The experiments also
prove LawLuo’s strong ability to follow instruc-
tions even after multiple rounds of conversation.

Our primary contributions are as follows:

* We introduce a multi-agent collaborative legal
dialogue framework that transcends the tradi-
tional single-model-user interaction paradigm.
This innovation provides users with more per-
sonalized and professional consultation ser-
vices.

* We constructed three different fine-tuning
datasets and used them to fine-tune three dif-
ferent agents.

* We propose a case graph-based RAG to handle
ambiguous queries from users without a legal
background.

2 Related work

2.1 LLMs for Legal Consultation

In recent years, large language models (LLMs)
have made significant progress in various fields,
particularly in the domain of Chinese law, where
they have demonstrated immense potential (Xiao
et al., 2021; Yue et al., 2023; Yang et al., 2024b).
By training on large volumes of Chinese legal case
data, Legal LLMs are able to deeply understand
case information and provide users with reasonable
legal advice.

Most research relied on continuing pre-training
and instruction fine-tuning of existing Chinese base
models, aiming to enhance the models’ understand-
ing of legal knowledge and their ability to follow
legal instructions (Zhou et al., 2024; Huang et al.,
2023; Liet al., 2024; Dahl et al., 2024). Their train-
ing data mainly consists of publicly available legal
documents, judicial exam data, and legal Q&A
datasets. Additionally, some studies, such as Han-
Fei (He et al., 2023), have opted to train a legal
LLM from scratch, aiming to endow the model
with more robust and profound legal knowledge
and application capabilities. Some work also uti-
lizes external legal knowledge during the reason-
ing phase to enhance the model’s responses.(Louis
et al., 2024; Han et al., 2024; Wan et al., 2024)

However, existing efforts have focused on im-
proving the performance of individual legal LLMs.



In practice, legal consultations in real law firms are
often conducted collaboratively by multiple profes-
sionals. Inspired by this real-world work model,
we propose a multi-agent collaboration framework
to simulate this process, thereby providing users
with a more personalized and professional legal
consultation experience.

2.2 Multi-Agent Collaboration

In LLM-based multi-agent systems, an agent is
defined as an autonomous entity capable of per-
ceiving, thinking, learning, making decisions, and
interacting with other agents (Xi et al., 2023; Xu
et al., 2024). Research shows that breaking com-
plex tasks into simpler subtasks and tackling these
with agents that have diverse functions can signif-
icantly enhance the problem-solving capabilities
of LLMs. (Wang et al., 2024; Guo et al., 2024a).
For instance, (Qian et al., 2023) designed a multi-
agent collaborative workflow in which agents as-
suming roles such as CTO, programmer, designer,
and tester work closely together to complete soft-
ware development and document the development
process. (Hemmer et al., 2022) have facilitated the
construction of machine learning models through
collaboration between multiple agents and humans.

In addition, LLM-based multi-agent systems can
also be used for simulating real-world social envi-
ronments, supporting the observation and research
of social behavior (Wang et al., 2023; Wei et al.,
2023; Du et al., 2023).

We believe that legal consulting is a complex
task that should be decomposed into subtasks,
which can be collaboratively handled by multiple
agents to enhance the personalization and profes-
sionalism of the responses.

3 Framework

In real-world scenarios, legal consultations involve
collaboration among multiple staff members in a
law firm, while current legal LLMs engage with
users in isolation. To address this gap, we propose
a multi-agent collaborative framework for legal
consultation, called LawLuo.

The framework consists of four agent types, as
shown in Figure 2: 1) a receptionist agent, which
assesses the user’s consultation intent and assigns
the appropriate lawyer; 2) a lawyer agent, selected
from the lawyer pool, who interacts with the user
to analyze the case details; 3) a secretary agent,
which organizes the dialogue records between the

lawyer and the user to generate a final consultation
report; and 4) a boss agent, which monitors the
performance of both the secretary and the lawyer
to ensure optimal operation.

Given the initial inquiry ug from the user, we
will now provide a detailed description of the col-
laborative process of the agents within this frame-
work.

3.1 Receptionist

Given the user’s initial inquiry ug, the receptionist
agent R is tasked with evaluating the user’s intent
and selecting the most suitable lawyer from a pool
of candidate lawyers £, each specializing in dis-
tinct fields, to address the user’s consultation. This
process is formalized in Equation 1.

R:ug ™ arg; o, similarity(ug, L) (1)

Where similarity(-, -) represents the similarity be-
tween ug and the description of lawyer L. We de-
fined 16 descriptions for lawyers specializing in
different areas of law, based on the thematic cate-
gories of legal consultations on the HualLv website
! These areas include: Contract Law, Labor Law,
Corporate Law, Intellectual Property Law, Criminal
Law, Civil Procedure Law, Family Law, Real Es-
tate Law, Tax Law, Environmental Law, Consumer
Protection Law, Antitrust Law, International Trade
Law, Insurance Law, Maritime Law, and others.

We constructed a dataset consisting of 1,600
pairs of (Inquire, Lawyer Description) to fine-tune
the Chinese base model BaiChuan (Yang et al.,
2023). The fine-tuned model is employed as the
receptionist agent R.

3.2 Lawyer

The lawyer agent L, selected from the lawyer pool
L, is tasked with engaging in dialogue with the user
to acquire a comprehensive understanding of the
case details and generate responses. This process
is formally represented by Equation 2.

L: (uo, U1;T) —> Ro;T (2)

Where U;.7 represents the sequence of user queries
from the first round to the T-th round, Ry.7 repre-
sents the sequence of the model responses

The existing Legal LL.Ms, although capable of
engaging in dialogue with users, tend to provide
one-time responses to user queries. This contrasts

"https://www.66law.cn/
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Figure 2: The multi-agent collaboration framework we propose for multi-round Chinese legal consultation. In this
framework, the receptionist agent first assesses the user’s consultation intent based on the initial input u and selects
the most suitable lawyer from the lawyer pool. Subsequently, the selected lawyer agent is responsible for engaging
in multi-round dialogues with the user. During this process, the lawyer agent actively queries the user for case
details via case graph-based RAG. Finally, the secretary agent organizes the dialogue records between the user and
the lawyer, producing a comprehensive consultation report. The boss agent monitors the performance of the lawyer

and secretary agents to ensure optimal outcomes.

with real-world legal consultations, where lawyers
often engage in multiple guided conversations to
gain a deeper understanding of the client’s case
details. To address this, we constructed a MUIti
Rounds LEgal Dialogue (MURLED) dataset to
fine-tune the Chinese base model ChatGLM (Du
et al., 2022), aiming to enhance the model’s legal
dialogue capabilities, particularly its ability to ac-
tively guide in multiple rounds of dialogue. It is
worth noting that the MURLED dataset is divided
into 16 distinct consulting domains, with 16 dif-
ferent weight checkpoints fine-tuned on Baichuan,
each serving as a lawyer agent specialized in a
different consulting domain. The distribution of
the MURLED dataset across 16 legal consultation
fields is shown in Figure 3.

The MURLED dataset was constructed based
on case consultation voice recordings from a law
firm and contains 16,734 multi-turn legal conver-
sations. We first converted the raw audio files into
text format and then utilized ChatGPT to optimize
the text, addressing issues such as informality and
minor errors. Figure 4 shows an example of a multi-
turn conversation from MURLED, highlighting the
emphasis on guiding responses.

We used MURLED to fine-tune ChatGLM-3-
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Figure 3: Distribution of the MURLED dataset across
16 different consultation domains.

6b. To mitigate the risk of overfitting, we incor-
porated general conversational data from Alpaca-
GPT4?, which comprises 52,000 generic Chinese
dialogues, into the fine-tuning process. To expedite
the fine-tuning of the model and reduce reliance on
computational resources, we employed the LORA
fine-tuning strategy, as illustrated in Equation 3:

eLegal = LoRA (97 {(uga U{L:T’ Rg:T)nNzl})
3)
where 6 represents the initial parameters of

Zhttps://www.modelscope.cn/datasets/Al-
ModelScope/alpaca-gpt4-data-zh/summary
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Figure 4: An example from the MURLED dataset. It
can be seen that this dataset emphasizes the active guid-
ance ability of training large legal models in multi-turn
dialogues.

ChatGLM-3-6b, while 0.4, denotes the pa-
rameters of our fine-tuned legal LLM. Besides,
(ug, Ulp, Ri.p) indicates the n-th training sample.

To enhance the lawyer agent’s ability to address
vague queries from users without a legal back-
ground, we design the agent to employ a case graph-
based Retrieval-Augmented Generation (RAG) ap-
proach during each response generation process.
Specifically, we implement this case graph-based
RAG using the LightRAG framework (Guo et al.,
2024b). To build the case graph, we utilize a case
collection comprising 4,320 criminal cases and
12,345 civil cases, sourced from the China Judg-
ments Online database 3. The construction of the
case graph is detailed in Algorithm 1.

Algorithm 1 Case Graph Construction

Input: Set of legal cases C = {c1, ca,. ..

Output: Case graph G = (V, E)

for each case ¢; in C do
v; < f(ci)

representation of case ¢;

end for

For each pair of cases:

for each ¢;,c; € C do
Sim(c;, ¢j) — similarity(v;, v;) >

Compute similarity between cases

9: Add edge (c¢;, ¢, Sim(c;, ¢j)) to E> Add
weighted edge to graph

10: end for

11: Return: Case graph G =

7Cn}

hw R

> Generate vector

(V. E)

3https://wenshu.court.gov.cn/

3.3 Secretary

The secretary agent’s responsibility is to organize
the conversation records between the user and the
lawyer, and compile a final consultation report to
be submitted to the user, as shown in Equation 4.

S : (uo, Ur.r, Ro.r) — f 4

Where f represents the final consulting report.
We created a Legal Consultation Report
Generation dataset called LCRG, which includes
420 legal consultation dialogues and their summary
reports. Each summary report is carefully written
by professional lawyers. We used LCRG to fine-
tune the Chinese base model BaiChuan, enabling
the model to generate consultation reports from
legal consultation dialogues. A legal consultation
summary report sample is shown in Appendix A.

3.4 Boss

The boss agent is responsible for evaluating and
optimizing the performance of the lawyer and sec-
retary agents. We treat the boss agent as a binary
reward model, B : o — y, where o represents
the output of the lawyer or secretary agent, and y
represents the evaluation of o by the boss agent,
categorized as "better" or "worse." The training
objective for the boss agent is to minimize the fol-
lowing loss function:

N
Z log y’L OZaQB))

— 9i(0i;0B))]

)
where y; represents the true label of the i-th sam-
ple, taking values of either O or 1, which corre-
spond to “worse” and “better”, respectively. Be-
sides, 9;(0;; 0p) denotes the probability that boss
predicts the ¢-th output o; as “better”.

We adopt the PPO algorithm (Wang et al., 2020)
to enable reinforcement learning between the boss
agent and the lawyer agent, as well as between the
boss agent and the secretary agent. Through this
reinforcement learning, the boss agent continuously
optimizes the lawyer and secretary agents.

2 \

+(1 —y;) - log (1

4 Experimental Setup

All our experiments were conducted on a 40G
A100 GPU. The PyTorch 2.3.0 and the Hugging-
Face Transformers 4.40.0 were used. The learning
rate for LoRA fine-tuning was set to 0.00005, with
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a training batch size of 2, over a total of 3 epochs,
and model weights were saved every 1,000 steps.
Additionally, the rank of LoRA was set to 16, the
alpha parameter was set to 32, and the dropout rate
was set to 0.05.

5 Results and Analysis

The following research questions will be addressed
through experimental analysis:

RQ 1: Does multi-agent collaboration facilitate
the generation of more personalized and profes-
sional responses for users’ legal consultations?

RQ 2: Can LawLuo more effectively address
legal inquiries raised by users without a legal back-
ground?

RQ 3: After engaging in multiple rounds of legal
dialogue, can LawLuo maintain its ability to follow
legal instructions accurately?

RQ 4: Does the instruction fine-tuning applied to
the constructed datasets improve the performance
of the agents?

RQ 5: Is LawLuo still effective in performing
routine legal tasks, including non-dialogue tasks?

5.1 Pairwise Comparison Evaluation

We employed pairwise comparison to assess the
performance of LawLuo. In the evaluation, the
outputs generated by LawLuo is compared with
the outputs generated by the baselines using the
same input data, in terms of personalization and
professionalism, by GPT-4 or human experts.
For each comparison, experts are asked to de-
termine whether LawLuo performs better, worse,
or similarly to the baseline models. This eval-
uation method is consistent with current best
practices for evaluating large language models
(Thirunavukarasu et al., 2023; Xiong et al., 2023;
Zhang et al., 2023b).

Figure 5 presents the win rate of LawLuo against
the baselines, clearly showing that LawLuo outper-
forms widely used Chinese base LLMs and exceeds
all legal LLM baselines. This results answer RQ
1: Collaboration among multiple agents in legal
consultation can indeed provide users with more
personalized and professional responses.

5.2 Case Study on Ambiguous Inquiry

We randomly select a ambiguous legal consulta-
tion question and analyze the answers generated by
LawLuo, ChatGLM-3, BaiChuan, LawGPT, and
HanFei in the first round, as shown in Table 2.

From the table, it can be seen that LawLuo’s re-
sponses in the first round are more guiding. This
guiding response helps users to better elaborate on
the case details, thereby providing the most per-
sonalized and accurate answers. The experimental
results address RQ 2: LawLuo is better at handling
ambiguous legal consultations from users without
a legal background.

5.3 Multi-Turn Dialogue

We systematically evaluate the instruction-
following capability of the proposed LawLuo
model in multi-turn dialogues. The experimental
design includes four dialogue scenarios where
instructions evolve or become progressively more
complex across turns. We assess the model’s
ability to understand and execute instructions
through tasks such as legal charge prediction,
similar case matching, and case element extraction.
The evaluation metrics focus on the model’s
accuracy in understanding instructions, coherence
in maintaining context, precision in execution,
adaptability, flexibility, and its ability to handle
complex or conflicting instructions. We use GPT-4
to evaluate LawLuo and the baselines’ instruction-
following scores after multiple rounds of dialogue,
as detailed in Appendix C. The experimental
results are shown in Figure 6, with the pink line
representing LawLuo’s instruction compliance
score. It can be observed that even after five rounds
of dialogue, LawLuo still maintains a high level of
instruction compliance. This experimental result
answers RQ3: LawLuo is still able to effectively
comply with legal instructions after multiple
rounds of dialogue.

5.4 Ablation Study

This section aims to validate the contributions of
each component within the framework. We con-
tinue to use GPT-4o0 as the evaluator to assess the
win rate of LawLuo over GPT-3.5 after ablation,
as illustrated in Figure 7. From the figure, it is
evident that the win rate of LawLuo over GPT-
3.5 decreases by 2% after ablating the receptionist
agent. This result validates our hypothesis that
legal LLMs should be assigned different domain-
specific roles to provide more targeted answers
based on the user’s consultation field. Additionally,
the figure shows that the boss agent also contributes
to LawLuo’s performance, as it can optimize the
responses generated by the lawyer. Finally, we ob-
serve a significant decline in model performance
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after removing the case graph-based RAG mod-
ule. This indicates that clarifying users’ vague and
ambiguous queries is crucial for generating high-
quality responses in legal question-answering. The
experimental results answer RQ4: Our fine-tuning
of each agent enables LawLuo to achieve better
overall performance.

5.5 Legal Knowledge Probing Experiment

We evaluated LawLuo’s performance across five
routine legal natural language processing tasks: Le-
gal Event Extraction, Judicial Reading Compre-
hension, Legal Charges Prediction, Related Law
Retrieval, and Similar Case Retrieval. These tasks
were conducted on established datasets, including
LEVEN (Yao et al., 2022), CJRC (Duan et al.,
2019), CAIL2018 (Xiao et al., 2018), and LeCaRD
(Ma et al., 2021).

The results, as presented in Table 1, indicate
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Figure 7: Results of ablation experiments

that LawLuo performs well across all five tasks.
Although its performance is not the best when com-
pared to other baseline models, it remains highly
competitive. This suggests that through instruction
fine-tuning, LawLuo has acquired sufficient legal
knowledge, enabling it to not only handle legal
consultations but also address routine legal natu-
ral language processing tasks. The experimental
results answer RQ5: LawLuo remains effective in
routine legal tasks.

6 System Implementation

Based on the LawLuo framework, we have de-
signed and implemented a practical legal consul-
tation system aimed at providing users with an
efficient and interactive legal advisory platform,
as shown in Figure 8. The system’s backend is
developed using the Flask framework, while the
frontend is built with React to ensure a dynamic
and responsive user experience. Users access the



Table 1: Performance of LawLuo and the baselines on five routine legal natural language processing tasks, reflecting

their understanding of legal knowledge.
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Figure 8: We have built a web-based legal consultation
system with the LawLuo framework as the core, and
testing has shown that it has good practical effective-
ness.

system through a simple web interface and initially
interact with a receptionist agent to describe their
legal issues. The system then guides users to the
relevant lawyer agent for a detailed case discussion.
After several rounds of conversation, the secretary
agent generates and provides a legal consultation
report, while the boss agent monitors the entire
interaction process in the background to ensure
service quality.

7 Conclusion

We introduce LawLuo, a multi-agent collaboration
framework that simulates the multi-party interac-
tions of real law firms to provide professional legal
consulting services. Experimental results demon-
strate that LawLuo outperforms traditional single-
agent models in generating personalized and profes-
sional legal advice, handling ambiguous inquiries,
and following legal instructions in multi-turn di-
alogues. Ablation studies and legal knowledge
probing experiments further validate the effective-
ness of various components within the framework,
as well as the legal knowledge acquired through
instruction tuning. Despite these achievements, we
acknowledge that there is room for improvement in

ing model interpretability, which will be the focus
of future research. The successful implementation
of LawLuo paves the way for new developments in
the field of legal consulting, suggesting the broad
application prospects of multi-agent collaboration
in future legal services.

Limitation and Future Work

The experimental outcomes of the LawLuo frame-
work underscore the potential of multi-agent col-
laboration within the domain of legal consultation.
By emulating the multi-party interactions charac-
teristic of real law firms, our model is capable of
delivering consultation service that are more per-
sonalized and professional. The strength of this
collaborative approach lies in its ability to compre-
hensively understand user needs from various per-
spectives and provide solutions on multiple levels.
However, multi-agent systems also introduce new
challenges, particularly in terms of communication
and coordination among agents. To ensure seam-
less collaboration, each agent must possess a high
degree of domain-specific expertise and be able to
comprehend the decisions and feedback of other
agents. Future work should further explore how
to optimize the interaction mechanisms between
agents to reduce misunderstandings and enhance
collaboration efficiency.
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A A sample from Legal Consultation
Report Generation

Figure 9 is a sample of legal consultation summary
report. A summary report comprises nine sections:
report number, consultation date, client, subject
of consultation, purpose of consultation, facts and
background, legal analysis, legal advice, and risk
warnings.



R4 %% <Report Number> : LC20240704

%) B #<Consultation Date> : 202447 A4 8 (July 4, 2024)

#4eA<Client> : K= (Zhang)

&8 F < Consultation Issues >: % F 3 4 Bl fif 4 9 i #25-34) (Legal Consultation on the Termination of Employment Contracts)

&) B &9< Purpose of Consultation >: T #f 3 ) & F) ##1% 49 & itk & 7T fik = 4 69 2546 & (Understand the legality of labor contract termination and the potential legal consequences.)

3 <Facts and Background>

KEARATF2023F1A18 b,vXX%HiZ‘)‘%’\ S BT T —AMEF B RMRFHEF . S B P YT IRk A I A Stk TALIT, A#HA15000T, HAHRT TAERE, TAME, KLKE, 22
Ao MREBAFA R Fedke 20249650, NARLFFE, FRFERFD> AL, REALMIIAKR L. NARE, WEMELRE LG —AA THEH2FME, FRRKRZALE-AATRIHE
LA B REk AR ATRHN, KA GRS RAERTHFEHERR, *4"'\- B 4 M 5L AR. (Mr. Zhang signed a three-year fixed-term labor contract with XX Technology Co., Ltd. on January 1, 2023.
The contract specified that Mr. Zhang's position was software engineer, with a monthly salary of 15,000 yuan, and outlined details regarding the work location, working hours, rest and vacation, social insurance, and housing
fund conmbunons In May 2024, due to business adjustments, the company decided to lay off some employees, and Mr. Zhang was included in the layoff list. The company proposed to pay one month's salary as severance
ding to legal dards and d that Mr. Zhang complete the work handover and leave within a week. Mr. Zhang objected to this, believing that the company's contract termination procedures did not

comply with legal regulations and was concerned about the potential infringement of his rights.)

M9 Ar<Legal Analysis>:

Mg (P EAREAAFHERE) ot —Fee, AALEEA2EEEZHBARTAREIFRARR T ABELLRIEH AL ALY, BERITZ+HETLEIHE LKRIRL
PR, TRIRXFRIHELE, REAR T ELOFHTIENRE, TRABRA R XXARARAGEARTZ+ A QRZALHANRL, LATRLELHHAT, LEREBRGTHER, 42
Jp LB A, (According to Article 41 of the Labor Contract Law of the People’s Republic of China, if an employer needs to lay off more than twenty employees or fewer than twenty employees but more than ten percent
of the total number of emp! due to duction and ional needs, it shall explain the situation to the trade union or all employees thirty days in advance. After listening to the opinions of the trade union or the
employees and reporting the layoff plan to the labor administrative department, the employer may proceed with the layoffs. XX Technology Co., Ltd. directly proposed to terminate the labor contract with Mr. Zhang without
explaining the situation to him thirty days in advance or listening to his opinions, which is procedurally flawed.)

R, AR4E (FHER®) FotEiame, AALEMRTHERNLSHMR AR TAMGFR, FH—FLMARET—AA TFO2FME KEIAEENS) THECART—F, NIREL
A=A A TRAEAAME, TR &k d R 69 4MEFR . (Additionally, according to Article 47 of the Labor Contract Law, when an employer terminates a labor contract, it shall pay economic compensation
equivalent to one month's salary for each full year of service with the employer. Mr. Zhang has worked for the company for more than one year, and the company only proposed to pay one month's salary as compensation,
which may not meet the legal compensation standards.)

A< Legal Advi
R AR K

1 AHRENNRTHE, NAMRRERGLARE, FRELEZFME ERHIAET, REALETARENARRERAZFHRE L, 52 K0 AR LA L 052 FAME,
2. MRHEAEHE: AMEEAET, KREIAARESKEEFHERMBANKGIEE, QEEATRTFHER. TiFE, Adeildd, T4 , AEREHZE,

3. hER: R ARER—K, REAETAGFHEERER XL R P, ZRMIND MRS F RN, RS E02FAME.

4. kRS KRBFHFEHGE LY, REZAETAFRELBFGHY), AR RAFOCHEY O F Wi,

R 42 77< Risk Warning >:

L EERG: FoF AN REZR, REALS EPERE S ol RARREFLAL— —‘%l*]kwLﬁ’ﬁﬁtfrn % W e e K R AR AP B9 IR
2. GEBHRA: EFHFT, EROTEEAA MM EXT L, REIALBARAAIERGRAE, SHELZHRITMNE, RIEIRIERGEHL .

3. BHFAMERR: 4o RS AT ZFAMBKT R ARE, KREALTRE@IEZF ELOHX.

Figure 9: A sample consulting report for in-context learning

B Case Analysis Presentation

We present the responses of LawLuo and baselines to users’ vague legal queries in Table 2.

C Prompt Template for Guiding GPT-40 in Scoring

Figure 10 is a prompt template for guiding GPT-40 in scoring.

FARMEA —ANEQHAIHE, RS AT AP PG @D E RS, RPN 2 %E BT RAEE S

FEEWNGE RN, EFERGEREEAN LR PN RATREN, REMERLAE, RLA™
HGHATHAX, £1210695E B A 20 2 #4715, Blde[58=5].

Please serve as an impartial evaluator to assess the quality of the model’s response to the following user query.

N

Your evaluation should consider three dimensions: lawyer-like language, usefulness of legal advice, and
accuracy of legal knowledge. The evaluation must be as objective as possible. After providing explanatory
notes, you must adhere strictly to the format below and rate the response on a scale of 1 to 10, for example,

[score=5].

Figure 10: Prompt template for guiding GPT-40 in scoring
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Inquiry: FHIMANG | —28e, IWEMBMIXFERELK, FOXEL
73? (My friend borrowed some money from me, and now they say they are
unable to repay. What should I do?)

LawLuo

Response: N | BLIAF# 5 B g [nl @, RE-SFEt s Z4HTT? HLanfs
PCEH AR, REE B EE RIETE (AR IKIE )
FAAR B S5 4R B0, LA RS IR Z TRl fve i i o (2 & e 4 3
WEREETTR) o XEAFEA BT 3 R o A7 A (R 4R 5
TEHEEL - (To better assist you in resolving the issue, could you provide
more details? For example, the loan amount, repayment term, whether there
is a written agreement or related evidence (such as transfer records), your
friend’s financial situation, and the communication between you and your
friend (whether installment repayment options were discussed, etc.). This
information will help us analyze your situation more accurately and provide
appropriate advice.)

ChatGLM-3

Response: &7 DUFI A & W g R, tLan s BRI A e e 3 - & Ph i AN
B, AT LGB EEGRTE, FRAESUFIA - (You can negotiate with your friend
to find a solution, such as agreeing on installment payments or a delay in
repayment. If negotiation fails, you can pursue legal action and file a lawsuit.)

BaiChuan

Response: 1B 2R TCIEIRFHAIGIL, FILLSE SN T im, 1 #RHSERR
ZHPIROL, FEXUTHEEA] IR HAF T R - R EARR, #WEE
W IR, TR X R T RS UL ERERENE - af
you encounter a situation where your friend is unable to repay the loan, you can
first communicate with them to understand their actual financial situation and
agree on a repayment method that both parties can accept. If negotiation fails,
it is advisable to consult a local legal advisor to understand the specific legal
regulations regarding debt disputes in your area.)

LawGPT

Response: W E L5 A TRTF RIFHE, RE#LTEITH - Gl
FRAGEOHE, I s . R AT IARE R, A DI
FHRIEBEACE TR A B, LIFR B ORI S E N SR RIE - (Itis
advisable to maintain good communication with your friend first, in order to
avoid escalating conflicts. You can consider flexible solutions, such as delaying
or agreeing on installment payments. If the issue cannot be resolved, you can
consult relevant legal provisions or seek help from a lawyer to ensure your legal
rights are protected.)

HanFei

Response: 2R [n] @l i) A0 B 75 245 & BARIF L o0 « B EE RS
AR, Foo T iR HD R e IR R, s @ 07 WA AT B 7 BTIA K
Wl R TR, AT LUES M RIETE (A4 - KSR 5E) |
W IE TR R R RO o [, FEIBSRVAREFBeRr, R4 E
TTRESI MR AR %2 - (The resolution of such issues requires analyzing the
specific situation. It is recommended to first try negotiating with your friend,
understanding the reasons behind their repayment difficulties, or creating an
installment plan both parties agree on. If negotiations fail, you can gather
relevant evidence (such as loan receipts or transfer records) and pursue legal
action. However, before opting for legal means, it is important to evaluate the
enforceability and cost-effectiveness of this approach.)

Table 2: Responses to Inquiry about Loan Repayment Issue
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