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Abstract

Legal Large Language Models (LLMs) have001
shown promise in providing legal consultations002
to non-experts. However, most existing Chi-003
nese legal consultation models are based on004
single-agent systems, which differ from real-005
world legal consultations, where multiple pro-006
fessionals collaborate to offer more tailored007
responses. To better simulate real consul-008
tations, we propose LawLuo, a multi-agent009
framework for multi-turn Chinese legal con-010
sultations. LawLuo includes four agents: the011
receptionist agent, which assesses user intent012
and selects a lawyer agent; the lawyer agent,013
which interacts with the user; the secretary014
agent, which organizes conversation records015
and generates consultation reports; and the boss016
agent, which evaluates the performance of the017
lawyer and secretary agents to ensure optimal018
results. These agents’ interactions mimic the019
operations of real law firms. To train them020
to follow different legal instructions, we de-021
veloped distinct fine-tuning datasets. We also022
introduce a case graph-based RAG to help the023
lawyer agent address vague user inputs. Ex-024
perimental results show that LawLuo outper-025
forms baselines in generating more personal-026
ized and professional responses, handling am-027
biguous queries, and following legal instruc-028
tions in multi-turn conversations. Our full code029
and constructed datasets will be open-sourced030
upon paper acceptance.031

1 Introduction032

Since the release of ChatGPT, the development of033

Chinese Large Language Models (LLMs) has ac-034

celerated, resulting in influential models like Chat-035

GLM (Du et al., 2022), LLaMa (Touvron et al.,036

2023), and BaiChuan (Yang et al., 2023). These037

models excel in fluent Chinese dialogue and under-038

standing complex user intentions. Additionally,039

domain-specific LLMs, such as Medical (Yang040

et al., 2024a; Zhang et al., 2023a), Legal (Zhou041

et al., 2024; Huang et al., 2023), and Financial042

LLMs (Zhang and Yang, 2023), have emerged, 043

demonstrating strong capabilities in their respective 044

fields. 045

Recently, notable Chinese legal LLMs, such 046

as LawGPT (Zhou et al., 2024), Hanfei (He 047

et al., 2023), FuziMingcha (Wu et al., 2023) and 048

Lawyer-Llama (Huang et al., 2023), have emerged. 049

These models leverage large Chinese legal dialogue 050

datasets to fine-tune Chinese base models, endow- 051

ing them with extensive legal knowledge and the 052

ability to engage in legal consultation dialogues. 053

However, they fall short of replicating the col- 054

laborative workflows of real law firms, limiting 055

their ability to provide personalized, professional 056

responses, as shown in Figure 1. 057

To address this, we propose LawLuo, a multi- 058

agent framework designed to simulate the oper- 059

ations of a law firm and offer professional legal 060

advice, as shown in Figure 1. This framework 061

consists of four distinct agents: a receptionist, a 062

lawyer selected from the lawyer pool, a secretary, 063

and a boss. The receptionist agent is responsible 064

for assessing a user’s intent and assigning a lawyer 065

specializing in the relevant field. The lawyer agent 066

analyzes the user’s case and provides responses 067

for each round of the conversation. The secretary 068

agent organizes the entire consultation record and 069

generates a final, personalized, and professional 070

response for the user. The boss agent monitors the 071

performance of both the lawyer and the secretary 072

agents. We design a interaction strategy between 073

these agents to simulate the operational processes 074

of real law firms, enabling seamless collaboration 075

to address users’ legal consultations. 076

To enhance the ability of each agent to follow 077

legal instructions, we have constructed three fine- 078

tuning datasets, including: a dataset comprising 079

(Inquire, Lawyer description) pairs for fine-tuning 080

the receptionist agent, a MUlti Rounds LEgal 081

Dialogue (MURLED) dataset for fine-tuning the 082

lawyer agent, and a Legal Consultation Report 083
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我想要离婚，我该怎么做？I want a
divorce, what should I do ?
我想要离婚，我该怎么做？I want a
divorce, what should I do ?

面对婚姻中的问题，感到困扰和痛苦是可以理解的。离婚

是一个重大的决定，不仅会影响你，还会影响你的家庭成员，

尤其是如果有孩子的话。在做出这样的决定之前，您可能需

要考虑以下几个步骤：

1） 沟通：试着与你的伴侣进行坦诚的对话，看看是否有

可能解决你们之间的问题。

2） 咨询：考虑寻求婚姻咨询或治疗。专业人士可以为解

决问题提供中立的视角和策略。

......

Facing problems in marriage and feeling troubled and

distressed is understandable. Divorce is a significant

decision that not only affects you but also impacts your

family members, especially if there are children involved.

Before making such a decision, there are a few steps you

may want to consider:

1) Communication: Try to have an open and honest

conversation with your partner to see if it’s possible to

resolve the issues between you.

2) Counseling: Consider seeking marriage counseling or

therapy. A professional can provide a neutral

perspective and strategies for resolving issues.

......
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Existing Single-Agent Architecture for Legal Consultation

一、婚姻解体及离婚程序

根据我国《婚姻法》相关规定，离婚是解决夫妻关系破裂的合法途径。考虑到您的丈夫已承认婚外情，

并且在夫妻关系中表现出明显的冷漠与不作为，您有充分的理由提出离婚诉求...... (Under China's

Marriage Law, divorce is a legal way to end a marriage. Since your husband has admitted to an

affair and shown indifference and neglect in the relationship, you have enough grounds to file

for divorce......)

二、子女抚养权问题

您提到有一名6岁的孩子。鉴于您的孩子年幼且您丈夫的婚外情及他缺乏家庭责任感的情况下，法院可

能会优先考虑您的抚养申请...... (You mentioned having a 6-year-old child. Given your child's young

age and your husband's affair and lack of family responsibility, the court may prioritize your

custody application......)
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User:

System:

Lawyers specializing in different legal fieldsReceptionist Secretary Boss

System:

我想要离婚，我该怎么做？I want a
divorce, what should I do ?
我想要离婚，我该怎么做？I want a
divorce, what should I do ?

User:

Multi-agent collaboration

We Propose a Multi-Agent Collaboration Framework for Legal Consultation.

...

...

Figure 1: The left side shows the single-agent architecture used by most legal consultation systems, producing
superficial, generalized responses without understanding user intent and case details. The right side presents our
proposed multi-agent framework, offering more personalized and professional answers.

Generation (LCRG) dataset for fine-tuning the sec-084

retary agent. Additionally, to address ambiguous085

queries, we introduce case graph-based RAG to086

enhance LawLuo’s handling of such queries.087

We evaluated LawLuo using GPT-4o and human088

experts. Experimental results show that LawLuo089

offers more personalized and professional legal090

advice compared to baselines. Moreover, when091

responding to vague questions from users without092

legal background, baselines often give broad an-093

swers directly. In contrast, LawLuo is committed094

to guiding users to clearly describe case details095

through leading responses. The experiments also096

prove LawLuo’s strong ability to follow instruc-097

tions even after multiple rounds of conversation.098

Our primary contributions are as follows:099

• We introduce a multi-agent collaborative legal100

dialogue framework that transcends the tradi-101

tional single-model-user interaction paradigm.102

This innovation provides users with more per-103

sonalized and professional consultation ser-104

vices.105

• We constructed three different fine-tuning106

datasets and used them to fine-tune three dif-107

ferent agents.108

• We propose a case graph-based RAG to handle109

ambiguous queries from users without a legal110

background.111

2 Related work 112

2.1 LLMs for Legal Consultation 113

In recent years, large language models (LLMs) 114

have made significant progress in various fields, 115

particularly in the domain of Chinese law, where 116

they have demonstrated immense potential (Xiao 117

et al., 2021; Yue et al., 2023; Yang et al., 2024b). 118

By training on large volumes of Chinese legal case 119

data, Legal LLMs are able to deeply understand 120

case information and provide users with reasonable 121

legal advice. 122

Most research relied on continuing pre-training 123

and instruction fine-tuning of existing Chinese base 124

models, aiming to enhance the models’ understand- 125

ing of legal knowledge and their ability to follow 126

legal instructions (Zhou et al., 2024; Huang et al., 127

2023; Li et al., 2024; Dahl et al., 2024). Their train- 128

ing data mainly consists of publicly available legal 129

documents, judicial exam data, and legal Q&A 130

datasets. Additionally, some studies, such as Han- 131

Fei (He et al., 2023), have opted to train a legal 132

LLM from scratch, aiming to endow the model 133

with more robust and profound legal knowledge 134

and application capabilities. Some work also uti- 135

lizes external legal knowledge during the reason- 136

ing phase to enhance the model’s responses.(Louis 137

et al., 2024; Han et al., 2024; Wan et al., 2024) 138

However, existing efforts have focused on im- 139

proving the performance of individual legal LLMs. 140
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In practice, legal consultations in real law firms are141

often conducted collaboratively by multiple profes-142

sionals. Inspired by this real-world work model,143

we propose a multi-agent collaboration framework144

to simulate this process, thereby providing users145

with a more personalized and professional legal146

consultation experience.147

2.2 Multi-Agent Collaboration148

In LLM-based multi-agent systems, an agent is149

defined as an autonomous entity capable of per-150

ceiving, thinking, learning, making decisions, and151

interacting with other agents (Xi et al., 2023; Xu152

et al., 2024). Research shows that breaking com-153

plex tasks into simpler subtasks and tackling these154

with agents that have diverse functions can signif-155

icantly enhance the problem-solving capabilities156

of LLMs. (Wang et al., 2024; Guo et al., 2024a).157

For instance, (Qian et al., 2023) designed a multi-158

agent collaborative workflow in which agents as-159

suming roles such as CTO, programmer, designer,160

and tester work closely together to complete soft-161

ware development and document the development162

process. (Hemmer et al., 2022) have facilitated the163

construction of machine learning models through164

collaboration between multiple agents and humans.165

In addition, LLM-based multi-agent systems can166

also be used for simulating real-world social envi-167

ronments, supporting the observation and research168

of social behavior (Wang et al., 2023; Wei et al.,169

2023; Du et al., 2023).170

We believe that legal consulting is a complex171

task that should be decomposed into subtasks,172

which can be collaboratively handled by multiple173

agents to enhance the personalization and profes-174

sionalism of the responses.175

3 Framework176

In real-world scenarios, legal consultations involve177

collaboration among multiple staff members in a178

law firm, while current legal LLMs engage with179

users in isolation. To address this gap, we propose180

a multi-agent collaborative framework for legal181

consultation, called LawLuo.182

The framework consists of four agent types, as183

shown in Figure 2: 1) a receptionist agent, which184

assesses the user’s consultation intent and assigns185

the appropriate lawyer; 2) a lawyer agent, selected186

from the lawyer pool, who interacts with the user187

to analyze the case details; 3) a secretary agent,188

which organizes the dialogue records between the189

lawyer and the user to generate a final consultation 190

report; and 4) a boss agent, which monitors the 191

performance of both the secretary and the lawyer 192

to ensure optimal operation. 193

Given the initial inquiry u0 from the user, we 194

will now provide a detailed description of the col- 195

laborative process of the agents within this frame- 196

work. 197

3.1 Receptionist 198

Given the user’s initial inquiry u0, the receptionist 199

agent R is tasked with evaluating the user’s intent 200

and selecting the most suitable lawyer from a pool 201

of candidate lawyers L, each specializing in dis- 202

tinct fields, to address the user’s consultation. This 203

process is formalized in Equation 1. 204

R : u0
max7→ argL∈L similarity(u0, L) (1) 205

Where similarity(·, ·) represents the similarity be- 206

tween u0 and the description of lawyer L. We de- 207

fined 16 descriptions for lawyers specializing in 208

different areas of law, based on the thematic cate- 209

gories of legal consultations on the HuaLv website 210
1. These areas include: Contract Law, Labor Law, 211

Corporate Law, Intellectual Property Law, Criminal 212

Law, Civil Procedure Law, Family Law, Real Es- 213

tate Law, Tax Law, Environmental Law, Consumer 214

Protection Law, Antitrust Law, International Trade 215

Law, Insurance Law, Maritime Law, and others. 216

We constructed a dataset consisting of 1,600 217

pairs of (Inquire, Lawyer Description) to fine-tune 218

the Chinese base model BaiChuan (Yang et al., 219

2023). The fine-tuned model is employed as the 220

receptionist agent R. 221

3.2 Lawyer 222

The lawyer agent L, selected from the lawyer pool 223

L, is tasked with engaging in dialogue with the user 224

to acquire a comprehensive understanding of the 225

case details and generate responses. This process 226

is formally represented by Equation 2. 227

L : (u0, U1:T ) 7→ R0:T (2) 228

Where U1:T represents the sequence of user queries 229

from the first round to the T -th round, R0:T repre- 230

sents the sequence of the model responses 231

The existing Legal LLMs, although capable of 232

engaging in dialogue with users, tend to provide 233

one-time responses to user queries. This contrasts 234

1https://www.66law.cn/
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In this case, child support needs to be
paid...
In this case, child support needs to be
paid...

Does my spouse need to pay child support
monthly?...
Does my spouse need to pay child support
monthly?...

Based on your description, the assets
might be divided equally, considering your
daughter's age......

Based on your description, the assets
might be divided equally, considering your
daughter's age......

We m living apart, with no remaining
feelings...
We m living apart, with no remaining
feelings...

你 的 错 误 行 为 ...Has anyone in your
marriage been unfaithful...
你 的 错 误 行 为 ...Has anyone in your
marriage been unfaithful...

我们育有一个女儿，名下 ...We have a
daughter, and own a house...
我们育有一个女儿，名下 ...We have a
daughter, and own a house...

1. Receptionist

3. Secretary

4. Boss

𝑢0

Intent 
Assessment

Lawyer
Selection

2. Family lawyer

CaseGraph RAG能否请您提供更多信息？比如，您是否有共
同财产或子女抚养问题需要解决...Could you
provide more information? For example,
Are there joint assets or child custody
issues to resolve...

能否请您提供更多信息？比如，您是否有共
同财产或子女抚养问题需要解决...Could you
provide more information? For example,
Are there joint assets or child custody
issues to resolve...

我想要离婚，我该怎么做？I want a divorce,
what should I do ?
我想要离婚，我该怎么做？I want a divorce,
what should I do ?

𝑈1:𝑇

𝑅0:𝑇

Respond

𝑢0 𝑈1:𝑇 𝑅0:𝑇

Organize 最终建议书
尊敬的XXX：
感谢您选择我们提供

法律咨询服务。在您的
离婚案件中，我们已详
细了解您的。
1.案件概况
经过与您的详细沟通我
们了解了以下关键事项：
（1）您与[配偶姓名]的
婚姻状况；

Moniter

Multi-Agent Collaboration Framework for Multi-Round 

Chinese Legal Consultation

Conversation Records

CaseBank

𝑓

Figure 2: The multi-agent collaboration framework we propose for multi-round Chinese legal consultation. In this
framework, the receptionist agent first assesses the user’s consultation intent based on the initial input u0 and selects
the most suitable lawyer from the lawyer pool. Subsequently, the selected lawyer agent is responsible for engaging
in multi-round dialogues with the user. During this process, the lawyer agent actively queries the user for case
details via case graph-based RAG. Finally, the secretary agent organizes the dialogue records between the user and
the lawyer, producing a comprehensive consultation report. The boss agent monitors the performance of the lawyer
and secretary agents to ensure optimal outcomes.

with real-world legal consultations, where lawyers235

often engage in multiple guided conversations to236

gain a deeper understanding of the client’s case237

details. To address this, we constructed a MUlti238

Rounds LEgal Dialogue (MURLED) dataset to239

fine-tune the Chinese base model ChatGLM (Du240

et al., 2022), aiming to enhance the model’s legal241

dialogue capabilities, particularly its ability to ac-242

tively guide in multiple rounds of dialogue. It is243

worth noting that the MURLED dataset is divided244

into 16 distinct consulting domains, with 16 dif-245

ferent weight checkpoints fine-tuned on Baichuan,246

each serving as a lawyer agent specialized in a247

different consulting domain. The distribution of248

the MURLED dataset across 16 legal consultation249

fields is shown in Figure 3.250

The MURLED dataset was constructed based251

on case consultation voice recordings from a law252

firm and contains 16,734 multi-turn legal conver-253

sations. We first converted the raw audio files into254

text format and then utilized ChatGPT to optimize255

the text, addressing issues such as informality and256

minor errors. Figure 4 shows an example of a multi-257

turn conversation from MURLED, highlighting the258

emphasis on guiding responses.259

We used MURLED to fine-tune ChatGLM-3-260
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Figure 3: Distribution of the MURLED dataset across
16 different consultation domains.

6b. To mitigate the risk of overfitting, we incor- 261

porated general conversational data from Alpaca- 262

GPT42, which comprises 52,000 generic Chinese 263

dialogues, into the fine-tuning process. To expedite 264

the fine-tuning of the model and reduce reliance on 265

computational resources, we employed the LoRA 266

fine-tuning strategy, as illustrated in Equation 3: 267

θLegal = LoRA
(
θ,
{
(un0 , U

n
1:T , R

n
0:T )

N
n=1

})
(3) 268

where θ represents the initial parameters of 269

2https://www.modelscope.cn/datasets/AI-
ModelScope/alpaca-gpt4-data-zh/summary
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{

{

“Instruction” : “律师您好，我工作期间受伤了，能否申请工伤？”,

“Output” : “为了更好的帮助到您，请告诉我您受伤时间与地点，以及您事故发生的具体原因。”

}

{

“Instruction” : “我是在办公室摔倒的，摔伤了右脚踝，受伤时正好在搬运文件。我已经就医，医生说
是轻微扭伤，目前正在休养，预计一周后可以恢复。”,

“Output” : “您的具体伤情如何？是否已经就医？是否有医院的伤情鉴定？”

}

}

{

{

“Instruction” : “ I was injured while working, can I apply for work injury compensation?”,

“Output” : “In order to better help you, please tell me the time and place of your injury, as well as the

specific cause of your accident.”

}

{

“Instruction” : “I fell in the office and injured my right ankle while I was moving documents. I have already

seen a doctor, who said it was a minor sprain. I am currently resting and will recover in a week.”,

“Output” : “What are your specific injuries? Have you received medical treatment? Has the hospital issued

an assessment of your injuries?”

}

}

English Translation

Chinese Sample

Figure 4: An example from the MURLED dataset. It
can be seen that this dataset emphasizes the active guid-
ance ability of training large legal models in multi-turn
dialogues.

ChatGLM-3-6b, while θLegal denotes the pa-270

rameters of our fine-tuned legal LLM. Besides,271

(un0 , U
n
1:T , R

n
0:T ) indicates the n-th training sample.272

To enhance the lawyer agent’s ability to address273

vague queries from users without a legal back-274

ground, we design the agent to employ a case graph-275

based Retrieval-Augmented Generation (RAG) ap-276

proach during each response generation process.277

Specifically, we implement this case graph-based278

RAG using the LightRAG framework (Guo et al.,279

2024b). To build the case graph, we utilize a case280

collection comprising 4,320 criminal cases and281

12,345 civil cases, sourced from the China Judg-282

ments Online database 3. The construction of the283

case graph is detailed in Algorithm 1.284

Algorithm 1 Case Graph Construction

1: Input: Set of legal cases C = {c1, c2, . . . , cn}
2: Output: Case graph G = (V,E)
3: for each case ci in C do
4: vi ← f(ci) ▷ Generate vector

representation of case ci
5: end for
6: For each pair of cases:
7: for each ci, cj ∈ C do
8: Sim(ci, cj)← similarity(vi, vj) ▷

Compute similarity between cases
9: Add edge (ci, cj , Sim(ci, cj)) to E ▷ Add

weighted edge to graph
10: end for
11: Return: Case graph G = (V,E)

3https://wenshu.court.gov.cn/

3.3 Secretary 285

The secretary agent’s responsibility is to organize 286

the conversation records between the user and the 287

lawyer, and compile a final consultation report to 288

be submitted to the user, as shown in Equation 4. 289

S : (u0, U1:T , R0:T ) 7→ f (4) 290

Where f represents the final consulting report. 291

We created a Legal Consultation Report 292

Generation dataset called LCRG, which includes 293

420 legal consultation dialogues and their summary 294

reports. Each summary report is carefully written 295

by professional lawyers. We used LCRG to fine- 296

tune the Chinese base model BaiChuan, enabling 297

the model to generate consultation reports from 298

legal consultation dialogues. A legal consultation 299

summary report sample is shown in Appendix A. 300

3.4 Boss 301

The boss agent is responsible for evaluating and 302

optimizing the performance of the lawyer and sec- 303

retary agents. We treat the boss agent as a binary 304

reward model, B : o 7→ y, where o represents 305

the output of the lawyer or secretary agent, and y 306

represents the evaluation of o by the boss agent, 307

categorized as "better" or "worse." The training 308

objective for the boss agent is to minimize the fol- 309

lowing loss function: 310

LB = − 1

N

N∑
i=1

[yi · log (ŷi(oi; θB))

+(1− yi) · log (1− ŷi(oi; θB))]
(5) 311

where yi represents the true label of the i-th sam- 312

ple, taking values of either 0 or 1, which corre- 313

spond to “worse” and “better”, respectively. Be- 314

sides, ŷi(oi; θB) denotes the probability that boss 315

predicts the i-th output oi as “better”. 316

We adopt the PPO algorithm (Wang et al., 2020) 317

to enable reinforcement learning between the boss 318

agent and the lawyer agent, as well as between the 319

boss agent and the secretary agent. Through this 320

reinforcement learning, the boss agent continuously 321

optimizes the lawyer and secretary agents. 322

4 Experimental Setup 323

All our experiments were conducted on a 40G 324

A100 GPU. The PyTorch 2.3.0 and the Hugging- 325

Face Transformers 4.40.0 were used. The learning 326

rate for LoRA fine-tuning was set to 0.00005, with 327

5

https://wenshu.court.gov.cn/


a training batch size of 2, over a total of 3 epochs,328

and model weights were saved every 1,000 steps.329

Additionally, the rank of LoRA was set to 16, the330

alpha parameter was set to 32, and the dropout rate331

was set to 0.05.332

5 Results and Analysis333

The following research questions will be addressed334

through experimental analysis:335

RQ 1: Does multi-agent collaboration facilitate336

the generation of more personalized and profes-337

sional responses for users’ legal consultations?338

RQ 2: Can LawLuo more effectively address339

legal inquiries raised by users without a legal back-340

ground?341

RQ 3: After engaging in multiple rounds of legal342

dialogue, can LawLuo maintain its ability to follow343

legal instructions accurately?344

RQ 4: Does the instruction fine-tuning applied to345

the constructed datasets improve the performance346

of the agents?347

RQ 5: Is LawLuo still effective in performing348

routine legal tasks, including non-dialogue tasks?349

5.1 Pairwise Comparison Evaluation350

We employed pairwise comparison to assess the351

performance of LawLuo. In the evaluation, the352

outputs generated by LawLuo is compared with353

the outputs generated by the baselines using the354

same input data, in terms of personalization and355

professionalism, by GPT-4 or human experts.356

For each comparison, experts are asked to de-357

termine whether LawLuo performs better, worse,358

or similarly to the baseline models. This eval-359

uation method is consistent with current best360

practices for evaluating large language models361

(Thirunavukarasu et al., 2023; Xiong et al., 2023;362

Zhang et al., 2023b).363

Figure 5 presents the win rate of LawLuo against364

the baselines, clearly showing that LawLuo outper-365

forms widely used Chinese base LLMs and exceeds366

all legal LLM baselines. This results answer RQ367

1: Collaboration among multiple agents in legal368

consultation can indeed provide users with more369

personalized and professional responses.370

5.2 Case Study on Ambiguous Inquiry371

We randomly select a ambiguous legal consulta-372

tion question and analyze the answers generated by373

LawLuo, ChatGLM-3, BaiChuan, LawGPT, and374

HanFei in the first round, as shown in Table 2.375

From the table, it can be seen that LawLuo’s re- 376

sponses in the first round are more guiding. This 377

guiding response helps users to better elaborate on 378

the case details, thereby providing the most per- 379

sonalized and accurate answers. The experimental 380

results address RQ 2: LawLuo is better at handling 381

ambiguous legal consultations from users without 382

a legal background. 383

5.3 Multi-Turn Dialogue 384

We systematically evaluate the instruction- 385

following capability of the proposed LawLuo 386

model in multi-turn dialogues. The experimental 387

design includes four dialogue scenarios where 388

instructions evolve or become progressively more 389

complex across turns. We assess the model’s 390

ability to understand and execute instructions 391

through tasks such as legal charge prediction, 392

similar case matching, and case element extraction. 393

The evaluation metrics focus on the model’s 394

accuracy in understanding instructions, coherence 395

in maintaining context, precision in execution, 396

adaptability, flexibility, and its ability to handle 397

complex or conflicting instructions. We use GPT-4 398

to evaluate LawLuo and the baselines’ instruction- 399

following scores after multiple rounds of dialogue, 400

as detailed in Appendix C. The experimental 401

results are shown in Figure 6, with the pink line 402

representing LawLuo’s instruction compliance 403

score. It can be observed that even after five rounds 404

of dialogue, LawLuo still maintains a high level of 405

instruction compliance. This experimental result 406

answers RQ3: LawLuo is still able to effectively 407

comply with legal instructions after multiple 408

rounds of dialogue. 409

5.4 Ablation Study 410

This section aims to validate the contributions of 411

each component within the framework. We con- 412

tinue to use GPT-4o as the evaluator to assess the 413

win rate of LawLuo over GPT-3.5 after ablation, 414

as illustrated in Figure 7. From the figure, it is 415

evident that the win rate of LawLuo over GPT- 416

3.5 decreases by 2% after ablating the receptionist 417

agent. This result validates our hypothesis that 418

legal LLMs should be assigned different domain- 419

specific roles to provide more targeted answers 420

based on the user’s consultation field. Additionally, 421

the figure shows that the boss agent also contributes 422

to LawLuo’s performance, as it can optimize the 423

responses generated by the lawyer. Finally, we ob- 424

serve a significant decline in model performance 425
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Figure 5: Win rate of LawLuo compared to the baselines
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Figure 6: The variation in the quality of model-
generated responses with increasing dialogue turns

after removing the case graph-based RAG mod-426

ule. This indicates that clarifying users’ vague and427

ambiguous queries is crucial for generating high-428

quality responses in legal question-answering. The429

experimental results answer RQ4: Our fine-tuning430

of each agent enables LawLuo to achieve better431

overall performance.432

5.5 Legal Knowledge Probing Experiment433

We evaluated LawLuo’s performance across five434

routine legal natural language processing tasks: Le-435

gal Event Extraction, Judicial Reading Compre-436

hension, Legal Charges Prediction, Related Law437

Retrieval, and Similar Case Retrieval. These tasks438

were conducted on established datasets, including439

LEVEN (Yao et al., 2022), CJRC (Duan et al.,440

2019), CAIL2018 (Xiao et al., 2018), and LeCaRD441

(Ma et al., 2021).442

The results, as presented in Table 1, indicate443
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Figure 7: Results of ablation experiments

that LawLuo performs well across all five tasks. 444

Although its performance is not the best when com- 445

pared to other baseline models, it remains highly 446

competitive. This suggests that through instruction 447

fine-tuning, LawLuo has acquired sufficient legal 448

knowledge, enabling it to not only handle legal 449

consultations but also address routine legal natu- 450

ral language processing tasks. The experimental 451

results answer RQ5: LawLuo remains effective in 452

routine legal tasks. 453

6 System Implementation 454

Based on the LawLuo framework, we have de- 455

signed and implemented a practical legal consul- 456

tation system aimed at providing users with an 457

efficient and interactive legal advisory platform, 458

as shown in Figure 8. The system’s backend is 459

developed using the Flask framework, while the 460

frontend is built with React to ensure a dynamic 461

and responsive user experience. Users access the 462
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Table 1: Performance of LawLuo and the baselines on five routine legal natural language processing tasks, reflecting
their understanding of legal knowledge.

Task

Legal Event
Extraction
(F1 score)

Judicial Reading
Comprehension

(F1 score)

Legal Charges
Prediction
(F1 score)

Related Law
Retrieval
(F1 score)

Similar Case
Retrieval

(Acc@10)

Dataset LEVEN (Yao et al., 2022) CJRC (Duan et al., 2019) CAIL2018 (Xiao et al., 2018) CAIL2018 (Xiao et al., 2018) LeCaRD (Ma et al., 2021)

LawLuo 73.3 ± 1.3 80.6 ± 2.3 92.1 ± 2.3 84.4 ± 3.1 81.6 ± 3.8
HanFei 73.5 ± 1.2 83.2 ± 1.7 92.1 ± 2.2 84.5 ± 2.0 83.0 ± 3.1

LawGPT 72.5 ± 1.3 81.5 ± 2.1 90.8 ± 1.5 83.2 ± 2.8 85.5 ± 3.0
LawyerLLaMa 71.2 ± 1.4 80.2 ± 2.2 91.7 ± 2.3 81.6 ± 3.1 82.1 ± 3.5

BaiChuan 72.0 ± 1.3 82.2 ± 1.5 92.5 ± 2.3 83.6 ± 3.4 85.5 ± 2.9
ChatGLM-3-6b 72.2 ± 1.4 79.8 ± 2.2 94.4 ± 2.3 82.1 ± 2.8 84.4 ± 3.3

GPT-3.5 70.9 ± 2.1 77.6 ± 2.4 90.5 ± 2.4 81.1 ± 2.2 80.4 ± 3.2

Figure 8: We have built a web-based legal consultation
system with the LawLuo framework as the core, and
testing has shown that it has good practical effective-
ness.

system through a simple web interface and initially463

interact with a receptionist agent to describe their464

legal issues. The system then guides users to the465

relevant lawyer agent for a detailed case discussion.466

After several rounds of conversation, the secretary467

agent generates and provides a legal consultation468

report, while the boss agent monitors the entire469

interaction process in the background to ensure470

service quality.471

7 Conclusion472

We introduce LawLuo, a multi-agent collaboration473

framework that simulates the multi-party interac-474

tions of real law firms to provide professional legal475

consulting services. Experimental results demon-476

strate that LawLuo outperforms traditional single-477

agent models in generating personalized and profes-478

sional legal advice, handling ambiguous inquiries,479

and following legal instructions in multi-turn di-480

alogues. Ablation studies and legal knowledge481

probing experiments further validate the effective-482

ness of various components within the framework,483

as well as the legal knowledge acquired through484

instruction tuning. Despite these achievements, we485

acknowledge that there is room for improvement in486

optimizing inter-agent communication and enhanc- 487

ing model interpretability, which will be the focus 488

of future research. The successful implementation 489

of LawLuo paves the way for new developments in 490

the field of legal consulting, suggesting the broad 491

application prospects of multi-agent collaboration 492

in future legal services. 493

Limitation and Future Work 494

The experimental outcomes of the LawLuo frame- 495

work underscore the potential of multi-agent col- 496

laboration within the domain of legal consultation. 497

By emulating the multi-party interactions charac- 498

teristic of real law firms, our model is capable of 499

delivering consultation service that are more per- 500

sonalized and professional. The strength of this 501

collaborative approach lies in its ability to compre- 502

hensively understand user needs from various per- 503

spectives and provide solutions on multiple levels. 504

However, multi-agent systems also introduce new 505

challenges, particularly in terms of communication 506

and coordination among agents. To ensure seam- 507

less collaboration, each agent must possess a high 508

degree of domain-specific expertise and be able to 509

comprehend the decisions and feedback of other 510

agents. Future work should further explore how 511

to optimize the interaction mechanisms between 512

agents to reduce misunderstandings and enhance 513

collaboration efficiency. 514
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background, legal analysis, legal advice, and risk 711
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报告编号<Report Number> ：LC20240704

咨询日期<Consultation Date> ：2024年7月4日 (July 4, 2024)

委托人<Client> ：张三 (Zhang)

咨询事项< Consultation Issues >：关于劳动合同解除的法律咨询 (Legal Consultation on the Termination of Employment Contracts)

咨询目的< Purpose of Consultation >：了解劳动合同解除的合法性及可能产生的法律后果 (Understand the legality of labor contract termination and the potential legal consequences.)

事实和背景<Facts and Background>：
张三先生于2023年1月1日与XX科技有限公司签订了一份为期三年的固定期限劳动合同。合同中明确了张三先生的职位为软件工程师，月薪为15000元，并约定了工作地点、工作时间、休息休假、社会

保险和公积金缴纳等相关条款。2024年5月，公司因业务调整，决定裁减部分员工，张三先生被列入裁员名单。公司提出，将按照法定标准支付一个月工资作为经济补偿，并要求张三先生在一周内完成工作
交接并离职。张三先生对此表示异议，认为公司的解除合同程序不符合法律规定，并担心自身权益受损。(Mr. Zhang signed a three-year fixed-term labor contract with XX Technology Co., Ltd. on January 1, 2023.

The contract specified that Mr. Zhang's position was software engineer, with a monthly salary of 15,000 yuan, and outlined details regarding the work location, working hours, rest and vacation, social insurance, and housing

fund contributions. In May 2024, due to business adjustments, the company decided to lay off some employees, and Mr. Zhang was included in the layoff list. The company proposed to pay one month's salary as severance

compensation according to legal standards and requested that Mr. Zhang complete the work handover and leave within a week. Mr. Zhang objected to this, believing that the company's contract termination procedures did not

comply with legal regulations and was concerned about the potential infringement of his rights.)

法律分析<Legal Analysis>：
根据《中华人民共和国劳动合同法》第四十一条的规定，用人单位因生产经营需要裁减人员二十人以上或者裁减不足二十人但占企业职工总数百分之十以上的，应当提前三十日向工会或者全体职工说

明情况，听取工会或者职工的意见后，裁减人员方案经向劳动行政部门报告，可以裁减人员。XX科技有限公司在未提前三十日向张三先生说明情况，也未听取其意见的情况下，直接提出解除劳动合同，程
序上存在瑕疵。(According to Article 41 of the Labor Contract Law of the People's Republic of China, if an employer needs to lay off more than twenty employees or fewer than twenty employees but more than ten percent

of the total number of employees due to production and operational needs, it shall explain the situation to the trade union or all employees thirty days in advance. After listening to the opinions of the trade union or the

employees and reporting the layoff plan to the labor administrative department, the employer may proceed with the layoffs. XX Technology Co., Ltd. directly proposed to terminate the labor contract with Mr. Zhang without

explaining the situation to him thirty days in advance or listening to his opinions, which is procedurally flawed.)

同时，根据《劳动合同法》第四十七条的规定，用人单位解除劳动合同应当按照员工在本单位工作的年限，每满一年支付相当于一个月工资的经济补偿。张三先生在公司工作已超过一年，公司仅提出
支付一个月工资作为补偿，可能不符合法律规定的补偿标准。(Additionally, according to Article 47 of the Labor Contract Law, when an employer terminates a labor contract, it shall pay economic compensation

equivalent to one month's salary for each full year of service with the employer. Mr. Zhang has worked for the company for more than one year, and the company only proposed to pay one month's salary as compensation,

which may not meet the legal compensation standards.)

法律建议< Legal Advice >：
1. 协商解决：建议张三先生首先与公司进行协商，明确解除合同的具体原因，争取合理的经济补偿。在协商过程中，张三先生可以提出公司解除合同程序的不当之处，并要求公司依法支付相应的经济补偿。
2. 收集证据：在协商过程中，张三先生应注意收集与劳动合同解除相关的证据，包括但不限于劳动合同、工资单、公司的通知函、工作交接记录等，以备不时之需。
3. 法律途径：如果协商未能达成一致，张三先生可以向劳动仲裁委员会提起仲裁申请，要求确认公司解除合同的违法性，并请求支付合法的经济补偿。
4. 法律援助：考虑到劳动争议案件的专业性，张三先生可以寻求专业律师的帮助，以便更有效地维护自身权益。

风险提示< Risk Warning >：
1. 时间限制：劳动争议案件通常有时效性要求，张三先生应在知道或应当知道权利被侵害之日起一年内提起仲裁或诉讼，否则可能丧失法律保护的机会。
2. 证据保全：在劳动争议中，证据的完整性和有效性至关重要。张三先生应确保所有证据的保存，并在必要时进行公证，以增强证据的法律效力。
3. 经济补偿不足：如果公司支付的经济补偿低于法定标准，张三先生可能面临经济上的损失。

Figure 9: A sample consulting report for in-context learning

B Case Analysis Presentation 713

We present the responses of LawLuo and baselines to users’ vague legal queries in Table 2. 714

C Prompt Template for Guiding GPT-4o in Scoring 715

Figure 10 is a prompt template for guiding GPT-4o in scoring. 716

请你作为一个公正的判别器，评估模型对以下用户问题的回答质量。你的评价应该考虑律师风格语言、

法律建议的实用性、法律知识的准确性三个维度。评价要尽可能客观。提供解释性说明后，你必须严

格遵循以下格式，在1到10的范围内对响应进行评分，例如[分数=5].

Please serve as an impartial evaluator to assess the quality of the model’s response to the following user query. 

Your evaluation should consider three dimensions: lawyer-like language, usefulness of legal advice, and 

accuracy of legal knowledge.  The evaluation must be as objective as possible. After providing explanatory 

notes, you must adhere strictly to the format below and rate the response on a scale of 1 to 10, for example, 

[score=5].

请你作为一个公正的判别器，评估模型对以下用户问题的回答质量。你的评价应该考虑律师风格语言、

法律建议的实用性、法律知识的准确性三个维度。评价要尽可能客观。提供解释性说明后，你必须严

格遵循以下格式，在1到10的范围内对响应进行评分，例如[分数=5].

Please serve as an impartial evaluator to assess the quality of the model’s response to the following user query. 

Your evaluation should consider three dimensions: lawyer-like language, usefulness of legal advice, and 

accuracy of legal knowledge.  The evaluation must be as objective as possible. After providing explanatory 

notes, you must adhere strictly to the format below and rate the response on a scale of 1 to 10, for example, 

[score=5].

Figure 10: Prompt template for guiding GPT-4o in scoring
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Inquiry: 我的朋友借了我一些钱，现在他说他没有能力还款，我该怎么
办？(My friend borrowed some money from me, and now they say they are
unable to repay. What should I do?)

LawLuo

Response: 为了更好地帮助您解决问题，能否提供更多细节？比如借
款金额、还款期限，是否有书面协议或相关证据（如转账记录），
朋友的财务状况，以及您与朋友之间的沟通情况（是否讨论过分期
还款等方案）。这些信息有助于我们更准确地分析您的问题并提出合
适的建议。(To better assist you in resolving the issue, could you provide
more details? For example, the loan amount, repayment term, whether there
is a written agreement or related evidence (such as transfer records), your
friend’s financial situation, and the communication between you and your
friend (whether installment repayment options were discussed, etc.). This
information will help us analyze your situation more accurately and provide
appropriate advice.)

ChatGLM-3

Response: 您可以和朋友协商解决，比如分期还款或延期。若协商不
成，您可以通过法律途径，提起诉讼。(You can negotiate with your friend
to find a solution, such as agreeing on installment payments or a delay in
repayment. If negotiation fails, you can pursue legal action and file a lawsuit.)

BaiChuan

Response: 遇到朋友无法还款的情况，可以先与对方沟通，了解其实际
经济状况，商定双方都可以接受的还款方式。如果协商未果，建议您咨
询当地法律顾问，了解您所在地区关于债务纠纷的具体法律规定。(If
you encounter a situation where your friend is unable to repay the loan, you can
first communicate with them to understand their actual financial situation and
agree on a repayment method that both parties can accept. If negotiation fails,
it is advisable to consult a local legal advisor to understand the specific legal
regulations regarding debt disputes in your area.)

LawGPT

Response: 建议首先与朋友保持良好沟通，尽量避免矛盾升级。您可以
考虑灵活处理，比如延期或分期还款。如果问题无法解决，可以查阅
相关法律条文或寻求律师帮助，以确保自己的合法权益得到保障。(It is
advisable to maintain good communication with your friend first, in order to
avoid escalating conflicts. You can consider flexible solutions, such as delaying
or agreeing on installment payments. If the issue cannot be resolved, you can
consult relevant legal provisions or seek help from a lawyer to ensure your legal
rights are protected.)

HanFei

Response: 此类问题的处理需要结合具体情况分析。建议您先尝试与
朋友协商，充分了解其还款困难的原因，或制定双方认可的分期还款
计划。如果协商无果，可以准备相关证据（如借条、转账记录等），
通过正式的法律途径解决。同时，在追求法律手段前，需评估其执
行能力和成本效益。(The resolution of such issues requires analyzing the
specific situation. It is recommended to first try negotiating with your friend,
understanding the reasons behind their repayment difficulties, or creating an
installment plan both parties agree on. If negotiations fail, you can gather
relevant evidence (such as loan receipts or transfer records) and pursue legal
action. However, before opting for legal means, it is important to evaluate the
enforceability and cost-effectiveness of this approach.)

Table 2: Responses to Inquiry about Loan Repayment Issue
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