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ABSTRACT

Misinformation is a complex societal issue, and mitigating solutions are difficult
to create due to data deficiencies. To address this, we have curated the largest
collection of (mis)information datasets in the literature, totaling 75. From these,
we evaluated the quality of 36 datasets that consist of statements or claims, as
well as the 9 datasets that consist of data in purely paragraph form. We assess
these datasets to identify those with solid foundations for empirical work and
those with flaws that could result in misleading and non-generalizable results,
such as spurious correlations, or examples that are ambiguous or otherwise im-
possible to assess for veracity. We find the latter issue is particularly severe and
affects most datasets in the literature. We further provide state-of-the-art baselines
on all these datasets, but show that regardless of label quality, categorical labels
may no longer give an accurate evaluation of detection model performance. Fi-
nally, we propose and highlight Evaluation Quality Assurance (EQA) as a tool
to guide the field toward systemic solutions rather than inadvertently propagating
issues in evaluation. Overall, this guide aims to provide a roadmap for higher
quality data and better grounded evaluations, ultimately improving research in
misinformation detection. All datasets and other artifacts are available at misinfo-
datasets.complexdatalab.com.

1 INTRODUCTION

Misinformation is a pressing concern for society, already causing significant negative impacts and
posing even greater risks with the advent of generative AI (Torkington, 2024). Extensive research
has been devoted to this problem, yet it remains unresolved. There has been considerable recent
progress in methods, especially leveraging LLMs to detect false information at scale (Chen & Shu,
2023). However, to fuel further progress, we also need strong and reliable data.

Multiple studies have identified data availability, and especially data quality, as a barrier for reliable
misinformation detection. To begin, obtaining high quality veracity labels is challenging and time-
consuming, even for experts (Zubiaga et al., 2016). Shortcuts, though, can cause severe spurious
correlations (Pelrine et al., 2021; Wu & Hooi, 2022), and even with high quality labels there can be
issues with ambiguity of input texts (Pelrine et al., 2023). While several surveys have mapped the
methodological landscape in this domain (Shu et al., 2017; Oshikawa et al., 2018; Zhou & Zafarani,
2020; Chen & Shu, 2023), the analysis of dataset quality remains either limited in scale (Pelrine
et al., 2021; Wu & Hooi, 2022; Pelrine et al., 2023) or lacking in depth.

To overcome this problem, we present the largest-scale survey in the literature to date, curating 75
datasets with comprehensive descriptive analyses and categorizations. This is nearly three times as

∗Equal contribution.

1

kellin.pelrine@mila.quebec
https://misinfo-datasets.complexdatalab.com/
https://misinfo-datasets.complexdatalab.com/


Published as a paper in the SCSL Workshop at ICLR 2025

many as other dataset-focused surveys like Hamed et al. (2023), and many times more than general
surveys like those of Ali et al. (2022); Shu et al. (2017); Oshikawa et al. (2018); Zhou & Zafarani
(2020). We provide a summary of each dataset, along with key information like topic, size, modality,
languages, geographic region, and time period.

Table 1: Dataset quality assessments. A ✓ denotes a dataset that passes the evaluation criterion. The
horizontal line divides claim and paragraph datasets.✗ in Keyword or Temporal indicates supervised
methods may learn significant spurious correlations of the respective type. ✗ in Feasibility indicates
over a quarter of the data may be impossible to assess for veracity at all.

Dataset Keywords Temporal Feasibility

AntiVax - ✓ -
Check-COVID ✓ - ✗

ClaimsKG ✓ ✗ ✗

Climate-Fever ✓ - ✓
CMU-MisCOV19 - ✓ -
CoAID ✗ ✓ ✗

COVID-19-Rumor ✓ - ✗

Covid-19-disinformation - ✓ -
COVID-Fact ✓ - ✗

DeFaktS ✓ ✓ ✗

ESOC Covid-19 - - ✗

FakeCovid ✓ ✓ ✗

FaVIQ ✓ - ✓
FEVER ✓ - ✓
FEVEROUS ✓ - ✓
FibVID ✓ ✗ ✗

HoVer ✓ - ✓
IFND ✗ - ✗

LIAR ✓ - ✗

LIAR-New ✓ ✓ ✗

MediaEval - ✗ -
MM-COVID ✗ - ✗

MultiClaim - - ✗

NLP4IF-2021 ✓ - ✗

PHEME - - ✗

PubHealthTab ✓ - ✗

Rumors ✓ ✗ ✗

Snopes Fact-news ✓ - ✗

TruthSeeker2023 ✗ - ✗

Twitter15 ✗ ✗ ✗

Twitter16 ✗ ✗ ✗

Verite ✓ - ✗

WICO - ✓ -
X-Fact ✓ ✗ ✗

BanFakeNews ✗ ✗ ✗

BenjaminPoliticalNews ✗ - ✗

Celebrity ✗ - ✓
CT-FAN ✗ - ✓
FA-KES ✓ ✓ ✓
FakeNewsAMT ✓ - ✓
FakeNewsCorpus - - ✗

ISOT Fake News ✗ ✗ ✓
TI-CNN ✗ ✗ ✓

We further focus on 36 datasets that include claims and 9 datasets that include paragraphs, and
evaluate their quality in depth. First, we examine two types of potential spurious correlations that
could lead to predictions based on invalid, non-generalizable signals. In particular, we start by
looking at keyword based correlations before following up with temporal correlations. Both of these
can serve as proxies for topics, events, and other correlated information. We then assess whether
the examples in these datasets are actually feasible to assess for veracity at all. We find that most
datasets contain substantial ambiguities and other issues, such that over half of the claims data may
be infeasible for methods without evidence retrieval, with a large portion remaining infeasible even
with retrieval. These quality assessments offer both immediately practical insights for selecting
the most reliable datasets, and significant implications for directions in the field of misinformation
research overall.

Our work also addresses challenges of model evaluation after researchers complete the dataset se-
lection phase. We first present a unified formatting and labeling schema for all 36 claims datasets
and 9 paragraph datasets. Next, we establish state-of-the-art baselines using GPT-4 with and without
web search to collect evidence for veracity. Following this analysis, we find that standard evaluation
metrics like accuracy and F1, when computed simply in relation to ground truth labels, are no longer
sufficient to evaluate leading generative methods for misinformation detection and could lead to in-
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valid conclusions. To address this challenge, we present and test an alternative evaluation approach,
emphasizing the need for future research in this domain.

Finally, our findings come together in our recommendation for a new practice of Evaluation Quality
Assurance (EQA), which offers a tool to improve data selection and evaluation methodologies. In
summary, we present a guide to misinformation datasets, including:

• The largest scale collection of misinformation datasets, CDL-MD, with a unified labeling
schema, made easily accessible through a HuggingFace Repository; along with baseline per-
formances on these datasets.

• An essential toolkit, called CDL-DQA, for quality evaluation of misinformation datasets to
analyze spurious correlations as well as the feasibility of the datapoints. Applying this toolkit
to CDL-MD reveals numerous quality issues (summarized in Table 1), such as how the majority
of claims datasets contain numerous examples whose veracity may be impossible to evaluate.

• Recommended practices of EQA, for research proposing misinformation detection methods.
Informed by our findings of severe quality issues in both data and evaluation procedures, such
as how simple metrics like accuracy and F1 may be obsolete in this domain, we propose that
assurance of evaluation quality is an indispensable component for future research here.

We provide links to our unified dataset collection CDL-MD on HuggingFace, our tools CDL-DQA
and other code, and other outputs through our website misinfo-datasets.complexdatalab.com. The
full and most recent version of this paper can also be found at https://arxiv.org/abs/2411.05060.

2 DATA QUALITY

Shortcut learning is a serious barrier to predictive systems working in the real world (Geirhos et al.,
2020). In this section, we assess datasets’ potential for teaching algorithms spurious keyword and
temporal correlations. We then assess whether the inputs are making sufficiently complete and
unambiguous claims for it to be feasible to predict their veracity at all.

2.1 SPURIOUS KEYWORD CORRELATIONS

We first evaluate whether there are certain keywords that overpredict veracity in the datasets. We
adapt the approach that Pelrine et al. (2021) used to check for spurious temporal correlations. Specif-
ically, we trained a random forest classifier with the 40 most frequent words in each dataset, after
removing stop-words and excluding datasets containing only tweet IDs (since in that case the claims
are inaccessible), as well as those with single veracity labels that include only false statements. This
analysis was conducted in two stages: first by incorporating only the labels True and False, and
second, by also including the label Mixed. Utilizing scikit-learn, we set a maximum tree depth of
20 and retained the other default settings. We then compare with a baseline of predicting randomly
according to the class label distribution and no other information, providing a reference point for
assessing the predictive power of the keywords. Thus, keywords in a dataset are significantly pre-
dictive if their performance significantly exceeds the baseline. The macro F1 scores for the true and
false labels are presented in Figure 1 and Table 6 provides the results that also incorporate mixed
labels and baselines.

We particularly flag six claims datasets for spurious correlations between certain words and labels,
as well as six datasets containing paragraphs. Respectively, these are: CoAID, IFND, MM-COVID,
TruthSeeker2023, Twitter15 and Twitter16; and BanFakeNews, BenjaminPoliticalNews, Celebrity,
CT-FAN, ISOT Fake News and TI-CNN. For example, consider Truthseeker2023. Nearly all tweets
here mentioning politicians are labeled as “false”, with only those containing “Trump” showing
more variation (see also Appendix C.1). Obviously, in the real world, tweets mentioning politicians
are not exclusively false. Thus, models trained on data like Truthseeker2023 risk generalizing in-
accurate results, and doing so on topics extremely sensitive to bias like discussion of politicians.
Therefore, we urge caution about training and testing models on these datasets, especially text-
focused models.
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Figure 1: Keywords correlations evaluation. A
high predictivity score that far exceeds the 50%
baseline, indicated by the dashed line, means that
the keywords provide an unrealistically strong
prediction. Green bars indicate datasets that pass
this check, while red bars represent ones with
spurious correlations. All numbers are % macro
F1.
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Figure 2: Temporal correlation evaluation. A
high score that far exceeds the 50% baseline
means time—and information correlated with
it—is unrealistically predictive. Green bars indi-
cate datasets that pass this check, while red bars
represent ones with spurious correlations. All
numbers are % macro F1.

2.2 SPURIOUS TEMPORAL CORRELATIONS

Pelrine et al. (2021) highlighted how collecting data of different classes at different times can make
temporal information unrealistically predictive. For example, discussion of particular news events
can become excessively correlated with veracity labels, leading to artificially inflated performance
for classifiers that rely on these events, that will not generalize to the real world where veracity
cannot be determined by event or topic alone. Like in the preceding section, we assess this limitation
by training a random forest classifier. As feature, we use either the first three digits of the tweet ID
(which contain time information) as in Pelrine et al. (2021) for Tweet datasets, or the date itself for
datasets which include it. For the latter, we encode it as the integer number of days since the first date
in the dataset. We exclude from this analysis datasets without either form of temporal information.

Results are shown in Figure 2 and Table 8. We first note that our findings on Twitter15 and Twitter16
are similar to Pelrine et al. (2021), confirming these datasets have extreme issues with spurious
correlations in temporal information. They should not be used without carefully and explicitly
addressing this limitation. Similarly, the paragraph datasets BanFakeNews, IsotFakeNews, and TI-
CNN show high levels of spurious temporal leakage. While not quite as severe, we also see that
MediaEval and Rumors also suffer from some significant spurious temporal correlations, and caution
is advised. The rest of the datasets have a substantially better temporal balance, with the temporal
feature offering little better than random performance. However, we note that only a small fraction of
the total datasets include dates, and recommend that future datasets add this important information.

2.3 FEASIBILITY

If a claim is too ambiguous, it may be impossible and meaningless—or even misleading—to assess
its veracity, irrespective of the power of one’s assessment system. For example, it is impossible to
evaluate the veracity of the claim “The senator said the earth is flat” without knowing which senator
is referred to. If a dataset contains too many such examples, it will be problematic to train and eval-
uate algorithms on it. Pelrine et al. (2023) performed analysis on a limited, manual scale and found
problems of this type in the LIAR dataset. Expanding this, eight expert annotators labeled exam-
ples from 29 datasets, complemented by an AI annotator for scalability. Claims were categorized as
Feasible, Feasible with web search, or Not feasible (further information is in Appendix C.3).

We first aggregate over datasets. Our results, in Figure 14, show universal agreement that without
an evidence retrieval (search) system, at least half of claims in these 29 datasets cannot be validly
assessed for veracity. This suggests that such methods are often being evaluated on impossible
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tasks, and there is a severe risk that evaluation comparing such methods is determining not the best
generalizable predictor but the best shortcut learner.

We next focus on systems that do have access to retrieval, particularly open web search, and assess
which datasets will have strong feasibility and therefore represent strong options for training and
evaluation. We propose 75% feasibility as a generous threshold, allowing for a moderate amount of
noise. We focus on the human annotator average (detailed in Appendix C.3), noting that the AI an-
notator has decent alignment with human assessment, and advantages in sample size and scalability,
but is typically a bit more generous. Regardless, both forms of assessment yield similar conclusions.
We note that for some applications, up to a quarter of examples in the evaluation data representing
noise may be far too much—for example, comparisons between methods with margins of a couple
percentage points. Nonetheless, we see in Figure 3 that most datasets do not even meet this standard.
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Figure 3: Evaluation of claims dataset feasibility.
Even with evidence retrieval, most datasets have a
concerning proportion of infeasible data.
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Figure 4: AI annotator evaluation of feasibility
over paragraph datasets. These datasets often
have higher feasibility proportions than claims
datasets.

This has 3 main implications. First, there is an urgent need for higher quality claims datasets. Sec-
ond, supplementary information beyond claim text, such as claim dates, authors, and other additional
context may help alleviate this problem. However, it is critical to assess how the specific informa-
tion a predictive method processes impacts the feasibility of the data it is being trained and evaluated
on, to confirm that performance margins between methods represent real progress and not progress
in predicting noise. Thus, third, we propose that even in the more favorable retrieval-augmented
setting, an Evaluation Quality Assessment (Section 4) is paramount. We finally turn to paragraph
datasets. We find (Figure 4) that they have a higher feasibility rate than claims datasets. This result
makes sense considering that having a greater volume of text allows for more context, which reduces
the amount of ambiguity in classifying misinformation.

3 EVALUATION

3.1 BASELINE PERFORMANCE

We provide two baselines for future use. We follow the recent method of Tian et al. (2024) and
use GPT-4-0125 in two ways: directly prompting the LLM for a veracity evaluation, and providing
the LLM a web search tool to first collect evidence before forming a final verdict. We note that
although these are state-of-the-art systems for zero-shot misinformation detection, they should not
be regarded as sole or permanent points of comparison. Stronger LLMs and methods could replace
them eventually. Nonetheless, they can provide a useful point of comparison for the near future.

We note that 8 datasets are excluded from this baseline: 7 tweet datasets that we were unable to
retrieve due to X API limits, and the ESOC Covid-19 dataset because it only has a “refutes” label.
Results on all others are provided in Table 2. Notably, because these are zero-shot approaches, they
are much less vulnerable to spurious correlations than models trained on each of these datasets,
sometimes leading to dramatically lower but more realistic performance compared to alternatives in
the literature (e.g., Twitter15 and Twitter16, where temporal classification achieves over 80% F1).
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Table 2: State-of-the-art GPT-4 baselines,
with and without web search.

Dataset F1 (Search) F1 (Offline)

Check-COVID 78.8% 85.4%
Climate-Fever 66.9% 65.3%
CoAID 62.0% 60.3%
COVID-19-Rumor 62.8% 65.8%
COVID-Fact 67.5% 67.4%
FakeCovid 50.4% 51.0%
FaVIQ/test 81.5% 80.7%
FEVER/paper test 88.6% 89.2%
FEVEROUS/validation 65.6% 62.2%
FibVID 67.6% 67.3%
HoVer/validation 68.8% 61.7%
IFND 56.5% 42.0%
LIAR/test 44.8% 50.7%
LIAR-New 69.7% 63.6%
MM-COVID 85.6% 86.5%
PHEME 34.3% 33.4%
PubHealthTab/test 30.8% 49.3%
Rumors 69.5% 80.7%
Snopes Fact-news 90.6% 81.4%
TruthSeeker2023 81.9% 81.0%
Twitter15 57.7% 66.5%
Twitter16 49.2% 55.8%
Verite 63.3% 59.8%
X-Fact/test 55.0% 53.0%

Table 3: Agreed-upon manual annotations.
Many predictions marked invalid by sim-
ple comparison with the categorical labels
are actually valid. Standard evaluations are
likely to systematically under-evaluate the
performance of generative systems.

Dataset Label ̸= Prediction Label = Prediction

Rationale is Valid Invalid Valid Invalid

LIAR-New 55/100 30/100 76/100 1/100
FEVER 38/100 34/100
MM-COVID 39/70 3/70 89/100 0/100

3.2 THE FLAW IN CURRENT METRICS

When looking at the outputs of the prediction system, we observe cases where the predicted label
did not match the ground truth, yet the evidence and reasoning of the system was valid. For instance,
in one example on the FEVER dataset, the input claim is “Vietnam is a place” and the prediction
said roughly “Vietnam is not just a place, it’s a country!” In another example from LIAR-New,
a statement was marked false by PolitiFact because it was in the context of a fake video, but the
statement itself did not mention the video and in isolation would be true. In cases like these (and
further examples in Appendix D.2), a simple binary or categorical label cannot provide an informa-
tive evaluation.

To determine the prevalence of this phenomenon, two human expert annotators evaluated (Ap-
pendix D.3) chain-of-thought rationales from the web-search enabled baseline prediction system
Tian et al. (2024). We observe a consistently high false-incorrect rate (first column of Table 3.2)
and a generally low false-correct rate (fourth column of Table 3.2). Therefore, when benchmarking
generative AI misinformation detection systems using categorical labels, the predictive accuracy and
similar metrics reflect a reasonable lower bound on the performance—but a terrible upper one, that
marks many valid responses incorrect. We also observe that there is a large amount of ambiguity and
room for interpretation in the examples that are being marked wrong by categorical label in these
three datasets. Hence:

1. Categorical metrics cannot be used alone to compare generative and non-generative systems. Al-
though multiple recent works (e.g., Pelrine et al. (2023); Chen & Shu (2023); Wei et al. (2024);
Yu et al. (2023)) have highlighted the effectiveness of recent LLMs for misinformation detec-
tion, their comparisons with prior approaches may even still be underestimating the dominance of
LLMs in this domain.

2. Generative systems need many, repeated, and large-margin measurements if the categorical lower
bound alone is to form meaningful comparisons between them.

3. There is an urgent need for better datasets and better evaluation procedures in this domain that are
suitable for the generative AI era.

As an initial step towards higher-fidelity evaluation, we constructed an evaluator based on contra-
dictions between the explanation generated by a predictive system, and a fact-checking article. We
provide GPT-4-0409 both the prediction and the fact-checking article, and ask it to score contradic-
tions from 0 (no contradiction) to 10. We chose a score-based approach to avoid forcing a potentially
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misleading binary in cases where there is a partial contradiction. With this approach, good predic-
tions should have low contradiction against a high quality, professional fact-checking article. We
also tested binary and trinary versions of this prompt, described in the Appendix, which yielded
nearly identical results.

To evaluate this evaluator, we set the oracle-optimal threshold of 3 or less (low contradiction) to in-
dicate a prediction that the rationale is not wrong, and 4 or more indicating one that the rationale is
wrong. We find that the contradiction score evaluator agrees 68% of the time with the human labels
of valid and invalid rationales (reported in Table ) on the LIAR-New dataset. This is higher than the
60% original human inter-annotator agreement on these rationales (before disagreement resolution
described in Appendix D.3), and suggests the method extracts a meaningful but not definitive evalu-
ation signal. We also note, though, that there is more to high quality misinformation detection than
just a lack of contradiction. Therefore, we do not suggest using this tool as a primary evaluator.

4 EVALUATION QUALITY ASSURANCE

We have highlighted several ways datasets and evaluation methods can produce misleading results.
While some pitfalls are evident, future research with new datasets and methods will likely face sim-
ilar issues. To ensure robust and lasting validity, we propose Evaluation Quality Assurance (EQA)
as a fundamental part of research methodology. This means augmenting the standard descriptive
discussion of data used with a critical analysis of it, explaining what steps and quality assessments
were conducted to assure that the data is suitable to prove the experimental conclusions.

• Evaluation Formulation and Limitations: clearly specify the intended generalization of a
method and explicitly state what an evaluation aims to prove. This includes delineating which
types of distributional shifts are in scope and which are not, thus making the evaluation hypoth-
esis clear. If an evaluation dataset is an IID sample of the application data, distribution shifts
are irrelevant. However, most methods aim to generalize beyond these conditions.

• Quality Assessment: report analyses performed on the data and evaluation process to as-
sure it is suitable to test the intended generalization of a method. One nearly universal baseline
is to qualitatively inspect at least 25 random examples—input, output, and ground truth— of
correct and incorrect predictions. This data can be shared for reproducibility, and provides a
basic sanity check. Furthermore, we also recommend papers perform quantitive assessments of
their data and evaluation, such as (but not limited to) the ones discussed in prior sections and
available in our CDL-DQA toolkit.

• Assurance Limitations: report limitations in evaluation quality assurance (EQA), not only
in terms of dataset size or experimental scope but also in terms of quality issues that the EQA
could not rule out. For example, if a method is tested on data not checked for temporal cor-
relations, this should be acknowledged as a limitation. Explicitly acknowledging such gaps
strengthens scientific rigor and ensures that claims are appropriately supported by the evidence
provided.

In this way, we treat assuring evaluation quality as a crucial step for validating the research process.
For authors, it reinforces the rigor and validity of methods, preventing rejection due to unrealistic
baselines or evaluation issues. For reviewers, it provides a solid foundation for experiments and a
framework for recommending improvements when validation is lacking. Thus, adopting EQA can
effectively reduce errors caused by copying evaluation practices from past literature.

5 CONCLUSION

High quality data and evaluation are essential for realistic results and rapid progress in the field. In
this work, we have provided a guide to misinformation detection datasets aiming at both quantity
and quality. We also highlighted limitations of existing datasets and evaluation approaches, which
may have spurious correlations, infeasible examples, and misleading results. We hope that this
work can provide a roadmap to better grounding for future predictive methods research that needs
to select datasets and evaluation approaches. Meanwhile, we also hope that this guide will provide
foundational understanding and a call to action to build new and better datasets and evaluation
procedures.
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A SURVEY AND CONSTRUCTION OF CDL-MD

In this section, we present the related work and provide an expanded discussion of our collection of
combined datasets on true and false information, including a total of 75 datasets, named CDL-MD
(Complex Data Lab Misinfo Datasets), with 36 specifically focused on claims and statements, and
9 specifically focused on paragraphs. The full dataset contains a total of 120,901,495 observations,
while the subset that we further analyze includes 1,741,146 observations. These data encompass
a wide range of topics, including political issues, health concerns, and environmental questions,
often related to the United States but also covering international news, headlines and online posts.
The original labels within the datasets were assigned through a combination of expert evaluations
and algorithmic methods. The following section provides a detailed summary of the data collection
process and the characteristics of these datasets.

A.1 RELATED WORK

In recent years, the scientific community has shown a growing interest in fake news detection to
mitigate the spread of misinformation, defined as “false or misleading information” (Lazer et al.,
2018). Within this evolving field, several surveys have emerged to offer comprehensive reviews
and standardized evaluations. A pioneering effort by Shu et al. (2017) provided an early frame-
work, defining fake news, detailing its characteristics, and summarizing detection techniques from a
data mining perspective. Subsequent surveys, such as Oshikawa et al. (2018) and Zhou & Zafarani
(2020), have explored alternative methodologies, focusing respectively on natural language process-
ing (NLP) methods and interdisciplinary perspectives. However, while these surveys and others
(Bondielli & Marcelloni, 2019; Gravanis et al., 2019) are valuable for providing a comprehensive
overview of the state-of-art in fake news detection, they pay limited attention to existing datasets.
Indeed, even if some emphasize the challenges of data collection or stress the importance of dataset
quality, these surveys usually provide only superficial coverage of existing datasets, overlooking
their specific content, details, and characteristics. Assessing the quality of these misinformation
datasets is critical because they are often used to train and test models for misinformation detection
and related tasks. A lack of quality data in this context implies that biases and erroneous conclusions
could be introduced both in the development stage and in the validation process of these systems.

This gap has thus spurred the emergence of additional surveys dedicated to addressing these dataset-
centric nuances, which can be categorized into two types. The first one focuses on categorizing
existing datasets to guide the research community in their selection. For example, D’Ulizia et al.
(2021) surveyed 27 datasets based on eleven characteristics (e.g., application purpose, type of mis-
information, language, size, news content type, etc.) and compared these quantitatively. Another
example, Sharma et al. (2019) summarized the characteristic features of 23 existing datasets, pro-
viding a clearer picture of those available to the public. However, these surveys have an important
drawback; they often lack in-depth analysis. In fact, only descriptive characteristics are listed, thus
neglecting key characteristics of their quality and effectiveness for future research. This is also the
case for Ali et al. (2022) and Patra et al. (2022), which describe 26 and 7 datasets, respectively.

The second type of survey focuses on analyzing the quality, performance, and limitations of datasets.
For instance, Abdali (2024) examines 10 datasets to identify some of these weaknesses and strengths.
However, a broad approach is used to outline biases in this study, which fails to detail the specifics of
each dataset, leaving researchers uncertain about their individual quality. Another example, Hamed
et al. (2023) highlight the limitations of 20 articles using publicly available datasets. While this
approach provides a good overview of literature trends, a grey area remains regarding whether the
errors in these 20 articles stem primarily from methodology or dataset issues. We also find the
work of Pelrine et al. (2021), who evaluate the quality of six datasets, focusing on their potential
spurious correlations with temporal information. Wu & Hooi (2022) expands the analysis of the
spurious correlations issue to those induced by event-based collection, dataset merges, and labeling
bias, using the Twitter15, Twitter16, and PHEME datasets. However, in both of these studies, the
limited number of datasets analyzed fails to provide a comprehensive view of the diverse landscape
of available datasets in this field. Similarly, Pelrine et al. (2023) highlight issues of ambiguous claims
in the LIAR dataset, but does not expand their analysis beyond that one and their own LIAR-New
dataset.
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In short, existing works often only briefly discuss the structure and the content of datasets when ad-
dressing data issues, frequently lacking detailed analysis or focusing on a limited number of cases.
To overcome this problem, we present one of the most comprehensive surveys of misinformation
datasets to date by analyzing their overall content and potential effectiveness in detecting false in-
formation.

A.2 COLLECTION PROCESS

Our data collection process involved an exhaustive search of journal and conference articles to iden-
tify relevant datasets. To achieve this, we used the Google Scholar search engine with keywords such
as “fake news”, “disinformation”, “misinformation”, “dataset”, “detection”, “survey”, “false news”,
“fake news dataset”, “false news dataset”, “fake news database”, “false news database”, “misinfor-
mation dataset”, “misinformation database”, “misinformation detection”, “misinformation survey”,
“disinformation dataset”, “disinformation database”, “disinformation detection”, “disinformation
survey”, “fact check dataset”, “fact check database”, “benchmark for fake news detection”, “bench-
mark dataset for fake news”, “misinformation data”, “dataset for evidence-based fact-checking”,
“fact-checking corpus”, “fact verification corpus”, and “misinformation detection review”. We fo-
cused on articles published between 2016 and 2024. This initial phase allowed us to collect 28
datasets.

Once these initial datasets have been identified, we then expanded our selection by (1) identifying
the most frequently cited papers related to these datasets (based on the number of citations in Google
Scholar) and (2) carefully reviewing these papers to uncover additional dataset. This review process
primarily focused on analyzing the articles’ literature reviews and reference lists to identify datasets
that were mentioned and could be pertinent to our research. For instance, according to Google
Scholar, the article by Shu et al. (2020), which introduces the FakeNewsNet dataset, has been cited
1,190 times, ranking it among the top four most frequently cited articles that we collected. Based
on this, we proceeded to review Section 2 of the article, titled Background and Related Work. In
this section, the authors mention six existing datasets for misinformation detection: BuzzFeedNews,
LIAR, BS Detector, Credbank, BuzzFace, and FacebookHoax. If we had not already gathered these
datasets during our initial keyword search on Google Scholar, we collected them at this stage. We
also maintained the same publication year criterion, considering only datasets published between
2016 and 2024. Consequently, Credbank, which was published in 2015 in ICWSM’15, was ex-
cluded. BS Detector was no longer publicly available.

For our analyses, the next step was to refine our selection to focus on claims datasets and paragraph
datasets. Claims datasets contain textual claims, defined here as short statements ranging from one
to two sentences. Tweets are included in this definition, while lengthier online and social media
posts are excluded. Paragraph datasets contain more comprehensive arguments, defined by having
more than two sentences. Articles and social media posts fit under this definition. Our selection
excludes hybrid datasets, which are defined as possessing data types which can be classified as both
claims and paragraphs. These two dataset types are qualitatively different because statements and
claims are more concise than paragraphs, such as OP-ED and news articles, which often include
opinions, commentary, and contextual details. This extraneous information can potentially obscure
the core claim or statement and introduce noise in the labeling process, as information can be partly
true or false.

A.3 CLAIMS DATASETS

A summary description of each of the claims datasets can be found in Appendix B.0.1. Of these
datasets, 12 consist of claims scraped from fact-checking or reliable websites, another 12 consist
of tweets, and the remaining 11 comprise claims drawn from Twitter, the internet, social media,
or news websites. There is variation in the topics of these datasets, but most focus on areas with
significant societal impact where misinformation is prevalent and potentially harmful. For example,
16 of the datasets focus on health, vaccination, and COVID-19; 3 focus on political issues; 1 on
environmental issues, and the rest covers various subjects, from culture, sport, the economy and
so on. Unfortunately, a significant limitation of much of this data is the absence of information
regarding the date the claim was made or fact-checked. This can potentially impact the accuracy
of labeling, given that certain claims may have been true or false at the time they were made. In
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addition, this limitation affects the scope of our temporal leakage analysis. Consequently, scholars,
and practitioners alike should be cautious when using these data.

A.4 PARAGRAPH DATASETS

A summary description of each of the paragraph datasets can be found in Appendix B.0.2. Among
the 9 datasets, 8 of the datasets focused on general political misinformation and 1 of the datasets
focused on pop culture misinformation. A notable difference in the labeling approaches between
claims and paragraphs is that paragraphs tend to rely more on crowd-sourced and source-based
labeling approaches, whereas claims datasets tend to rely more heavily on human experts. This
makes sense to the extent that relying on human experts is unfeasible for large quantities of text.
Paragraph datasets are defined as datasets that strictly contain data types that are either articles,
Facebook posts, information from Wikipedia, news articles, or magazine articles. Unfortunately, a
significant limitation is that there are many datasets where there is a mixture of claim data types and
paragraph data types. There are 39 paragraphs that include paragraph data types, but only 9 of them
purely contain paragraph data types without any claim data types. Since the other 30 hybrid datasets
give no method of distinguishing between claim data types and paragraph data types in the datasets
themselves, we exclude these hybrid cases from the set of paragraph datasets. This illustrates that
there is a need for more pure paragraph datasets in the literature.

A.5 LABELING APPROACH

Harmonizing labels across different datasets is a crucial step to ensure comparability of results and
robustness of analyses. Since each study employs its own criteria for classifying veracity (see Ap-
pendix B.0.1), in this survey, we use the original labels from the studies to create a more consistent
categorical variable across datasets. Specifically, we classify content as true, false, mixed or un-
known. Information that is mostly true is classified as true, while content that is mostly false is
classified as false. Finally, ambiguous claims, such as those partially true or false, were classified
as mixed, while claims that were unproven, unrelated or contained no information about their verac-
ity were coded as unknown. The percent of true and false claims in each dataset using this coding
scheme is shown in Table 5. Moreover, the original annotation method for each dataset, along with
its advantages and disadvantages, is detailed in Appendix B.1.

B DATASET DETAILS

This section provides an overview of all claims datasets and paragraph datasets. The number of
entries, the collection method, and the original labels are discussed.

Modality : 
Claims
Images
News articles
Social Media Posts
Videos
Wikipedia text

2.7%

9.3%

34.7%48%

1.3% 4%
Subject : 

Various
Covid−19
Politics
Health
Other
Celebrities
Global crisis
Climate 18.7%

22.7%

40%

2.7%1.3%

5.3%
5.3%

4% Language : 
English
NA
Other

66.7%
4%

29.3%

Figure 5: An overview of the modalities, subject counts, and languages of datasets in CDL-MD. For
more details on these and other attributes like size, geographic region, and date of the data, please
refer to the Table 4.

B.0.1 CLAIMS DATASET DETAILS

AntiVax (Hayawi et al., 2022): AntiVax is a dataset containing 15,465,687 tweets about the COVID-
19 vaccine, of which only 15,073 are annotated for the model training. These were collected via the
Twitter API form December 1, 2020 to July 31, 2021. The annotations are binary (misinformation
or not misinformation). Tweets labeled as misinformation include opinions or general news about
the vaccine. Tweets containing sarcasm or humor are not classified as misinformation.
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Table 4: Characterizing 75 common misinformation datasets included in CDL-MD. Datasets are
ordered by modality, then date, and topic.

Dataset Size Modality Topic Geographic region Language Time start Time end

AntiVax 15,465,687 Claims Health USA EN 01/12/2021 31/07/2021
CoAID 301,177 Claims Covid-19 - EN 01/12/2019 01/09/2020
Counter-covid-19-misinformation 155,468 Claims Covid-19 International EN 21/01/2020 20/05/2020
COVID-19-Rumor 7,179 Claims Covid-19 - EN 01/2020 03/2020
Covid-19-disinformation 16,000 Claims Covid-19 International 4 lang. 01/2020 03/2021
Covid-vaccine-misinfo-MIC 5,952 Claims Covid-19 Brazil, Indonesia, Nigeria EN, PT, ID 2020 2022
ESOC Covid-19 5,613 Claims Covid-19 International 35 lang. 01/01/2020 1/12/2020
FakeCovid 7,623 Claims Covid-19 International 40 lang. 04/01/2020 01/07/2020
FibVID 1,353 Claims Covid-19 International EN 02/2020 01/2021
WICO 364,325 Claims Covid-19 - EN 17/01/2020 30/06/2021
Twitter16 818 Claims Various - EN 03/2015 12/2016
Rumors 1,022 Claims Various USA, UK, China, India EN 01/05/2017 01/11/2017
ClaimsKG 74,066 Claims & Knowledge Graph Various International EN 1996 2023
IFND 56,868 Claims & Images Various India EN 2013 2021
Verite 1,001 Claims & Images Various International EN 01/01/2001 01/01/2023
LIAR 12,836 Claims Politics USA EN 2007 2016
LIAR-New 1,957 Claims Politics USA EN & FR 10/2021 11/2022
TruthSeeker2023 180,000 Claims Politics USA EN 2009 2022
Check-COVID 1,504 Claims Covid-19 - EN - -
Climate-Fever 7,675 Claims Climate - EN - -
CMU-MisCOV19 4,573 Claims Covid-19 - EN - -
COVID-Fact 4,086 Claims Covid-19 - EN - -
FaVIQ 188,376 Claims Various - EN - -
FEVER 185,445 Claims Various USA EN - -
FEVEROUS 87,026 Claims Various - EN - -
HoVer 26,171 Claims Various - EN - -
MediaEval 15,629 Claims & Images Various - EN & ES - -
MM-COVID 11,173 Claims Covid-19 International 6 lang. - -
PHEME 62,445 Claims Newsworthy events International EN - -
PubHealthTab 1,942 Claims Health North America EN - -
Snopes Fact-news 4,550 Claims Various USA EN - -
Twitter15 1,490 Claims Various - EN - -
X-Fact 31,189 Claims Various - 25 lang. - -
DeFaktS 105,855 Claims Various Germany DE - -
MultiClaim 31,305 Claims Various International 39 lang. - -
NLP4IF-2021 3,172 Claims Covid-19 International AR, BUL & EN - -
Benjamin Political News 296 News articles Election USA EN 02/2016 11/2016
BuzzFeedNews 2,282 News articles Election USA EN 19/09/2016 27/09/2016
CT-FAN 2462 News articles Various Germany, USA, Canada EN & DE 2010 2022
Fake News Elections 38,333 News articles Politics USA EN 04/2023 10/2023
FakeNews 486 News articles Politics USA EN 01/2016 10/2017
FA-KES 804 News articles Syrian war Syria EN 2011 2018
FANG-COVID 41,242 News articles Covid-19 Germany DE 02/2020 03/2021
ISOT Fake News 44,898 News articles Politics International EN 2016 2017
Italian disinformation 16,867 News articles & Tweets Election Italy EN & IT 01/01/2019 27/05/2019
Med-MMHL 40,601 News, tweets, images & LLM-generated Health USA EN 01/01/2022 01/05/2023
NELA-GT-2020 1,779,127 News articles & Tweets Various USA EN 01/01/2020 31/12/2020
ReCOVery 142,849 News articles & Tweets Covid-19 - EN 01/2020 05/2020
Spanish Fake News Corpus 572 News articles & Social media posts Various International ES 01/11/2020 31/03/2021
Weibo21 9,128 News articles Various China CN 12/2014 03/2021
BanFakeNews 50,000 News articles Various Bangladesh EN - -
Celebrity 500 News articles Celebrities - EN - -
COVID-19 Fake News 10,700 News articles & Social media posts Covid-19 - EN - -
Fact-check-tweet 13,070 News articles & Tweets Various International 4 languages - -
FakeHealth 440,870 News articles & Social media posts Health USA EN - -
FakeNewsAMT 480 News articles Various - EN - -
FakeNewsCorpus 9,408,908 News articles Various - EN - -
FakeNewsNet 23,196 News articles Politics & Celebrities - EN - -
FNC-1 49,972 News articles Various - EN - -
Misinfo Reaction Frames 25,100 News articles Global crises International EN - -
MuMin 21,565,018 News articles, Tweets & Images Various International 41 languages - -
TI-CNN 20,015 News articles Politics USA EN - -
BuzzFace 1,176,713 Social Media posts Election USA EN 01/09/2016 30/09/2016
FacebookHoax 15,500 Social Media posts Hoaxes - EN 01/07/2016 31/12/2016
FACTOID 3,354,450 Social Media posts Politics USA EN 01/2020 04/2021
Fakeddit 1,063,106 Social Media posts & Images Various - EN 19/03/2008 24/10/2019
VoterFraud2020 7,600,000 Social Media posts, Images & Videos Election USA EN 23/10/2020 16/12/2020
MR2 14,700 Social Media posts & Images Rumor USA & China EN & CN - -
Reddit 12,597 Social Media posts Various USA EN - -
DBpedia 1,950,000 Wikipedia text Various International 14 lang. - -
ICWSM 2,500 Images Election Brazil & India 10 lang. 10/2018 06/2019
FaceForensics++ 1,800,000 Images Deepfakes - - - -
FCV-2018 380 Videos Various International 5 lang. 2016 2017
Celeb-DF 5,639 Videos Celebrities - - - -
DEEPFAKETIMIT 640 Videos Various - - - -

Check-COVID (Wang et al., 2023): This dataset contains 1,504 expert-annotated claims about the
COVID-19 pandemic. These claims are either composed by annotators or extracted from news
articles. Each claim is also paired with a sentence evidence from scientific journals. Labels are
divided into three categories: support, refute or not enough info.

ClaimsKG (Tchechmedjiev et al., 2019): ClaimsKG is a dataset of 74,066 claims published between
1996 and 2023. These claims were collected from 13 fact-checking sites and annotated as true, false,
mixture or other. It is essential to point out that the version of ClaimsKG we used for the analysis
contains 67,009 claims. It was provided by the authors.

Climate-Fever (Diggelmann et al., 2020): Climate-Fever is a dataset about climate change. It
includes 7,675 annotated claim-evidence pairs. Claims are collected on the Internet while evidences
are retrieved from Wikipedia. Each claim is assigned one of the following labels: supports, refutes
or disputed.

CMU-MisCOV19 (Memon & Carley, 2020): CMU-MisCov19 is a dataset about COVID-19. It
contains tweets that were collected over three days: March 28, 2020, June 15, 2020, and June 24,
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2020. 4,573 tweets are annotated based on various types of information and misinformation. In
total, there are 17 categories, such as irrelevant, conspiracy, true treatment, fake cure, false fact,
ambiguous, etc.

CoAID (Cui & Lee, 2020): This dataset covers various COVID-19 healthcare misinformation. It
contains 4,251 news, 926 social platforms posts, and 296,000 related user engagements. All facts
are collected between December 1, 2019 and September 1, 2020. All the data is annotated in a
binary form: true or fake.

Counter-covid-19-misinformation (Micallef et al., 2020): Covering four-month period, this dataset
contains 155,468 tweets relating to COVID-19 and, more specifically, fake cures and 5G conspiracy.
The tweets were harvested from an existing dataset 1 and Twitter. 4,800 claims are annotated, and
the labels are divided into three categories: misinformation, counter-misinformation, or irrelevant.

COVID-19-Rumor (Cheng et al., 2021): This dataset includes 7,179 annotated claims crawled
from Google and Twitter from January 2020 to March 2020. The topics of these claims, all related
to COVID-19, include emergency events, comments from public figures, updates on the coronavirus
outbreak, etc. The labels were manually assigned and cross-validated. The labels are also divided
into three categories, consisting of true, false, or unverified.

Covid-19-disinformation (Alam et al., 2020): This is another dataset about COVID-19 disinforma-
tion. It contains 16K coded claims in Arabic, Bulgarian, Dutch, and English. These were collected
via the Twitter API between January 2020 and March 2021. Their labels are fined-grained. The an-
notation task involved determining the truthfulness of the tweet, its potential to cause harm, whether
it is relevant for policymakers, etc.

COVID-Fact (Saakyan et al., 2021): Also on the subject of COVID-19, Covid-Fact contains 4,086
claims. Among these, 1,296 are factual claim from the r/COV ID19 subreddit, while 2,790 are
false claims automatically generated. All claim contain evidence, and the labels are binary: sup-
ported or refuted.

Covid-vaccine-misinfo-MIC (Kim et al., 2023): Covid-vaccine-misinfo-MIC is a geolocated and
multilingual dataset about COVID-19. It spans from 2020 to 2022, and includes 5,952 tweets from
Brazil, Indonesia, and Nigeria. The claims are all labeled in a granular form, indicating whether
they are vaccine-related, contain misinformation, are political, etc.

DeFaktS (Ashraf et al., 2024) : DeFaktS is a database of 105,855 claims from X (formerly Twitter),
of which 20,008 are annotated. Claim topics are varied. They include, for example, war in Ukraine,
elections, covid-19 pandemic, energy crisis, climate, inflation, etc. All the claims are written in
German and the veracity labels are fine-grained, as they include binary labels (real, fake) and labels
stating content, authenticity, psychology and semantic features.

ESOC Covid-19 (Siwakoti et al., 2021): ESOC contains 5,613 claim-stories about misinformation
gathered from the early days of the COVID-19 pandemic up to the end of December 2020. These
claims come from all five continents and all contain misinformation.

FakeCovid (Shahi & Nandini, 2020): FakeCovid is a dataset containing news claims about COVID-
19. These data were collected from 92 different fact-cheking websites between January 4, 2020, and
May 15, 2020, covering 40 languages and originating from 105 countries. The truthfulness labels
(false, mostly false, misleading, half true, mostly true, no evidence) are derived from experts at fact-
checking agencies. The dataset also includes other labels defining the type of false news (prevention
& treatments, international response, conspiracy theories, etc), all annotated by members of their
team.

FaVIQ (Park et al., 2021): This dataset contains 188K annotated claims and evidences. Each claim
has been converted based on questions from the Google Search queries. The claims cover various
subjects including culture, sports, and history. The labels are binary: support or refute.

FEVER (Thorne et al., 2018): This dataset includes 185,445 coded claims generated by altering
sentences extracted from the 50,000 most popular Wikipedia pages. Annotators were tasked with
crafting claims covering a wide array of topics, ranging from historical facts to entertainment trivia,
each containing a single fact. The labels assigned to these claims were determined based on evidence

1https://doi.org/10.2196/19273
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sourced from Wikipedia as well, and they were categorized in a binary manner as either supported
or refuted.

FEVEROUS (Rami et al., 2021): Continuing in the same vein as FEVER, FEVEROUS is a dataset
containing 87,026 claims extracted from Wikipedia. Each claim is annotated based on associated
evidence. One distinctive feature with FEVER is that the labels are divided into three categories:
supported, refuted, or not enough information.

FibVID (Kim et al., 2021): This COVID-19 related dataset was collected by crawling 1,353 news
claims and the labels of two fact-checking websites, Politifact and Snopes. These news claims were
subsequently matched with 221,253 relevant tweets written by 144,741 users between February 1,
2020 and December 31, 2020. The labels from the fact-checking websites were simplified in a
binary manner, classifying them as either true or false.

HoVer (Jiang et al., 2020): This dataset contains 26,171 claims covering various topics. These
claims are derived from question-answer pairs sourced from the HOTPOTQA dataset 2. Annotators
from Appen3 were trained to rewrite these question-answer pairs to a single sentence. To determine
the veracity labels, the authors extracted facts from Wikipedia and asked the same annotators to
label the claims based on whether they supported them or not.

IFND (Sharma & Garg, 2023): The Indian Fake News Dataset (IFND) consists of texts and images
collected between 2013 and 2021. These data cover elections, politics, COVID-19, violence, and
miscellaneous topics. The veracity of these data is determined based on the media from which they
were collected. True claims originate from Tribune, Times Now News, The Statesman, and others,
while false claims come from the fact-checked columns of Alt News, Boomlive, and media outlets
like The Logical Indian, and News Mobile.

LIAR (Wang, 2017): LIAR is a dataset of 12.8K short statements scraped from the API of Politifact,
a fact-checking website. These statements were made by politicians and can cover various subjects
including the economy, health care, and the job market. All of these political statements were
manually labeled by Politifact journalists. The truthfulness ratings consist of six categories: pants-
fire, false, barely true, half-true, mostly true, and true.

LIAR-New (Pelrine et al., 2023): Liar-New is a dataset containing 1,957 claims scraped from Poli-
tifact over a period dating from October 2021 to November 2022. Like Liar, these statements focus
on the American political class and encompass various topics including health, the economy, and
education. Each claim has also been translated into French by two native speakers. Veracity labels
are issued by Politifact’s fact-checkers and consist of 6 categories: pants-fire, false, barely true, half-
true, mostly true, and true. Unlike Liar, Liar-New features possibility labels (possible, impossible
or hard). These labels identify whether claims have enough context to be verified.

MediaEval (Boididou et al., 2015): This dataset was made available for the MediaEval 2015 test.
It includes tweets and images concerning 11 events, such as Hurricane Sandy, the Boston Marathon
bombing, the Sochi Olympics, and the Malaysia Airlines Flight 370. The labeling approach is
binary. A tweet is labeled as real if it shares multimedia that accurately represents the referenced
event, whereas a tweet is labeled as fake if it shares multimedia content that misrepresents the
referenced event.

MM-COVID (Li et al., 2020): MM-COVID is a dataset containing claims from 6 languages: En-
glish, Spanish, Portuguese, Hindi, French, and Italian. The data and their labels were crawled from
fact-cheking agencies and reliable media sources. Each claim was then matched with social media
engagements from Twitter users. The labels are binary (real or fake).

MultiClaim (Pikuliak et al., 2023) : Multiclaim contains 31,305 claims from social media posts
in 39 languages. Each of these claims is associated with an article and a label issued by a fact-
checking website. The subjects are diverse, and the database also includes a translation of all claims
into English.

NLP4IF-2021 (Shaar et al., 2021) : NLP4IF-2021 is a database of 3,172 Covid-19 X claims. Three
languages are present in NLP4IF-2021: Arabic, Bulgarian and English. The veracity labels are
binary (yes or no to the question To what extent does the tweet appear to contain false information?)

2https://doi.org/10.18653/v1/D18-1259
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and the dataset also contains other labels covering, for example, its harmfulness, its interest for the
general public and its need to be fact-checked by experts.

PHEME (Zubiaga et al., 2016): This dataset contains tweets published during five breaking news
periods: Charlie Hebdo, Ferguson, Germanwings Crash, Ottawa Shooting, and Sydney Siege. Each
tweet is annotated as either a rumor or non-rumor.

PubHealthTab (Akhtar et al., 2022): This dataset contains 1,942 real-world claims about public
health. These claims are extracted from fact-checking and news review websites. Each claim is
associated with a summary of the article, a veracity label, and a justification for that label. The
labels are coded into three categories: support, refute or not enough info.

Rumors (Tam et al., 2019): Rumors is a dataset containing 1,022 rumors collected between May
1, 2017, and November 1, 2017 from the fact-checking website Snopes. The rumors cover various
topics, including politics, fraud, fauxtography, crime, and science. Each claim is also associated
with tweets, and the veracity labels are as follows: true, mostly true, mixture, mostly false, false,
unproven.

Snopes Fact-news (Shekhar, 2020): This dataset is scraped from the fact-checking website Snopes.
It contains 4,550 claims, all associated with veracity labels, the origin of the claim, a summary of
this origin, and short descriptions of what is true and what is false. The labels are the same as
RUMORS, namely true, mostly true, mixture, mostly false, false, unproven.

TruthSeeker2023 (Dadkhah et al., 2023): TruthSeeker2023 is a dataset of 180,000 coded claims
from 2009 to 2022. To collect them, the authors initially crawled 1,400 claims and their ground-truth
labels from Politifact. Then, keywords from these claims were used to collect associated tweets,
which crowdworkers verified for accuracy. These tweets were labeled based on their corresponding
claims from Politifact. TruthSeeker2023 includes two label types: a five-way label (Unknown,
Mostly True, True, False, Mostly False) and a three-way label (Unknown, True, False).

Twitter15 (Ma et al., 2017) : Twitter15 contains 1,490 tweets. To identify fake news, two rumor
tracking websites, Snopes and Emergent, were used. Tweets related to these fake news stories
were then scraped from Twitter using keywords, and their matches were cross-checked by three
researchers. Real news tweets was also collected from Twitter via Twitter’s free data stream. It’s
important to note that this is not the original dataset. The original (Liu et al., 2015) has been re-used
by the authors of this new database, who have kept the same name while modifying only the labels.
The veracity labels are “true”, “false” and “non-rumor”. To classify them, Ma et al. (2017) has
labeled them according to whether or not the author denies the rumor.

Twitter16 (Ma et al., 2017): Twitter16 is a dataset containing 818 tweets. Like Twitter15, Twitter16
was reproduced by Ma et al. (2017). For the original dataset (Ma et al., 2016), the authors followed
the same data collection procedure as for the original Twitter15, but focused solely on the collec-
tion of fake news using Snopes. Ma et al. (2017) have modified the labels, which are true, false,
unverified, and non-rumor.

Verite (Papadopoulos et al., 2024): VERITE is a dataset containing 1,001 claims and associated
images. The data were collected from Snopes and Reuters from January 2001 to January 2023. The
topics covered are diverse, including politics, culture, entertainment, business, sports, environment,
religion, and more. The labels, derived from fact-checking agencies, are coded into three categories:
true, out-of-context, and miscaptioned.

WICO (Pogorelov et al., 2021): WICO is a dataset dedicated to COVID-19. It includes 364,325
claims. These claims were collected via the Twitter API from January 17, 2020, to June 30, 2021.
Approximately 10,000 tweets are manually annotated with the following labels: 5G conspiracy,
other conspiracy, non-conspiracy, and undecidable.

X-Fact (Gupta & Srikumar, 2021): X-FACT is a dataset of 31,189 short statements scraped from 85
fact-checking websites. Covering various topics, the data are available in 25 languages, including
Arabic, Bengali, French, Hindi, Indonesian, Italian, Spanish, Polish, and Portuguese. The veracity
labels indicate a decreasing level of truthfulness: true, mostly true, partly true, mostly false, false,
unverifiable, and other.
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B.0.2 PARAGRAPH DATASET DETAILS

BanFakeNews. (Hossain et al., 2020): BanFakeNews is a dataset containing approximately 50,000
news articles. The articles are in the Bangla language and are collected from 22 popular news portals
in Bangladesh. The articles were labelled by crowd-sourcing. This dataset is annotated with a set of
labels consisting of fake and authentic.

BenjaminPoliticalNews. Horne & Adali (2017): BenjaminPoliticalNews is a dataset containing
296 news articles. These articles were collected from existing datasets and studies. The articles
were labelled by a source-based method. This dataset is annotated with a set of labels consisting of
real, satire, fake, and true.

Celebrity. (Pérez-Rosas et al., 2017): Celebrity is a dataset containing 500 news articles from
magazines about celebrity gossip and hoaxes. The articles were labelled by a source-based method.
This dataset is annotated with a set of labels consisting of legit and fake.

CT-FAN. (Shahi et al., 2021): CT-FAN is a dataset containing 2462 news articles. These articles
were collected from multiple fact-checking sites with news articles from 2010 to 2022. The articles
were labelled by a source-based method. This dataset is annotated with a set of labels consisting of
partially false, false, other, and true.

FA-KES. (Abu Salem et al., 2019): FA-KES is a dataset containing 804 news articles. These arti-
cles were collected from multiple fact-checking websites and social media platforms, encompassing
multiple languages and domains. The articles were labelled by crowd-sourcing. This dataset is
annotated with a set of labels consisting of true, authentic, and fake.

FakeNewsCorpus. (Pathak & Srihari, 2019): FakeNewsCorpus is a dataset containing 9408908
articles. These articles were collected from a curated list of 1001 domains. The articles were labelled
by a source-based method. This dataset is annotated with a set of labels consisting of unreliable,
fake, clickbait, conspiracy, reliable, bias, hate, junksci, political, unknown, and nan.

FakeNewsAMT. (Pérez-Rosas et al., 2017): fakenewsamt is a dataset containing 480 news articles.
Real news articles were sourced from reputable news websites, while fake news articles were gener-
ated using Amazon Mechanical Turk, where crowdworkers were tasked with writing fictitious news
content on given topics. This dataset is annotated with a set of labels consisting of fake and true.

ISOT Fake News Dataset. (of Victoria, 2022): ISOT Fake News Dataset is a dataset containing
44898 news articles. Real news articles were collected by crawling Reuters.com, while fake news ar-
ticles were collected from unreliable websites identified by PolitiFact.com. This dataset is annotated
with a set of labels consisting of true and false.

TI-CNN. (Yang et al., 2023): TI-CNN is a dataset containing 20015 news articles. These articles
were collected from social media platforms and news websites. The articles were labelled by a
source-based method. This dataset is annotated with a set of labels consisting of fake and real.

B.1 SUPPLEMENT ON LABELING APPROACH

The task of annotating statements is both crucial and challenging for anyone attempting to train a
robust classifier for misinformation detection. Precise labeling is essential to ensure the classifier’s
effectiveness, as it directly impacts its performance and reliability. Numerous approaches have been
proposed in the literature to label true and false information. These approaches include expert and
crowd-sourced annotation, source-based techniques, algorithmic methods, and a hybrid of these
different approaches, all of which have been used in at least one of our 36 datasets (see Table 5).
We thus describe these different approaches used by the authors of the original datasets in turn to
highlight their potential advantages and limitations.

Expert-based approach Experts and fact-checkers are a small group of non-partisan professionals
from various disciplines who manually verify the veracity of information. The result of these veri-
fications are often published in fact-checking websites such as Politifact or Snopes. The strength of
this approach lies in its rigorous review process, ensuring each piece of information is thoroughly
evaluated, which leads to consistent reviews across fact-checkers. However, this method is not
scalable and is costly (Zhou & Zafarani, 2020). As a result, experts must selectively choose the in-
formation they evaluate, which leads to many pieces of information going unchecked and potential
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Table 5: Labeling approach and label distribution for 36 claim datasets and 9 paragraph datasets
(subset of Table 4).

Dataset Labeling approach True (%) False (%) Mixed (%) Unknown (%)

AntiVax Human expert 38.15 61.85 - -
Check-COVID Human expert 37.92 37.16 - 24.92
ClaimsKG Human expert 17.23 63.06 12.32 7.39
Climate-Fever Human expert 42.61 16.48 10.03 30.88
CMU-MisCOV19 Human (N.S.) 7.39 70.63 - 21.98
CoAID Source-based categorization (T) & Human expert (F) 93.47 6.53 - -
Counter-covid-19-misinformation Human (N.S.) 1.08 1.09 - 97.83
COVID-19-Rumor Human expert 26.16 51.27 - 22.57
Covid-19-disinformation Crowd-sourced - - - 100
COVID-Fact Human-expert (T) & Algorithm-generated creation (F) 31.72 68.28 - -
Covid-vaccine-misinfo-MIC Crowd-sourced - - - 100
DeFaktS Human expert 11.12 7.78 - 81.1
ESOC Covid-19 Human expert - 99.52 - 0.48
FakeCovid Human expert 0.85 94.12 2.74 2.28
FaVIQ Algorithm & Validation by human 49.77 50.23 - -
FEVER Crowd-sourced 46.75 19.65 - 33.6
FEVEROUS Algorithm 57.77 38.77 - 3.47
FibVID Human expert 23.76 76.24 - -
HoVer Crowd-sourced 49.76 34.95 - 15.28
IFND Human expert 66.64 33.36 - -
LIAR Human expert 52.29 27.95 19.7 0.06
LIAR-New Human expert 19.62 72.87 7.51
MediaEval Source-based categorization 44.31 51.92 - 3.77
MM-COVID Human expert 71.74 28.26 - -
MultiClaim Human expert - 57.66 16.49 25.85
NLP4IF-2021 Crowd-sourced 64.31 3.28 - 32.41
PHEME Human expert and non-expert 33.77 66.23 - -
PubHealthTab Human expert 52.47 23.79 - 23.74
Rumors Algorithm 11.25 58.25 6.47 24.03
Snopes Fact-news Human expert 16.07 65.41 10.95 7.58
TruthSeeker2023 Crowd-sourced 51.36 48.64 - -
Twitter15 Human expert 50.07 24.83 - 25.1
Twitter16 Human expert 50.37 25.06 - 24.57
Verite Human expert 33.77 66.23 - -
WICO Human expert 68.32 31.68 - -
X-Fact Human expert 30.26 59.64 6.33 3.78

BanFakeNews crowd-sourced 95.56 4.44 - -
Benjamin Political News Dataset source-based 39.26 60.74 - -
Celebrity source-based 50.00 50.00 - -
CT-FAN source-based 26.97 64.78 - 8.25
FA-KES crowd-sourced 52.99 47.01 - -
FakeNewsCorpus source-based 1.20 79.20 - 19.60
FakeNewsAMT crowd-sourced 50.00 50.00 - -
ISOT Fake News source-based 47.70 52.30 - -
TI-CNN source-based 40.34 59.66 - -
(T) indicates the method used to establish true claims
(F) indicates the method used to determine false claims
(N.S.) indicates that expertise is not specified

biases in the selection of news and information that is evaluated (Lee et al., 2023; Markowitz et al.,
2023; Walker & Gottfried, 2019).

Crowd-sourced approach Crowdsourced fact-checking involves enlisting non-expert laypeople to
assess the accuracy of online information. These evaluations are then aggregated to determine the
veracity of the content. This approach is advantageous because it is more scalable, and laypeople
can respond to misinformation much more quickly than professional fact-checkers (Zhao & Naa-
man, 2023). Additionally, this method has been shown to be effective in reducing the spread of
misinformation and to produce veracity ratings similar to those of professional fact-checkers (Allen
et al., 2021; Martel et al., 2024). However, crowdsourcing also has its limitations. It can be chal-
lenging to filter out evaluations from non-credible users and to ensure a balanced representation of
users from different partisan backgrounds (Zhou & Zafarani, 2020; Martel et al., 2024).

Source-based approach Source-based approaches to verifying information involve evaluating the
domain or author of the content. Information is then rated as accurate if it comes from reliable
sources and inaccurate otherwise. This method is more scalable than manual fact-checking, as it
consists of evaluating the credibility of the source rather than each individual story. Additionally,
this method is proven to be reliable, as experts generally rate news domains similarly (Lin et al.,

21



Published as a paper in the SCSL Workshop at ICLR 2025

2023). However, there are notable drawbacks. For instance, individual stories can vary in accuracy
even within the same source, and not all content from low-quality outlets is necessarily false or
misleading. Additionally, source familiarity significantly influences the perceived trustworthiness
of content. Sources that are unfamiliar are often less trusted, which can lead to unfair negative eval-
uations of high-quality but lesser-known sources (Pennycook & Rand, 2019; Williams-Ceci et al.,
2023)

Algorithmic methods Finally, algorithmic methods can also be used to evaluate the veracity of
content using NLP or other ML techniques (Zhou & Zafarani, 2020). For example, Covid-fact
uses a BERT-based classifier, FaVIQ uses T5-3B, and Rumors uses an approach based on a social
graph. These methods offer significant advantages in scalability, as they can process vast amounts of
data quickly and efficiently, making them suitable for large-scale verification tasks. However, their
accuracy can be questionable in many cases, ranging from struggles with nuanced or context-specific
content (Boukouvalas & Shafer, 2024), issues with transfer and generalization (Huang et al., 2020;
Pelrine et al., 2021; 2023), or just generically poor performance (e.g., even state-of-the-art methods
often have below 70% accuracy compared to human labels (Zhang & Gao, 2023; Pelrine et al.,
2023)). Thus, the quality of algorithmic labels is often dubious.

C DATA QUALITY SUPPLEMENT

C.1 SUPPLEMENT ON KEYWORD ANALYSIS

Table 6 displays the results of the random forest classifier, including True and False (T-F) labels,
as well as True, False and Mixed (T-F-M) labels for each dataset, alongside their corresponding
baselines. Datasets located above the solid line represent the claim datasets and those positioned
below the line correspond to the paragraph datasets.

In Table 7, we show some examples of keywords that could lead to bad classifications. The number
under the keywords is the number of times the word appears in claims based on its labels of veracity.
We can thus see that there is an absence of true statements referring to Harris or Biden, but many
that refer to Trump in the Truthseeker2023 dataset.

Furthermore, figures 6, 8, 10 and 12 show the distribution of the 40 most frequent words across
the datasets IFND, MM-COVID, Truthseeker2023, and Twitter16, the four claim datasets with the
highest macro F1 score (%). The prevalence of the words in each veracity category was calculated
using their relative frequency. A word positioned at x = 1 indicates that it is systematically associated
with the veracity category specified by the label, meaning that 100% of statements containing this
word are labeled the same way. Additionally, figures 7, 9, 11, and 13, plotted using ScatterText,
highlight the words that had a significant impact on the random classifier presented in Table 6, with
color indicating the frequency of a word’s association with a label.

Figure 6: IFND Figure 7: IFND Predictivity
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Table 6: Keywords correlations evaluation. A high predictivity score which far exceeds its corre-
sponding baseline, means that the keywords provide an unrealistically strong prediction. All num-
bers are % macro F1.

Dataset Keywords Predictivity T-F Baseline T-F Keywords Predictivity T-F-M Baseline T-F-M

Check-COVID 44.9 47.3 - -
ClaimsKG 44.0 50.1 27.0 33.6
Climate-Fever 44.9 50.2 26.7 33.4
CoAID 60.9 50.2 - -
COVID-19-Rumor 48.9 50.7 - -
COVID-FACT 40.6 52.3 - -
DeFaktS 37.1 49.9 - -
FakeCovid 49.9 49.9 32.7 32.8
FaVIQ 34.8 50.4 - -
FEVER 41.3 50.0 - -
FEVEROUS 37.4 49.5 - -
FibVID 53.3 49.6 - -
HoVer 38.1 49.5 - -
IFND 82.2 50.0 - -
LIAR 39.5 49.3 22.9 34.5
LIAR-New 48.1 50.0 31.4 31.9
MM-COVID 77.1 51.2 - -
NLP4IF-2021 48.8 52.4 - -
PubHealthTab 42.6 49.5 - -
Rumors 45.6 51.3 29.0 34.7
Snopes Fact-news 44.1 51.7 27.6 31.8
TruthSeeker2023 66.8 50.0 - -
Twitter15 62.2 48.9 - -
Twitter16 66.4 43.3 - -
Verite 39.9 49.0 - -
X-Fact 45.8 49.8 29.2 33.5

BanFakeNews 91.8
BenjaminPoliticalNews 72.2
Celebrity 64.0
CT-FAN 62.2
FA-KES 51.5
FakeNewsAMT 45.7
ISOT Fake News 91.8
TI-CNN 89.1

Table 7: Identification of spuriously predictive keywords.

IFND MM-COVID Truthseeker2023 Twitter16

Fact Viral Court Clinic Government India Biden Harris Trump Steve Potus Poll

True 17 (0.18%) 59 (2.06%) 937 (91.95%) 134 (100%) 97 (98%) 142 (99.3%) 44 (0.41%) 0 (0%) 6,229 (63.05%) 0 (0%) 11 (100%) 0 (0%)
False 9367 (99.82%) 2812 (97,94%) 82 (8.05%) 0 (0%) 2 (2%) 1 (0.07%) 10,620 (99.59%) 2,584 (100%) 3,651 (36.95%) 15 (100%) 0 (0%) 11 (100%)
Other 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%) 0 (0%)

Figure 8: MM-COVID Figure 9: MM-COVID Predictivity
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Figure 10: Truthseeker2023 Figure 11: Truthseeker2023 Predictivity

Figure 12: Twitter16 Figure 13: Twitter16 Predictivity

C.2 SUPPLEMENT ON TEMPORAL ANALYSIS

Table 8 presents the results of the spurious temporal correlations discussed in Section 2. Similar to
the keywords analysis, the datasets located above the solid line include those with claims, whereas
those below the line consist of paragraph datasets.

C.3 FEASIBILITY EVALUATION

For the feasibility analysis, our annotators categorized the claim text according to the following
schema:

• Feasible: The statement provides enough context for an AI to determine its truthfulness with
certainty.

• Feasible with web search: Some key information is missing, preventing an AI from determin-
ing the claim’s truthfulness without retrieving additional data online.

• Not feasible: The statement is too vague or incomplete for a web search to provide sufficient
evidence for verification.

This was done for 1230 human-annotated claims dataset examples (uniformly distributed for ap-
proximately 42 per dataset) with most annotated by at least two annotators, and 8700 AI-annotated
claims examples plus 2700 paragraph examples (300 per dataset).

C.3.1 COPY OF HUMAN ANNOTATOR INSTRUCTIONS

The concept of claim feasibility is inspired by point 4 (”Methodology”) of
https://arxiv.org/abs/2401.01197. As mentioned in this paper, resolving ambiguity in a statement
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Table 8: Temporal correlations evaluation. A high score here means time—and information corre-
lated with it—is unrealistically predictive.

Dataset Evaluation Type Temporal Predictivity (% F1)

ClaimsKG Date 62.3
CoAID Date 48.3
DeFaktS Date 37.4
FakeCovid Date 49.9
FibVID Date 62.2
LIAR-New Date 53.7
Rumors Date 74.2
X-Fact Date 61.5
AntiVax TweetID 46.8
CMU-MisCOV19 TweetID 45.6
Covid-19-disinformation TweetID 46.5
MediaEval TweetID 72.2
Twitter15 TweetID 85.6
Twitter16 TweetID 95.9
WICO TweetID 40.7

BanFakeNews Dates 98.3
FA-KES Dates 50.1
IsotFakeNews Dates 87.7
TI-CNN Dates 78.1

can be facilitated through web retrieval, particularly when context is missing but can be inferred.
For example, when an unknown person is mentioned in a specific event (e.g., ”politician X held a
press conference about COVID on September 12, 2021 at the White House”).

In other words, the feasibility label indicates whether a language model (LLM) has enough infor-
mation to assess the truthfulness of a claim. To achieve this, three categories are defined:

Feasible The statement provides enough context for the LLM to determine its truthfulness with
certainty.

Example 1: ”Bill Clinton death ruled a homicide, death by poison.”
The statement contains all necessary information: the person (Bill Clinton) and the event (his alleged
death by poisoning). Sufficient information is present to verify the claim (and we know Bill Clinton
is still alive).

Example 2: ”Ohio State scored fewer points than Purdue at the 1947 NCAA Swimming and Diving
Championships.”
The statement includes sufficient details (institution, year, competition) to allow for factual verifica-
tion without additional context.

Feasible with Web Search Some key information is missing, preventing the LLM from determin-
ing the claim’s truthfulness without retrieving additional data online.

Example: ”A law allows people to go for a run during the state of alarm in Spain.”
The statement references a specific law, but it is not explicitly identified. A web search would be
necessary to locate the relevant legal text and verify the claim. Since the country (Spain) and general
content of the law are mentioned, this facilitates an easy online search.

Not Feasible The statement is too vague or incomplete for a web search to provide sufficient
evidence for verification.

Example: ”The (COVID-19) cases are going up but it’s because the testing is going up.”
The statement lacks crucial details such as the time period and location, making factual verification
impossible. The claim might be false if based on misinformation disseminated during the COVID-
19 pandemic, or it might be true if made during a period when increased testing corresponded to
rapid virus spread.
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C.3.2 HUMAN ANNOTATOR TEAM AND AGGREGATION

Our annotating team included 8 human experts: 3 authors and 5 colleagues of the authors. Each
annotator completed an approximately equal number of examples (2̃90).
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Figure 14: Feasibility assessed by 8 human expert and 1 AI annotators, averaged over all datasets.
Without an evidence retrieval system (e.g., web search), most data is not feasible to assess for ve-
racity.

When aggregating these annotations, we note that this setting is slightly different from typical ones
where the majority vote is expected to converge to the true label. Here, a claim can be proven
infeasible by counterexample: demonstrating that there are two possible contexts it could refer to.
This means that a minority of annotators who think of a counterexample could be correct, even while
a majority misses the ambiguity.

This creates a challenge for determining how to combine annotations from multiple annotators. In
our annotation process, to obtain both examples with multiple annotators and maximize how much
of each dataset we could cover, approximately 25% was distributed to have a single annotator, 60%
to have two annotators, and the remainder had three. In the aggregation process, we first convert
data that was labeled as feasible with or without search to just “feasible”. The key question then is
how to tiebreak cases where two annotators disagree.

We consider three options. First, we could tie-break in favor of “not feasible”, setting a lower bound
on overall feasibility. This may be the correct measure, by the logic above. However, we could also
set a generous upper bound by tie-breaking in favor of “feasible”. There does not seem to be clear
reasoning supporting this upper bound being the true value, but it does provide a stress test for our
arguments that feasibility is a significant issue. Finally, we could set a middle ground by taking the
average of the two.

In Figure 15, we present each of these measures. We see that even with the most generous, upper
bound assessment, many datasets still have a great deal of infeasible examples. Meanwhile, the
lower bound suggests many datasets could have incredibly low feasibility, to an extent that predicting
veracity on the text of these datasets is not only partially but almost entirely predicting noise. In the
main paper, we take the moderate approach with the average. We note, though, that even more
extensive investigation of this phenomenon could be a good area for future work, and might reveal
an even more severe problem than we highlight in our main paper.

C.3.3 CLAIMS FEASIBILITY EVALUATION

The prompt where it is explicitly indicated that the AI veracity assessment system has access to web
search is as follows:
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Figure 15: Comparison between human experts and automated evaluation of feasibility, aggregated
based on 40 examples sampled from each data source for human annotations, and 300 for automated
evaluation.

The f o l l o w i n g s t a t e m e n t i s go ing t o be g i v e n t o an AI sys tem t o
d e t e r m i n e i f i t ’ s t r u e o r f a l s e and w r i t e an e x p l a n a t i o n why .

S t a t e m e n t : ’{ s t a t e m e n t } ’

The on ly t h i n g t h e AI w i l l be g i v e n i s t h e s t a t e m e n t i t s e l f , a s
w r i t t e n above − no c o n t e x t , v i s u a l s , o r any o t h e r i n f o r m a t i o n .
Your t a s k i s t o a s s e s s i f t h e AI c o u l d p o s s i b l y g i v e a v a l i d

answer . Note t h a t t h i s i s n o t a b o u t a s s e s s i n g how l i k e l y t h e
AI i s t o g i v e t h e r i g h t answer , b u t whe the r i t ’ s even p o s s i b l e

t o e v a l u a t e t h e v e r a c i t y o f t h e s t a t e m e n t based on t h e
i n f o r m a t i o n g i v e n . The AI w i l l have a c c e s s t o a web s e a r c h
sys tem t o look f o r bo th p r i m a r y and s e c o n d a r y s o u r c e s , b u t t h e

e v a l u a t i o n might s t i l l be i m p o s s i b l e i f t h e r e i s t o o much
a m b i g u i t y o r m i s s i n g c o n t e x t .

For example , h e r e i s a non − e x h a u s t i v e l i s t o f i n f o r m a t i o n t h a t
might make i t ha rd t o e v a l u a t e t h e v e r a c i t y o f a s t a t e m e n t i f
m i s s i n g :

1 . I d e n t i t y o f a key person , such as t h e s p e a k e r o r someone e l s e
r e f e r e n c e d ambiguous ly i n t h e s t a t e m e n t .

2 : Loca t i on , i f v e r a c i t y depends on i t b u t i t i s n ’ t p r o v i d e d .
3 . T e x t u a l i n f o r m a t i o n o r e v i d e n c e t h a t ’ s men t ioned i n t h e

s t a t e m e n t b u t n o t s u p p l i e d .
4 . V i s u a l o r a u d i o e v i d e n c e ment ioned i n t h e s t a t e m e n t ( n o t e t h a t

t h e AI w i l l on ly be g i v e n t h e s t a t e m e n t t e x t ) .
5 . Temporal i n f o r m a t i o n . Note t h a t t h e d a t e t h e s t a t e m e n t was made

i s unknown . Th i s might n o t be r e l e v a n t , though , i f t h e
s t a t e m e n t c o u l d be e v a l u a t e d as t r u e o r f a l s e r e g a r d l e s s o f
when i t was made .

6 . There ’ s no c l a i m f o r which e v a l u a t i n g t h e v e r a c i t y even makes
s e n s e .

Ra te on t h e f o l l o w i n g s c a l e how p o s s i b l e i t seems t o e v a l u a t e t h e
v e r a c i t y o f t h e s t a t e m e n t :

1 : F e a s i b l e , assuming t h a t t h e r e t r i e v a l o f e x t e r n a l knowledge i s
p o s s i b l e − There i s some c l e a r ambigu i ty , m i s s i n g c o n t e x t , o r
m u l t i p l e p o t e n t i a l i n t e r p r e t a t i o n s . But t h e r e seems t o be
a round one − h a l f chance o f e v a l u a t i n g t h e meaning as i n t e n d e d
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or f i g u r i n g o u t t h e c o n t e x t from a s t r o n g knowledge base o r
web s e a r c h .

0 : I m p o s s i b l e t o e v a l u a t e , even wi th a c c e s s t o e x t e r n a l knowledge
r e t r i e v a l s y s t e m s . There a r e c l e a r l y m u l t i p l e v a l i d ways t h e
s t a t e m e n t c o u l d be i n t e r p r e t e d t h a t would s t r o n g l y i n f l u e n c e
t h e v e r a c i t y , mandatory and i r r e c o v e r a b l e i n f o r m a t i o n i s
mis s ing , o r t h e s t a t e m e n t c o n t a i n s no c l a i m or i s d o w n r i g h t
n o n s e n s i c a l .

Give a b r i e f e x p l a n a t i o n , t h e n w r i t e a v e r t i c a l b a r ” | ” , f o l l o w e d
by your r a t i n g as a number a l o n e .

The “search disabled” version, where it is not specified explicitly that the AI has access to web
search, is exactly the same as above except omitting the sentence “The AI will have access to a
web search system to look for both primary and secondary sources, but the evaluation might still be
impossible if there is too much ambiguity or missing context.”

We count a claim as AI-labeled “feasible” as long as the AI marked the claim as either feasible with
search or as feasible- no search required.

C.3.4 PARAGRAPHS FEASIBILITY EVALUATION

The prompt used for feasibility evaluation on paragraphs datasets is the same as the one for shorter
claims.

D BASELINES AND METRICS SUPPLEMENT

D.1 IMPLEMENTATION DETAILS OF GPT-4 WITH WEB SEARCH PREDICTIVE SYSTEM

We implement our web-search predictive system by combining a state-of-the-art “main agent” LLM
(OpenAI gpt-4-turbo-0409) with a less powerful but more efficient and cost-effective “search agent”
LLM (Cohere command-r). We provide the search agent access to the internet through a Retrieval-
Augmented Generation pipeline (RAG, implemented using the Cohere search connector3.) Specif-
ically, the Cohere search connector applies multiple layers of filtering and reranking to efficiently
condense a large number of sources from the web into a succinct response to the query from the main
agent. Before any filtering was applied, the total number of tokens retrieved is usually in the range
of hundred of thousands of tokens for every single example in the dataset. It would be prohibitively
expensive and inefficient if all these sources need to be parsed using the gpt-4-turbo main agent.
The summary that the search agent produces, which usually consists of fewer than 200 tokens, is
substantially more efficient for the main agent to process while retaining most of the relevant details
about the statement.

• Main agent analyzes statement (chain of thought) and proposes queries, if any, to the search
agent.

• Search agent:

– Find relevant documents via open web search. (≥ 100K tokens)
– Apply re-ranking and filtering. (∼ 50K tokens)
– Generate condensed response to query. (∼ 200 tokens)

• Main agent analyzes evidences from the search agent. Invoke search agent multiple times
as needed.

• Main agent summarizes evidences and draw conclusion.

For further discussion of how this works, please refer to Tian et al. (2024).

3https://docs.cohere.com/docs/overview-rag-connectors
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D.2 CONTRADICTION BETWEEN GROUND TRUTH LABEL AND PREDICTIVE SYSTEM

The instances where labelers marked “Predictive system is not wrong,” even though the system’s
output contradicted the ground truth label, can be attributed to differences in timing, interpretation,
or problems with the ground truth labels and the claims themselves.

Different timing may lead to contradictions. For instance, in the MM-Covid dataset, there was a
claim stating, “Lysol disinfectant label says it was tested against the new coronavirus.” The AFP
Fact Check labeled this claim as false in September 2020 because, at the time, no Lysol product had
been tested against COVID-19. However, a Lysol product was later developed and tested, leading
the predictive system to label the claim as true. Similarly, in the LIAR dataset, a claim that “Inflation
has gone up every month of the Biden presidency and just hit another 40-year high” was rated as
mostly true by PolitiFact in April 2022. However, when the predictive system analyzed the claim
using data from January 2024, it labeled it as false, correctly accounting for more recent information.

Another source of contradiction can be the interpretation of the claims. One instance is this claim
from the FEVER dataset: “Dakota Fanning is not a model.” The ground truth label was false,
considering that Dakota Fanning is primarily an actress. However, the predictive system labeled it
as true, considering she has engaged in modeling and has appeared in various magazine photoshoots.
Here, the system’s broader interpretation of what constitutes a “model” led to a contradiction, yet it
is not necessarily wrong.

Contradictions also arise due to the specific wording of claims, which is especially prevalent in
the MM-Covid dataset. For instance, the ground truth label marked the claim “President Donald
Trump’s statement that lupus patients are not vulnerable to COVID-19 is not true” as false, focusing
solely on Trump’s statement. However, the predictive system, which analyzed the entire sentence,
classified it as true. The predictive system explained that lupus patients are vulnerable to COVID-19,
and thus Donald Trump’s statement is indeed not true. Another example is the claim, “These are 6
of the main differences between flu and coronavirus,” which had a ground truth label of true based
on a headline from the MIT Technology Review. The predictive system, however, labeled it as false,
arguing that the differences between the flu and coronavirus cannot be strictly limited to six. The
problem is not the labelling of the predictive system, rather the ground truth labels and the claims
themselves.

D.3 SUPPLEMENT ON MANUAL LABELING OF PREDICTION VALIDITY

LIAR-New Two authors labeled 100 samples that the GPT-4 (with web search) predictive system
got wrong according to standard comparison with the ground truth labels from the professional
fact-checkers at PolitiFact (which the dataset is sourced from). The labelers considered the input
statement, the reasoning of the predictive system, and the PolitiFact fact-checking article. They
each labeled every example, with a 3-way schema: “Predictive system is wrong”, “Uncertain / open
to interpretation”, “Predictive system is not wrong”.

This led to 0.36 Cohen Kappa agreement and 60% percentage agreement. The agreement cases
within these results indicated a large number of cases where the predictive system was not wrong—
38 out of 60 examples where the labels agreed—but to further reinforce the validity of the labeling,
the annotators discussed each disagreement and produced a single resolution label. In this final
result, of the 100 cases, 30 were “Predictive system is wrong”, 15 were “Uncertain / open to inter-
pretation”, and the remaining 55 were “Predictive system is not wrong”.

The two annotators also manually labeled 100 examples that were originally marked correct. They
agreed 76 were not wrong, 2 were uncertain, and 1 was wrong. There were only 5 additional
examples that were marked wrong by one but not both annotators.

FEVER The same two authors then labeled predictions based on GPT-3.5 (with web search) on
the FEVER dataset that were marked incorrect by standard categorical label comparison. Here,
there is no fact-checking article to reference, so the authors looked up any necessary information
themselves, again seeking to determine if the LLM’s explanation was correct. First, they labeled
10 examples together to synchronize the labeling process, then both labeled the same 100 indepen-
dently. We discard the first 10. On the 100, the labels had 0.51 Cohen Kappa agreement score and
70% agreement. Since the initial agreement was higher, we did not conduct a resolution process on
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this data. 38 examples were marked “Predictive system is not wrong” by both labelers, and 56 by at
least one.

MM-COVID Again, the annotators labeled examples that the categorical labels marked incorrect.
These were from the GPT-4 (with web search) version of the baseline system. There were only 70 of
these total, so the annotators labeled all 70. They had 44% agreement, and agreed that 39 examples
were not wrong while agreeing only a mere 3 were wrong. An additional 25 were marked not wrong
by one annotator.

Then the annotators labeled 100 examples that were correct according to the categorical labels. They
agreed that 89 examples were not wrong, and there were 0 that they agreed were wrong. There were
another 5 examples that were marked wrong by one but not both annotators.

D.4 SUPPLEMENT ON CONTRADICTION EVALUATOR

We implement experiments on the explanations from the GPT-4 with web search predictive system.
For comparison with human labels, we use the final version after resolution described above, and
drop all “Uncertain / open to interpretation” cases. For all versions of the evaluator, we use GPT-
4-Turbo-0409, with temperature 0.0 to reduce variation. There is nonetheless some variation; to
further stabilize the estimates, we ran 5 runs and report results using the mean (in the score case) or
majority vote (in the binary and trinary cases).

In addition to the score-based version described in the main text, we tested binary and trinary ver-
sions of the evaluator. The score-based prompt is:

In t h e f o l l o w i n g , you w i l l be p r o v i d e d a s t a t e m e n t and two
a s s e s s m e n t s o f i t s v e r a c i t y . Your t a s k i s t o e v a l u a t e i f t h e
a s s e s s m e n t s c o n t r a d i c t each o t h e r . Note t h a t n o t hav in g a l l o f

t h e same e v i d e n c e o r c o n t e n t , o r even r e a c h i n g a d i f f e r e n t
c o n c l u s i o n , does n o t a l o n e c o n s t i t u t e a c o n t r a d i c t i o n ,
e s p e c i a l l y though n o t e x c l u s i v e l y i f t h e y a r e i n t e r p r e t i n g t h e

s t a t e m e n t d i f f e r e n t l y , o r c o n s i d e r i n g d i f f e r e n t t ime p e r i o d s
o r o t h e r c o n t e x t s . There ’ s on ly a c o n t r a d i c t i o n i f t h e y
a c t u a l l y say o p p o s i n g t h i n g s t h a t a r e n o t up t o r e a s o n a b l e
i n t e r p r e t a t i o n o r c o n t e x t d i f f e r e n c e s .

S t a t e m e n t : <s t a t e m e n t >

Assessment 1 : <a r t i c l e >

Assessment 2 : <p r e d i c t i o n >

Now t h a t you ’ ve r e a d y t h e s t a t e m e n t and a s s e s s m e n t s , r a t e how much
t h e a s s e s s m e n t s c o n t r a d i c t o r n o t on a s c a l e from 0 ( no

c o n t r a d i c t i o n ) t o 10 ( c o m p l e t e c o n t r a d i c t i o n ) . However , you
must n o t s t a t e your s c o r e u n t i l you ’ ve p r e s e n t e d a c o n c i s e
a n a l y s i s . Do n o t b e g i n your r e s p o n s e wi th a number . F i r s t
w r i t e your a n a l y s i s , t h e n w r i t e a v e r t i c a l b a r ” | ” , t h e n
f i n a l l y s t a t e your c o n t r a d i c t i o n s c o r e .

Leaving the rest of the prompt unchanged, we adjust the last paragraph as follows to get the binary
version:

Now t h a t you ’ ve r e a d y t h e s t a t e m e n t and a s s e s s m e n t s , answer i f t h e
a s s e s s m e n t s c o n t r a d i c t o r n o t . However , you must n o t s t a t e

your d e c i s i o n u n t i l you ’ ve p r e s e n t e d a c o n c i s e a n a l y s i s . Do
n o t b e g i n your r e s p o n s e wi th a l a b e l . F i r s t w r i t e your
a n a l y s i s , t h e n w r i t e a v e r t i c a l b a r ” | ” , t h e n f i n a l l y ” 1 :
c o n t r a d i c t i o n ” o r ” 0 : no c o n t r a d i c t i o n ” .

And trinary:
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Now t h a t you ’ ve r e a d y t h e s t a t e m e n t and a s s e s s m e n t s , answer i f t h e
a s s e s s m e n t s c o n t r a d i c t o r n o t . However , you must n o t s t a t e

your d e c i s i o n u n t i l you ’ ve p r e s e n t e d a c o n c i s e a n a l y s i s . Do
n o t b e g i n your r e s p o n s e wi th a l a b e l . F i r s t w r i t e your
a n a l y s i s , t h e n w r i t e a v e r t i c a l b a r ” | ” , t h e n f i n a l l y ” 1 :
c o n t r a d i c t i o n ” o r ” 0 : no c o n t r a d i c t i o n ” , o r i f you a r e n o t
s u r e w r i t e ” −1: u n s u r e ” .

Binary agrees 68% of the time with the human labels, trinary 67% of the time, and the original
score-based approach 68% of the time. Thus, there is little difference in efficacy. We note that the
trinary approach, although explicitly given the option to output “unsure”, never used it.

E LIMITATIONS

First, we note that while to our knowledge this represents the largest and most comprehensive survey
of datasets in this domain, there are certainly many other datasets in existence and it is probable that
some were not included. There is also a steady stream of new datasets being created every year. In
the near future, we plan to collect external feedback and update our survey to maintain and expand
the comprehensiveness of our study.

We also note that our unified label schema simplifies some labels that might have meaningful infor-
mation, for example, gradations of veracity instead of binary true/false. Some granularity has been
traded for the ability to establish a unified schema across all the claims datasets. When using these
datasets, we advise careful consideration of the optimal labels to apply.

As discussed previously, additional work is needed in evaluation, both to confirm that the observed
validity issues with metrics like accuracy are widespread (as we hypothesize) and to create strong,
thoroughly tested alternatives. We also note that the baselines we have provided use old evaluation
procedures on LLM-based predictors. This can be flawed both for the reasons discussed in Sec-
tion 3.2, and potentially also because a substantial proportion of the data could be within the LLM
training data. Pelrine et al. (2023) indicates LLM-based methods offer the strongest performance
even beyond their knowledge cutoffs, and using web search to actually provide evidence can mit-
igate this to some degree. But nonetheless, these baselines should be viewed carefully and with
due attention to both their strengths and limitations, and future work to establish more universal
baselines—as well as datasets and evaluation methods that enable them—would be very valuable.

Lastly, although we discussed multiple key dimensions of misinformation detection datasets, a fa-
vorable assessment in these dimensions does not guarantee a dataset suitable for any application.
Other types of limitations in the data could still lead to spurious shortcuts instead of generalizable
predictions and evaluation. Our proposed EQA procedure can help detect this with respect to par-
ticular methods and applications, but we also encourage future work to identify additional limiting
factors in evaluation in this domain, and to solve them.
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