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Abstract

Deep learning models perform poorly when do-
main shifts exist between training and test data.
Test-time adaptation (TTA) is a paradigm to mit-
igate this issue by adapting pre-trained models
using only unlabeled test samples. However, ex-
isting TTA methods can fail under severe domain
shifts, while recent active TTA approaches re-
quiring full-class labels are impractical due to
high labeling costs. To address this issue, we in-
troduce a new setting of TTA with binary feed-
back. This setting uses a few binary feedback
inputs from annotators to indicate whether model
predictions are correct, thereby significantly re-
ducing the labeling burden of annotators. Under
the setting, we propose BiTTA, a novel dual-path
optimization framework that leverages reinforce-
ment learning to balance binary feedback-guided
adaptation on uncertain samples with agreement-
based self-adaptation on confident predictions.
Experiments show BiTTA achieves 13.3%p ac-
curacy improvements over state-of-the-art base-
lines, demonstrating its effectiveness in handling
severe distribution shifts with minimal labeling
effort. The source code is available at https:
//github.com/taeckyung/BiTTA.

1. Introduction

Deep learning has revolutionized various fields, including
computer vision (Deng et al., 2009), speech recognition (Gu-
lati et al., 2020), and natural language processing (Brown
et al., 2020). However, deep models often suffer from do-
main shifts, where discrepancies between training and test
data distributions lead to significant performance degra-
dation. For example, autonomous driving systems might
struggle with new types of vehicles or unexpected weather
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conditions that differ from the training data (Sakaridis et al.,
2018).

Test-time adaptation (TTA) (Wang et al., 2021) dynamically
adapts the pre-trained models in real time using only unla-
beled test samples. Hence, it is a viable solution to domain
shifts. However, without ground-truth labels, existing TTA
methods are vulnerable to adaptation failures or suboptimal
accuracies in severe distribution shifts (Gong et al., 2022;
Niu et al., 2023; Gong et al., 2023b; Lee et al., 2024b; Press
et al., 2023). This is largely due to relying on self-supervised
metrics such as entropy or confidence (Wang et al., 2021;
Gong et al., 2023b) that could be unreliable when adaptation
fails (Lee et al., 2024b).

This limitation motivates the potential value of incorpo-
rating human feedback into the adaptation loop. In lan-
guage models, reinforcement learning from human feed-
back (RLHF) (Ouyang et al., 2022) has emphasized the
critical role of human feedback in aligning large language
models with human intent. The key challenge in TTA is
making human feedback practical and scalable. While full
labeling of test samples is prohibitively expensive (Joshi
et al., 2010), recent studies on language models have shown
that binary feedback (e.g., thumbs up/down) can effectively
guide model behaviors (Shankar et al., 2024).

Inspired by this, we introduce the TTA with binary feed-
back setting (Figure 1), which uses binary feedback on the
model prediction (correct or incorrect) to guide adaptation
while maintaining efficiency. Our binary-feedback approach
requires only minimal label information, significantly reduc-
ing labeling costs compared with full-class active TTA (Gui
et al., 2024), mitigating the interaction bottlenecks to enable
real-world applications.

As a solution, we propose BiTTA, a dual-path optimization
framework for TTA with binary feedback that incorporates
both binary feedback and unlabeled samples. Motivated by
the recent reinforcement learning studies that show effective-
ness in incorporating human feedback in the optimization
process (Ouyang et al., 2022; Fan et al., 2023; Black et al.,
2024), BiTTA leverages reinforcement learning to effec-
tively balance two complementary adaptation strategies (Fig-
ure 3): Binary Feedback-guided Adaptation (BFA) on uncer-
tain samples and Agreement-Based self-Adaptation (ABA)
on confident samples. Using Monte Carlo dropout (Gal &
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Figure 1: Overview of TTA with binary feedback. Traditional TTA algorithms often Figure 2: Accuracy (%) of TTA
fail under severe distribution shifts due to the risk of unlabeled-only adaptation. Our methods with binary feedback on
proposed TTA with binary feedback addresses this challenge by offering a few binary CIFAR10-C. The asterisk indicates
feedback (correct or incorrect) on selected model predictions. TTA with binary feed- a modified algorithm to utilize bi-
back significantly improves the adaptation performance with minimal labeling effort, nary feedback. The dotted line is

enabling a practical and scalable TTA paradigm for real-world applications.

Ghahramani, 2016) for policy estimation and uncertainty
assessment, we select uncertain samples for binary feedback
in BFA while utilizing samples with high prediction agree-
ment in ABA. This dual approach enables BiTTA to adapt
to new uncertain patterns (via BFA) while maintaining con-
fidence in correct predictions (via ABA), achieving robust
performance improvements.

We evaluate BiTTA under the TTA with binary feedback
setting with various test-time distribution shift scenarios,
including three image corruption datasets (CIFARI10-C,
CIFAR100-C, and Tiny-ImageNet-C) and two domain gen-
eralization scenarios (domain-wise and mixed data streams).
Comparisons with TTA and active TTA methods demon-
strate that BiTTA achieves an accuracy improvement of
13.3%p on average. Moreover, BiTTA outperforms ac-
tive TTA utilizing full-class feedback from the oracle (the
ground-truth label, Figure 2) and the state-of-the-art founda-
tional model (GPT-4o, Figure 5), despite using only binary
feedback. These results highlight the importance and effec-
tiveness of BiTTA and TTA with binary feedback, enabling
robust adaptation with minimal labeling effort.

Our main contributions are as follows:

* We propose a lightweight and scalable setting of TTA
with binary feedback (Figure 1), offering correct or
incorrect feedback on selected model predictions.

* We develop BiTTA, a dual-path optimization strategy
combining two complementary signals from binary
feedback-guided adaptation and agreement-based self-
adaptation with a reinforcement learning framework.

* We perform extensive experiments that show BiTTA
outperforms TTA and active TTA baselines by 13.3%p.
Comparisons with full-class active TTA indicate the
effectiveness of BiTTA and TTA with binary feedback.

full-class active TTA (SimATTA).

2. Test-Time Adaptation with Binary Feedback

We propose TTA with binary feedback, a novel TTA setting
for adapting pre-trained models during test time using binary
feedback from an oracle, which indicates whether a model’s
predictions are correct (Figure 1). This real-time feedback
seamlessly integrates into the adaptation process, enabling
continuous refinement of the model’s performance.

TTA with binary feedback addresses the critical challenge
of adapting pre-trained models to domain shifts with mini-
mal labeling effort. From an information-theory perspective,
full-class labeling requires log(num_class) times more
bits than binary feedback to encode the same informa-
tion (MacKay, 2003). Empirical studies on human anno-
tation also validate the efficiency of binary feedback: full-
class labeling on 50-class takes 11.7 seconds on average
with a 12.7% error rate, whereas binary comparison requires
only 1.6 seconds with 0.8% error rate (Joshi et al., 2010).

Although binary feedback provides only a single bit, the
feedback is based on the adapted model’s prediction, which
is typically better than chance. This makes the feedback
more informative and allows it to directly guide model be-
haviors. Therefore, TTA with binary feedback is an efficient
and practical framework for real-world TTA applications.

Notation. Let x denote a test sample selected for binary-
feedback labeling, and y* = arg max, fy(y|r) is the class
prediction output of the model parameterized by 6. The
binary feedback B(z,y) is defined as:

1 if y is correct,
B(z,y) = e ey
—1 if yisincorrect.
Accordingly, each binary-feedback sample is represented as
the tuple (z, y*, B(z,y*)), consisting of the input instance,
the model’s predicted label, and the binary feedback.
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Figure 3: Overview of BiTTA algorithm. BiTTA implements a reinforcement learning-based dual-path optimization that
estimates prediction probabilities using MC-dropout. It computes policy gradients from two complementary signals: (1)
Binary Feedback-guided Adaptation (BFA) on uncertain samples, using binary rewards of +1, and (2) Agreement-Based
self-Adaptation (ABA) on confident, unlabeled samples, using reward 1. By jointly optimizing both paths, BiTTA enables
robust adaptation under dynamic distribution shift scenarios.

3. BiTTA: Dual-path Optimization to Learn
with Binary Feedback

Motivation. Recent advancements in reinforcement learn-
ing from human feedback (RLHF) (Ouyang et al., 2022)
have demonstrated the effectiveness of incorporating sparse
feedback signals in large language model training. Inspired
by this, we propose BiTTA, a reinforcement learning (RL)
based approach for TTA with binary feedback that effec-
tively adapts to distribution shifts using minimal labeling
effort (Figure 3). BiTTA leverages binary feedback as a
reinforcement signal, offering several key advantages for
TTA. (i) Binary feedback can be seamlessly incorporated as
non-differentiable rewards in the RL framework, enabling
the model to learn from minimal supervision (Zoph & Le,
2017; Yoon et al., 2020). (ii) The RL framework allows for
integrating binary feedback and unlabeled samples into a
single objective function optimized through policy gradient
methods. By combining sparse binary-feedback samples
with unlabeled data, BiTTA provides a robust framework
with minimal labeling effort, making TTA more feasible for
real-world applications.

Policy gradient modeling. Given a batch of test samples
B ={x1,...,2,}, our goal is to adapt the model parame-
ters 6 to improve performance on the test distribution. We
formulate the test-time adaptation process as an RL problem
by assigning test-time input « ~ B as a state, the model
prediction y* = fy(x) as an action, and the corresponding
prediction probability 7y (y|x) as a policy, which objective
is maximizing the expected reward, defined as:

J(G) = Em~B7y~7r9(y\w)[R(xay)]v )

where R(z,y) represents the reward function defined later.
This optimization is performed for each test batch, allowing

continuous adaptation to the evolving test distribution.

As binary feedback is a non-differentiable function, we
employ the REINFORCE algorithm (Williams, 1992), also
known as the “log-derivative trick”. This method allows us
to estimate the gradient of the expected reward with respect
to the model parameters:

Vo J(0) = ExnBymms(yle) [R(7,y) Ve log me(y|z)]. (3)

By using this gradient estimator, we can effectively optimize
our model parameters using stochastic gradient ascent.

To estimate the policy mp, we adopt Monte Carlo (MC)
dropout (Gal & Ghahramani, 2016), a practical Bayesian
approximation technique that enables robust uncertainty esti-
mation without architectural changes. MC-dropout performs
multiple stochastic forward passes with dropout enabled at
test time, allowing the model to capture epistemic uncer-
tainty in its predictions.

Formally, we approximate the policy 7y (y|z) as the mean
of softmax outputs across N stochastic forward passes:

N

molyle) = 5 D fiGla), @

n=1

where fg denotes the model with dropout applied during
inference, and NV is the number of samples drawn.

This approach is crucial for test-time adaptation under dis-
tribution shift. Unlike standard softmax outputs, which are
often miscalibrated and overconfident on out-of-distribution
(OOD) samples, MC-dropout provides well-calibrated con-
fidence estimates. These improved uncertainty estimates are
key to BiTTA’s dual-path strategy: selecting the uncertain
samples for feedback (BFA) and identifying confidently
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predicted ones for self-adaptation (ABA). We empirically
validate the calibration benefits of MC-dropout in Section 4.

Dual-path optimization strategy. With the proposed RL
framework, BiTTA addresses the challenge of TTA with
binary feedback (Figure 3), utilizing (1) few samples with
ground-truth binary feedback and (2) many unlabeled sam-
ples with potentially noisy predictions by two complemen-
tary strategies:

1. Binary Feedback-guided Adaptation on uncertain sam-
ples (BFA, Section 3.1): This strategy focuses on en-
hancing the model’s areas of uncertainty. By selecting
samples where the model is least confident and obtain-
ing binary feedback on these, BiTTA efficiently probes
the boundaries of the model’s current knowledge.

2. Agreement-Based self-Adaptation on confident sam-
ples (ABA, Section 3.2): To complement the guided
adaptation strategy, BiTTA also leverages the model’s
existing knowledge through self-adaptation on confi-
dently predicted samples. Without requiring additional
feedback, ABA identifies confident samples by the
agreement between the model’s standard predictions
and those obtained via MC-dropout.

The synergy between BFA and ABA enables BiTTA to ef-
fectively utilize both labeled and unlabeled samples. BFA
drives exploration and adaptation to new patterns in the test
distribution through binary feedback on uncertain samples.
Concurrently, ABA maintains and refines existing knowl-
edge through self-supervised adaptation on confident pre-
dictions. This dual-path optimization allows for effective
adaptation across diverse challenging conditions.

3.1. Binary Feedback-Guided Adaptation

In TTA with binary feedback settings where binary feedback
is limited and costly, selecting samples to query and using
them for effective model adaptation becomes crucial. To
address this challenge, we propose Binary Feedback-guided
Adaptation on uncertain samples (BFA). This approach re-
fines the model’s decision boundaries and improves its un-
derstanding of challenging data points through binary feed-
back guidance, enabling robust and efficient adaptation in
test-time distribution shifts.

Sample selection. To guide the adaptation, we focus on
the uncertain samples, often the most informative for model
improvement (Settles, 2009). We quantify the sample-wise
(un)certainty C(z) as the MC-dropout softmax of the origi-
nal model predicted class:

Cla) = mo(y”|v), ®

where y* = argmax, fp(y|r) is the deterministic class
prediction and 7 (y|x) is MC-dropout softmax confidence.

Then, we select the set of k samples to get the binary feed-
back, noted as Sgry. One straightforward strategy is to select
the least confident samples:

Spra = argsort, (C(z))[: k. (6)

We further discuss the BFA sample selection strategy and
its impact in Appendix B.

Reward function design. For these selected samples, we
query the binary feedback B(z,y) (correct/incorrect) and
define the reward function Rgr, for feedback samples as:

1 if y is correct,

RBFA(x’y) = B(‘T7y) = { @)

—1 otherwise.

This binary-feedback reward scheme provides a clear signal
for model adaptation, encouraging the prediction probability
of correct predictions and penalizing incorrect ones. By se-
lectively applying this reward function to the most uncertain
samples, BFA efficiently utilizes the limited labeling budget,
maximizing the contribution of each queried label.

3.2. Agreement-Based Self-Adaptation

To complement the binary feedback-guided adaptation on
uncertain samples, we propose leveraging the model’s con-
fident predictions on the remaining many unlabeled sam-
ples. This approach, which we call Agreement-Based self-
Adaptation (ABA), aims to reinforce the model’s current
knowledge without requiring additional oracle feedback.

Sample selection. The key idea behind ABA is to iden-
tify samples where the model’s standard prediction agrees
with its MC-dropout prediction. We consider these samples
“confident” and use them for self-adaptation. Formally, we
define the set of confident samples Sypy as:

Sipa = {2 € B\ Spra | y* = argmaxmg(y|z)}, (8)
y

where B is the entire batch of test samples, Sgry is the set of
samples selected for active feedback, y* is the original class
prediction, and 7y (y|z) is the MC-dropout softmax.

Unlike existing TTA methods that rely on fixed confidence
thresholds (Niu et al., 2022; 2023; Gong et al., 2023b), our
approach can dynamically select confident samples based
on the agreement between standard and MC-dropout pre-
dictions. Figure 4a illustrates the dynamic nature of pre-
diction confidences during distribution shifts—highlighting
the need for dynamic sample selection. To demonstrate the
effectiveness of ABA further, we compare our agreement-
based approach with thresholding strategies (Figure 8 in
Appendix B). The results motivate our dynamic agreement-
based selection over static confidence thresholding.

Furthermore, our method effectively identifies confident
samples for self-adaptation. Figure 4b demonstrates the
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Figure 4: Analysis of confidence and accuracy during online adaptation. (a) Average sample-wise confidence over time
and dataset, showing dynamic changes that challenge fixed thresholding methods. (b) Average sample-wise accuracy for
samples with prediction agreement and disagreement on CIFAR10-C, demonstrating the effectiveness of agreement-based

selection for confident samples.

stable accuracies in samples with agreement, while sam-
ples with disagreement show unstable and low accuracies.
This originates from the prediction agreement of indicat-
ing robustness and reliability via the consistency in model
outputs across different dropout masks. By leveraging this
consistency, ABA can reliably select confident samples for
effective self-adaptation.

Reward function design. We now incorporate these sam-
ples into our reinforcement learning framework. We intro-
duce a self-feedback reward function R,p, for unlabeled
samples. This reward encourages the model to maintain
its predictions on confident samples while discarding the
adaptation on unreliable ones. Formally, we define R,g, as:

1 if x € Sppa,
Rysa(z,y) = { Ao )

0 otherwise.

By incorporating this adaptive prediction agreement strat-
egy, ABA enhances the learning process by maintaining
the knowledge of confident predictions. While prediction
disagreement suggests uncertainty, our analysis shows dis-
agreement samples exhibit unstable accuracy rather than
consistent errors (Figure 4b). Therefore, ABA assigns zero
rewards to them rather than penalizing (as in BFA), prevent-
ing potentially harmful adaptation from noisy signals. This
conservative approach is especially valuable in TTA scenar-
ios where distribution shift may be partial or gradual, where
most of the model’s existing knowledge remains relevant.

3.3. BiTTA Algorithm

Our proposed BiTTA algorithm unifies binary feedback-
guided adaptation (BFA, Section 3.1) and agreement-based
self-adaptation (ABA, Section 3.2) into a dual-path opti-
mization framework. This design enables robust and effi-
cient test-time adaptation under distribution shifts while
maintaining stability across time. Here, we detail the algo-

rithmic formulation and its practical implementation using
memory-based sample buffers.

Combined objective. We formulate the overall objective
as a weighted sum of expected rewards from BFA and ABA:

J(e) = aEIGSBFA [RBFA(:E’ y)} + ﬁEIGSABA I:RABA(xﬂ y)] ’

(10)
where o and 3 balance BFA and ABA. Weseta = =1
in all experiments and analyze the impact of these hyperpa-
rameters in Figure 10 (Appendix B).

The policy gradient is estimated via REINFORCE (Williams,
1992):

VHJ(Q) = aEIGSBFA I:RBFA(:L.) y)v0 log o (y‘x):l
+BECE€SABA [VG logwe(y\x)] ) (1D

where 7y (y|x) is approximated using MC-dropout.

Practical implementation. We implement the policy gra-
dient in Equation 11 using two FIFO memory pools: M.
for correct predictions and M for incorrect ones. Each
memory stores up to a batch-sized number of samples for
computational stability and efficiency. Additionally, we use
Sasa, confident unlabeled samples identified via agreement
on the current batch.

For each input = with predicted label y*, we optimize the
MC-dropout softmax probability 7y (y*|x) by minimizing
or maximizing the cross-entropy depending on its type. The
overall loss is defined as:

1
Lpitta = @ - Mo I;/lc (—log 7o (y*|x))

> (+logmo(y*lz))

TEM:

> (—logme(y*|z)). (12)

TESABA
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Algorithm 1 BiTTA Algorithm

1: Input: Model fy, MC-dropout 7y, batch B, correct
memory M, incorrect memory M, budget k, epochs
FE, learning rate 7, balancing hyperparameters «, 3

2: # Binary Feedback Sample Selection
3: Y* « argmax fy(x|B) // Deterministic prediction
4: Igpy  argsort,(me(Y*|B))[: k] // Equation 6
5: Spra < {(@,yf) | i € Ippa} // BFA samples
6: for each (z,y) in Sppy do
7:  B(z,y) < Binary feedback from oracle
8: if B(z,y) = 1 then
9: Me¢.update(z,y) // Store correct sample
10:  else
11: Mi.update(z,y) // Store incorrect sample
12:  endif
13: end for
14: # Test-Time Adaptation
15: Update BN stats with B and freeze them
16: fore =1to F do
17: # BFA (Section 3.1)
188 Xco, Yo «— Mce /I Get correct samples
190 X5, Y+ M; // Get incorrect samples
20: Lgra <_€CE(7TQ(* | Xc),Yc)—KCE(ﬂ'g(* | X[),Y[)
21: # ABA (Section 3.2)
22: Xy < B\ Spma /I Get unlabeled samples
23:  Rypp ¢ 1[arg max fy (x| Xy) =arg max mg (x| Xp))
24: X < {z € Xy | Rapa(x) =1},

Yipa < arg max fy(* | Xapa) /I Get Sapa
25:  Laga + Lep(mo(* | Xaga), Yaga)

26: # Final Update (Section 3.3)

27: Lpyrra ¢ o - Lpra + B - Laga

28: 0+ 0 —nVeLlpirna

29: end for

Based on the unified objective Lpirrs, Algorithm 1 outlines
the full adaptation procedure. The algorithm proceeds in
two phases. In the first phase, we select the top-k uncer-
tain samples (or random samples in large-scale additional
studies) from the current batch based on MC-dropout confi-
dence scores over the predicted class. We then query binary
feedback from an oracle and update the corresponding FIFO
memory: M. (correct) or M (incorrect). This separation
ensures balanced and stable adaptation, particularly during
early rounds when labeled feedback is scarce or skewed.

In the second phase, we perform E epochs of test-time adap-
tation. We first freeze the batch normalization (BN) statistics
using the current batch. We then compute two types of adap-
tation losses: (i) BFA over M and M by minimizing and

maximizing cross-entropy, respectively, and (ii) ABA over
unlabeled samples with agreement by minimizing cross-
entropy. The final objective Lp;7rp combines both compo-
nents and is optimized via gradient descent. Notably, the
policy gradient Vg log mg(y|x) is implemented implicitly
via backpropagation through cross-entropy on MC-dropout
outputs, enabling a simple and effective optimization.

4. Experiments

We present our experimental setup and results across various
scenarios. Additional experiments, results, and details are
provided in Appendices B, C, and D.

Baselines. We evaluated BiTTA against a comprehen-
sive set of baselines, including source validation (SrcValid)
and seven state-of-the-art TTA methods: BN-Stats (Nado
et al., 2020), TENT (Wang et al., 2021), EATA (Niu et al.,
2022), SAR (Niu et al., 2023), CoTTA (Wang et al., 2022),
ROTTA (Yuan et al., 2023), and SoTTA (Gong et al., 2023b).
To ensure a fair comparison, we incorporate an equal num-
ber of random binary-feedback data into TTA baselines by
adding correct-sample loss (cross-entropy) and incorrect-
sample loss (complementary label loss Kim et al. (2019)).
We also included SimATTA (Gui et al., 2024) as an active
TTA baseline, adapting it to use binary-feedback data by in-
corporating a complementary loss for negative samples. The
non-active and full-class active TTA accuracies are reported
in Appendix C.

Dataset. To evaluate the robustness of BiTTA across var-
ious domain shifts, we used standard image corruption
datasets CIFAR10-C, CIFAR100-C, and Tiny-ImageNet-
C (Hendrycks & Dietterich, 2019). Additionally, we con-
ducted experiments on the PACS dataset (Li et al., 2017),
which is commonly used for domain adaptation tasks. To
closely simulate real-world scenarios with evolving distribu-
tion shifts, we implemented a continual TTA (Wang et al.,
2022) where corruption continuously changes.

Settings and hyperparameters. We configured BiTTA
to operate with minimal labeling effort, using only three
binary feedback samples within each 64-sample test batch,
accounting for less than 5%. We utilize a single value of
balancing hyperparameters « = 2 and 5 = 1 for BiTTA
in all experiments. A comprehensive list of settings and
hyperparameters is provided in Appendix D.

Overall result. As shown in Table 1, BiTTA consistently
outperformed all TTA and active TTA baselines, showcasing
its effectiveness in the proposed TTA with binary feedback
setting. Existing TTA methods, even when adapted to binary
feedback, showed suboptimal results, as their fixed filtering
strategies (e.g., EATA, SAR, SoTTA) struggle to cope with
dynamic uncertainties under continuous distribution shifts.
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Table 1: Accuracy (%) comparisons with TTA and active TTA baselines with binary feedback in corruption datasets (severity
level 5). Notation * indicates the modified algorithm to utilize binary-feedback samples. B: TTA with binary feedback.
Results outperforming all other baselines are highlighted in bold fonts. Averaged over three random seeds. Comparison with
non-active TTAs and full-class active TTA are in Table 12 in Appendix C.

Noise Blur Weather Digital
Label | Method
Gau Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont.  Elas. Pix. JPEG  Avg.
- SrcValid 2597 33.19 2471 5673 52.02 6737 6480 7797 67.01 74.14 91.51 3390 76.62 4638 7323 57.23
- BN-Stats 6696 69.04 6036 87.78 6555 8629 87.38 81.63 80.28 8539 90.74 86.88 76.72 7933 7192 7842
B TENT* 7525 80.71 7321 8542 68.89 8295 8548 81.96 8299 83.18 8888 86.78 7537 80.77 7559 80.49
B EATA* 7322  74.16 6572 7650 6247 7462 79.65 7642 7731 79.70 8537 83.66 69.52 77.12 72.16 75.17
B SAR* 71.57 78.62 7333 8898 7330 8798 89.72 86.00 87.09 87.86 9246 90.00 82.07 86.69 80.96 83.78
B CoTTA* 6697 69.04 6035 8777 6554 8629 87.38 81.63 8028 8540 90.73 86.87 76.74 7935 7192 7842
B RoTTA* 64.49  69.69 63.89 8629 6948 8678 89.23 8521 8539 8748 92.02 87.09 81.76 85.66 80.18 80.98
B SoTTA* 7139 7927 7058 85.07 6839 84.03 8727 8347 8490 8555 90.81 86.18 7826 8341 7694 81.03
B SimATTA* 7021  81.67 7149 79.59 69.41 82.15 8728 8390 86.89 8649 9151 8340 7794 8381 8225 81.09
B BiTTA 7678 8424 7875 8751 77.39 8838 91.36 8942 90.72 90.30 94.65 92.62 86.15 9242 8724 87.20
(a) CIFAR10-C.
Noise Blur Weather Digital
Label | Method
Gau Shot Imp. Def. Gla. Mot. Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG Avg.
- SrcValid 10.63  12.14 7.17 3486 19.58 44.09 4194 4634 3422 41.08 6731 1847 5036 2491 4456 33.18
- BN-Stats 39.23  40.75 34.10 66.14 4246 63.57 6482 53.81 5349 58.15 6822 6448 53.88 56.63 45.17 53.66
B TENT* 49.70 5152 3935 44.63 2842 2726 2474 1474 10.19 6.44 4.89 3.01 2.99 2.87 262  20.89
B EATA* 10.80 2.75 2.46 1.88 1.68 1.80 1.67 1.56 1.37 1.22 1.30 1.06 1.39 1.42 1.23 2.24
B SAR* 46.57 5541 4854 66.29 51.01 6527 6849 60.72 6235 6335 71.08 69.50 59.82 6555 5648 60.70
B CoTTA* 39.22  40.76  34.10 66.11 4248 63.57 6483 53.80 5348 58.15 6822 6448 53.85 56.66 45.17 53.66
B RoTTA* 36.68 40.73 36.00 6254 4458 6290 6693 58.09 59.71 60.23 7033 62.67 59.12 63.55 5383 55.86
B SoTTA* 4439 38,67 2370 2992 2045 2689 31.05 24.68 26.63 2525 33.69 1699 2457 27.67 2482 2796
B SimATTA* 2893 41.54 2894 39.79 3483 49.11 5542 4659 51.06 48.83 60.03 34.67 4427 4519 4622 43.69
B BiTTA 50.12 58.34 52.07 6327 5270 63.80 68.16 62.65 6539 63.79 7126 6897 6393 6945 6338 62.49
(b) CIFAR100-C.
Noise Blur Weather Digital
Label | Method
Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG  Avg.
- SrcValid 6.66 8.91 3.68 1603 10.05 26.62 27.16 2929 3340 11.26 30.76 196 27.83 40.67 4796 2148
- BN-Stats 3228 3427 2221 3263 2202 4456 46.11 3931 4327 3166 46.01 10.19 4351 52,14  50.62 36.72
B TENT* 36.80 3524 1771 8.21 333 3.30 291 2.36 2.15 1.99 1.99 1.43 1.88 1.94 1.88 8.21
B EATA* 3519 3798 2535 3582 24.84 47.04 48.19 42,10 4553 36.67 48.79 9.16 4471 5343 51.60 39.09
B SAR* 3390 38.56 27.84 3549 26,70 47.14 4841 4154 4549 3725 4953 1485 46.63 5249 5141 39.82
B CoTTA* 3227 3426 2221 3262 2204 4456 46.11 3930 4327 31.67 46.01 10.18 4351 52,18 50.60 36.72
B RoTTA* 31.54 3542 2398 3280 2402 45.16 47.01 4070 4457 33.07 4757 1459 4465 49.89 4949 37.63
B SoTTA* 3424 3348 1821 1796 10.63 1541 1275 9.46 7.35 5.97 7.70 1.64 5.96 6.13 570 12.84
B SimATTA* 1676 2453 1451 1792 1472 30.63 3498 2521 3489 1791 35.13 1.68 3333 42.04 46.72 26.06
B BiTTA 3484 39.88 2856 3537 26.65 4841 49.57 43.62 4790 39.53 5095 1227 47.18 54.01 54.06 40.85

(c¢) Tiny-ImageNet-C.

SimATTA, an active TTA baseline, also underperformed due
to hard-thresholding and clustering with incorrect samples.

To fairly evaluate binary feedback under labeling constraints,
we further compared BiTTA against full-class active TTA
in two scenarios: (1) equal labeling cost — adjusted for
information gain (Figure 5), and (2) equal number of full-
class/binary-feedback samples (Table 12). Scenarios are fur-
ther explained in Appendix D.1. In both scenarios, BiITTA
(with binary feedback) consistently outperformed SimATTA
(with full-class labels), demonstrating that binary feedback
alone can drive more effective adaptation than full-class
supervision under limited interactions. With equal labeling
cost, BiTTA achieved up to 32% higher accuracy, high-
lighting its superior cost-efficiency and robustness.

In Figure 5, replacing an oracle feedback with a founda-
tional model (GPT-40) significantly degraded SIimATTA’s
performance due to GPT-40’s high classification error (40%
on average). This result underlines the current limitations of
automatic feedback: while easily accessible, it is unreliable
under distribution shifts. In contrast, our approach leverages
lightweight yet trustworthy binary feedback from an
oracle, offering a robust and cost-efficient alternative for
real-world test-time adaptation.

We also evaluated BiTTA on broader distribution shifts in
domain-wise (continual TTA (Wang et al., 2022)) and mixed-
stream scenarios (Gui et al., 2024) for a domain generaliza-
tion task. Table 2 shows that BiTTA achieved the highest
average accuracy across all baselines, demonstrating gener-
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Table 2: Accuracy (%) comparisons with TTA and active TTA baselines with binary feedback in PACS. The domain-wise
data stream is a continual TTA setting, and the mixed data stream shuffled all domains randomly, where we report the
cumulative accuracy at four adaptation points. Notation * indicates the modified algorithm to utilize binary-feedback samples.
B: TTA with binary feedback. Results outperforming all other baselines are highlighted in bold fonts. Comparison with
non-active TTAs and full-class active TTA are in Table 13 in Appendix C.

Domain-wise data stream Mixed data stream
Label Method
Art Cartoon Sketch Avg 25% 50% 75% 100%(Avg)
- Src 59.38 +0.00 27.94 021 42.96 =0.01 43.43 +0.07 42.74 +1.13 42.80 +0.22 42.64 030 42.77 001
- BN Stats 67.87 0.18 63.48 +0.88 54.07 z0.36 61.81 z0.18 59.09 =0.29 58.28 +0.08 58.05 =0.22 57.82 0.20
B TENT* 71.26 0.44 67.71 0.89 51.57 +1.73 63.51 0.33 60.72 071 58.86 +0.53 57.54 033 56.21 z0.15
B EATA* 68.67 +038 65.31 0.78 59.05 =027 64.34 +0.22 59.58 =0.10 59.15 z0.55 59.26 036 59.39 x0.06
B SAR* 67.95 020 63.66 =0.81 55.35 2039 62.32 z0.12 59.17 =0.14 58.57 021 58.42 +0.06 58.41 =0.08
B CoTTA* 67.87 z0.18 63.47 0.90 54.07 z0.36 61.80 =0.19 59.10 =0.32 58.29 +0.09 58.06 =0.23 57.83 z0.22
B RoTTA* 64.73 0.20 55.14 z1.91 56.05 0.72 58.64 +0.50 55.50 £1.30 52.68 +0.64 51.45 z0.56 50.10 z0.33
B SoTTA* 69.73 043 42.48 +231 46.07 2.00 52.76 0.84 54.33 1359 52.89 +3.95 53.09 +3.78 53.37 2281
B SimATTA* 55.83 216,69 59.68 +7.98 72.40 +4.51 62.63 +9.63 59.34 278 63.81 =0.68 67.09 +0.34 69.21 0.1
B BiTTA 73.86 +3.76 76.81 +2.45 76.03 1.61 75.57 +0.93 59.65 0.70 64.70 +0.78 69.23 x0.17 72.18 038
100 +9% 90 90
X 8o +30% * S
-~ ~— 80 ~— 80
> 60 Full-class label o) >
© « SIMATTA + oracle +32% ® 0 C 70
3 « SIMATTA + GPT-4o g — BITTA e g / —— BITTA
I 20 Binary feedback < 604 ---- SIMATTA* ) < 601 / ---- SIMATTA*
« BITTA : ‘ ‘ : r : :
0 0 10 20 30 01 2 3 6 9
C10-C C100-C T-IN-C Feedback error ratio (%) Feedback samples per batch k

Figure 5: Accuracy (%) with full-class
feedback (SimATTA) and binary-feedback
(BiTTA) and under the equal total label-
ing cost. GPT-4o is used as a foundational
model to provide a full-class label.

alization beyond corruptions.

Overall, these results show that TTA with binary feed-
back is a practical and scalable TTA paradigm, and
BiTTA delivers state-of-the-art performance under min-
imal supervision, outperforming full-class approaches in
both accuracy and efficiency. Additional results, includ-
ing large-scale and synthetic datasets (e.g., ImageNet-
C (Hendrycks & Dietterich, 2019), ImageNet-R (Hendrycks
etal., 2021), ColoredMNIST (Arjovsky et al., 2019), VisDA-
2021 (Bashkirova et al., 2022), and DomainNet (Peng et al.,
2019)) and challenging settings (e.g., non-iid and single-
sample), are available in Appendix C.

Impact of feedback errors. We assumed the binary feed-
back provided by the oracle contained no labeling errors.
In practice, user feedback might include labeling errors by
shifting the binary feedback between correct and incorrect.
We examine the impact of binary-feedback error compared
with the active TTA baseline. Figure 6 shows that SiImATTA
has consistently low accuracy under labeling errors by re-
lying on the noisy labeled samples without utilizing the
unlabeled samples. In contrast, BITTA combines many con-

Figure 6: Accuracy (%) varying the
feedback error in CIFAR10-C. Binary
feedback is flipped (correct < incor-
rect) when a feedback error occurs.

Figure 7: Accuracy (%) varying the
number of binary-feedback samples
per batch (k) in CIFAR10-C. Zero
feedback sample is equivalent to con-
ventional TTA.

fident unlabeled samples with labeled samples to reduce the
impact of labeling errors, thus outperforming SimATTA.

Impact of number of feedback samples. We evaluated
how the number of binary-feedback samples per batch (k)
influences adaptation performance. As illustrated in Fig-
ures 7 and 11, BiTTA maintains high accuracy even with
sparse active samples. The performance improves as k in-
creases, showcasing effective utilization of additional binary
feedback. SImATTA shows a similar trend of increasing
accuracy with more active samples, but the overall perfor-
mance is consistently lower than BiTTA. This suggests that
BiTTA can effectively leverage additional feedback while
maintaining stability in low budgets, indicating its potential
for deployment in scenarios with varying labeling budgets.

Synergistic effect of adaptation strategies. We com-
pared BiTTA against its components: Binary Feedback-
guided Adaptation (BFA) and Agreement-based self-
Adaptation (ABA). In CIFAR10-C, BFA-only adapta-
tion achieved 58.90% and ABA-only adaptation achieved
82.64%, whereas BiTTA achieved on average 87.20% ac-
curacy, consistently outperforming entire continual corrup-
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tions. The superior performance of the combined approach
(BiTTA) indicates that BFA and ABA complement each
other to achieve robust accuracy.

Uncertainty calibration of MC-dropout. Beyond accu-
racy, we also analyze the calibration quality of MC-dropout
compared with deterministic softmax outputs. Reliable cal-
ibration is essential for effective sample selection in both
BFA and ABA. We compute the expected calibration error
(ECE) across CIFAR10-C corruptions and find that MC-
dropout achieves a substantially lower ECE of 0.062, com-
pared with 0.100 from softmax-based confidence, a 38%
reduction in miscalibration. We further compare with var-
ious uncertainty estimation methods (e.g., augmentation,
ensemble, and deterministic softmax confidence) in Table 6
(Appendix B), showcasing the importance of MC-dropout
for the policy gradient modeling.

5. Related Work

Test-time adaptation. Test-time adaptation (TTA) im-
proves model accuracy on distribution shift on the pre-
trained model with only unlabeled test samples (Wang et al.,
2021). Existing TTA focused on robust adaptation (Niu
et al., 2023; Gong et al., 2022; Yuan et al., 2023; Wang
et al., 2022; Boudiaf et al., 2022; Niu et al., 2022; Gong
et al., 2023b; Park et al., 2024) across various types of dis-
tribution shifts (Niu et al., 2023; Gong et al., 2022; Wang
etal., 2022; Gong et al., 2023b; Press et al., 2023). However,
existing TTA methods suffer from adaptation failures dur-
ing lifelong adaptation (Press et al., 2023), highlighting the
need for a few-sample guide for robust adaptation. Active
test-time adaptation (ATTA) (Gui et al., 2024) introduced
a foundational analysis of active TTA setting, with a su-
pervised learning scheme (SimATTA) using low-entropy
source-like sample pseudo-labeling and active labeling from
an incremental clustering algorithm. However, SimATTA is
sensitive to the pre-trained model and selected active sam-
ples, as it does not leverage most unlabeled samples and
only utilizes a few labeled samples. In contrast, TTA with
binary feedback utilizes a large set of unlabeled samples
while guiding adaptation with binary-feedback samples, per-
forming stable adaptation.

Reinforcement learning for model tuning. Reinforce-
ment learning (RL) has been successfully applied in various
domains to incorporate non-differentiable rewards in the
optimization process (Zoph & Le, 2017; Yoon et al., 2020;
Ouyang et al., 2022; Fan et al., 2023; Black et al., 2024).
For example, Zoph & Le (2017) and Yoon et al. (2020) em-
ploy the REINFORCE algorithm to use the accuracy of the
validation dataset as a (non-differentiable) reward in neural
architecture search or data valuation. In the domain of natu-
ral language processing, reinforcement learning with human
feedback (RLHF) (Ouyang et al., 2022) has gained promi-

nence for fine-tuning large language models, and Shankar
et al. (2024) demonstrates how lightweight binary feedback
(e.g., thumbs up/down) can effectively guide model behavior.
Similar approaches have been explored in vision and multi-
modal research (Fan et al., 2023; Black et al., 2024; Le et al.,
2022; Pinto et al., 2023). Recently, Reinforcement Learning
with CLIP Feedback (RLCF) (Zhao et al., 2024) has been
proposed to adapt vision-language models. RLCF relies on
the pre-trained CLIP model as a reward function, which
may not be available or suitable for all domains or tasks. In
contrast, our approach provides a more general and flexible
approach for test-time adaptation by effectively guiding the
adaptation without relying on specific pre-trained models.

Active learning. Active learning (Cohn et al., 1994; Set-
tles, 2009) involves an oracle (e.g., human annotator) in the
machine learning process to enable efficient annotation and
training. The active learning framework has been widely
studied in active (source-free) domain adaptation (Ash et al.,
2019; Prabhu et al., 2021; Li et al., 2022; Wang et al., 2023;
Du & Li, 2024; Ning et al., 2021) and active TTA (Gui et al.,
2024). Compared with active domain adaptation, active TTA
focuses on the non-regrettable active sample selection on the
continuously changing data stream without access to source
data. Using binary feedback is related to the active learning
with partial feedback problem (Hu et al., 2019), which seeks
to recursively obtain partial labels until a definitive label is
identified. Joshi et al. (2010) proposed an active learning
setup where users compare two images and report whether
they belong to the same category. In contrast, our approach
leverages single-step binary feedback on the model’s current
batch sample output without requiring additional data. This
simplifies the process and reduces the labeling effort.

6. Conclusion

We proposed test-time adaptation with binary feedback to
address the challenge of adapting pre-trained models to
new domains with minimal labeling effort. Our approach
leverages binary feedback on the model predictions (correct
or incorrect) from an oracle to guide the adaptation process,
significantly reducing the labeling cost compared to methods
that require full-class labels. Our method, BiTTA, uniquely
combines binary feedback-guided adaptation on uncertain
samples with agreement-based self-adaptation on confident
samples in a reinforcement learning framework, balancing
between a few labeled samples and many unlabeled samples.
Through extensive experiments on distribution shift datasets,
we demonstrated that BiTTA outperforms state-of-the-art
test-time adaptation methods, showcasing its effectiveness
in handling continuous distribution shifts. Overall, test-time
adaptation with binary feedback represents a significant step
forward in test-time adaptation, offering a practical balance
between performance and labeling efficiency.
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Test-Time Adaptation with Binary Feedback

A. Discussion

Despite the promising results, the TTA with binary feedback setting and BiTTA method have limitations. First, the reliance
on binary feedback, while reducing labeling effort, may still require substantial oracle involvement in scenarios with high
data variability or rapid domain shifts. Although BiTTA robustly performs across various labeling scenarios (Figures 7, 11,
and 12), future work may explore reducing oracle involvement by developing more advanced and dynamic sample selection
strategies. Second, the computational overhead introduced by Monte Carlo dropout (Table 3) could be further reduced by
efficient TTA (Hong et al., 2023; Song et al., 2023) and on-device machine learning (Liberis & Lane, 2023; Rusci et al.,
2020; Gong et al., 2023a). Finally, although our algorithm robustly outperformed with feedback errors (Figure 6), designing
a method for specifically handling noisy or incorrect feedback remains an area for future research.

B. Additional experiments
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Figure 9: Accuracy (%) varying
the binary-feedback sample selection
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Averaged over three random seeds.

Comparing prediction agreement with confidence thresholding. To assess the effectiveness of our prediction agreement
method for confident sample selection, we compared it against fixed confidence thresholding approaches. We evaluated
thresholds ranging from 0.8 to 0.99, with 0.99 being the value used in SOTTA (Gong et al., 2023b). Figure 8 illustrates the
performance of these approaches on unlabeled-only TTA in the continual CIFAR10-C setting. Our prediction agreement
method consistently outperformed all fixed thresholding approaches, which exhibited high variance and instability. This
result demonstrates the superiority of our dynamic sample selection strategy, particularly in scenarios with continuously
changing corruptions, highlighting the importance of adaptive confidence assessment in test-time adaptation.
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Table 3: Average wall-clock time per batch (s) comparisons with TTA and active TTA baselines with binary feedback in
Tiny-ImageNet-C. Notation * indicates the modified algorithm to utilize binary-feedback samples. Averaged over three
random seeds.

SrcValid BN-Stats TENT* EATA* SAR* CoTTA* RoTTA* SoTTA* SimATTA* BiTTA
Avg. 0.18 x0.12 0.33 x0.20 1.03 035 0.98 039 1.02 =038 26.63 +5.40 1.68 027 1.25 016 45.45 11350 4.19 x0.06

Table 4: Average GPU memory consumption (MB). MECTA and gradient accumulation (GA) are applied to BiTTA. Notation
* indicates the modified algorithm to utilize binary-feedback samples.

SrcValid BN-Stats TENT* EATA* SAR* CoTTA* RoTTA* SoTTA* SimATTA* BiTTA +MECTA +GA
Avg. 2081 2696 3246 3239 3244 2966 3038 3229 2824 8304 6724 2841

Impact of sample selection. We examined the impact of sample selection, including our MC-dropout certainty approach
with random selection, maximum entropy (Saito et al., 2020), minimum confidence (Sohn et al., 2020), and minimum
energy (Liu et al., 2020). In Figure 9, our method outperforms others by leveraging MC-dropout to estimate epistemic
uncertainty. In contrast, naive methods may struggle with overconfidence in test-time scenarios, failing to prioritize samples
that offer the most valuable information for model improvement. On the other hand, we observe that for large datasets (e.g.,
ImageNet-C/R and VisDA-2021 in Table 7), most predictions are already unconfident and incorrect, so random selection is
sufficient to capture uncertain samples for effective adaptation.

Sensitivity to balancing hyperparameter o, 5. We investigated the sensitivity of BiTTA to the balancing hyperparameter
£ while fixing o = 1.0, which controls the trade-off between binary feedback-guided adaptation and agreement-based
self-adaptation. Figure 10 illustrates the overall accuracy across various /3 values for both image corruption and domain
adaptation datasets. The results demonstrate that BiTTA maintains consistent performance across a wide range of 3 values,
indicating robustness to this hyperparameter choice. This stability suggests that BiTTA can effectively deploy across different
scenarios without extensive hyperparameter tuning.

Impact of intermittent and delayed labeling. To further understand the impact of the annotator’s labeling budget, we
conduct an experiment scenario where annotators skip or delay the labeling of a few batches (e.g., labeling only 1 out of 4
consecutive batches). In Figures 11 and 12, we observe our BiTTA shows stable performance with minimal degradation,
whereas the active TTA baseline (SimATTA) shows high accuracy degradation with batch skips and consistent suboptimal
performance with delayed batches. The result supports the robustness of BiTTA in varying labeling scenarios, enabling a
practical and scalable TTA.

Runtime analysis. To assess the practical applicability of BiTTA, we conducted a comprehensive runtime analysis by
measuring the average wall-clock time per batch across different methods on the Tiny-ImageNet-C dataset. Our results in
Table 3 show that BiTTA requires 4.19 +0.06 seconds per batch, positioning it between simpler TTA methods (0.33-1.68s)
and more complex approaches like CoTTA (26.63s) and SimATTA (45.45s). The runtime profile demonstrates that BiTTA
achieves a favorable balance between computational cost and performance, particularly considering its significant accuracy
improvements over faster baselines while maintaining substantially lower processing time than methods like SImATTA.

Memory analysis. We report the average GPU memory consumption across all CIFAR10-C corruptions (severity 5)
in Table 4. Compared to baseline methods, BiTTA shows higher memory usage due to repeated forward passes for MC-
dropout and the reinforcement learning formulation. To mitigate this, we evaluate two variants: BITTA+MECTA (applying
the memory-efficient continual test-time adaptation from MECTA (Hong et al., 2023)) and BiTTA+GA (using gradient
accumulation to divide a batch into multiple mini-batches). BITTA+GA reduces memory usage up to 60% while retaining
BiTTA’s performance, demonstrating a practical strategy for deployment in memory-constrained settings.

Impact of the number of epochs. To understand the BiTTA’s performance under time-constrained environments, we
examined how reducing training epochs affects adaptation accuracy on CIFAR10-C. We compared our standard 3-epoch
configuration against reduced 1- and 2-epoch settings, adjusting learning rates proportionally (x3 and x1.5) to compensate
for fewer update steps. Results in Table 5 show that BiTTA maintains robust performance even with fewer epochs. This
consistent performance across epoch configurations demonstrates that BiTTA can effectively adapt to distribution shifts
even under stricter computational constraints, offering flexibility in real-world deployment scenarios where faster adaptation
may be preferred.
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Table 5: Accuracy (%) comparisons with varying epochs in CIFAR10-C (severity level 5). B: TTA with binary feedback.
Averaged over three random seeds.

Noise Blur Weather Digital

Label Method
Gau. Shot Imp. Def. Gla. Mot. Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG Avg.

B BiTTA (epoch=3) 76.78 84.24 7875 8751 7739 8338 9136 8942 90.72 9030 9465 92.62 86.15 9242 8724 87.20
B -epoch =1 76.92 8429 7861 86.99 7720 8836 9151 89.31  90.58 9030 9451 9270 85.77 92.08 87.50  87.11
B - epoch =2 7630 84.01 7880 87.66 7730 8343 9156 89.16 90.61 90.37 9452 92.61 8583 9233 8775 87.15

Table 6: Accuracy (%) comparisons with replacing MC-dropout uncertainty estimation with (1) sample augmentation, (2)
ensemble method, and (3) original confidence in CIFAR10-C (severity level 5). B: TTA with binary feedback. Averaged
over three random seeds.

Noise Blur Weather Digital
Label Method
Gau. Shot Imp. Def. Gla. Mot. Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG Avg.
B BiTTA 76.78 8424 7875 8751 7739 8838 9136  89.42  90.72 9030 9465 92.62 86.15 9242 8724 87.20
B - Augmentation ~ 66.22  46.99 2543 18.49 12.82 11.96 11.68 1143 12.24 11.37 11.48 10.87 11.45 11.96 11.71 19.07
B - Ensemble 7408 8160 7557 816 7415 8850 91.02 8793  89.71 88.92 9405  92.01 8328  89.83  83.64 8550
B - Confidence 74.00  82.61 76.54  87.12 7513  87.83 9092  88.14 8990 89.20 9433 9228  84.08 9093 8554  85.90

MC-dropout configuration. We used 4 dropout inferences (N = 4) for policy estimation in BiTTA. To evaluate sensitivity
to the number of MC-dropout inferences, we conducted an ablation study varying N from 1 to 6. As shown in Figure 13,
BiTTA performs consistently well for all N > 1, demonstrating robustness to this hyperparameter. Even at N = 1,
MC-dropout is still active, introducing stochasticity essential for both core components: (1) BFA relies on uncertainty to
select feedback samples, and (2) ABA leverages agreement between stochastic and deterministic predictions. In contrast,
removing dropout entirely leads to a 2.56% accuracy drop. Although gains from increasing N are modest, higher N
improves uncertainty calibration, reducing the expected calibration error (ECE) from 0.142 at N = 1t0 0.064 at N = 4.
We thus adopt N = 4 as a balanced choice. In practice, smaller N may be preferred for low-latency scenarios, while larger
N may benefit reliability-critical deployments.

Replacing MC-dropout uncertainty estimation. To further understand the importance of MC-dropout uncertainty
estimation, we compare BiTTA with replacing MC-dropout with augmentation-based estimation (as in Wang et al. (2022);
Zhang et al. (2022)), ensemble-based estimation (Jang et al., 2022), and simple deterministic softmax confidence. Results in
Table 6 suggest that augmentation-based uncertainty appears less stable and overfits in the early adaptation stage, leading to
suboptimal performance.

C. Additional results

Results on additional datasets. We conduct an additional experiment to evaluate the scalability of BiTTA across various
datasets covered in recent works (Lee et al., 2024a; Niu et al., 2023; Gui et al., 2024; Chen et al., 2022): ImageNet-
C (Hendrycks & Dietterich, 2019), ImageNet-R (Hendrycks et al., 2021), ColoredMNIST (Arjovsky et al., 2019), VisDA-
2021 (Bashkirova et al., 2022), and DomainNet (Peng et al., 2019). Results in Table 7 demonstrate a superior performance
of BiTTA, especially on large-scale datasets such as ImageNet-C. The key insight is that BITTA formulates both binary
feedback and unlabeled sample adaptation as a single reinforcement learning objective, where the reward signals seamlessly
guide the model’s adaptation. Also, the use of MC-dropout provides a robust uncertainty estimate, while optimizing on
MC-dropout prevents the TTA model from overfitting, therefore showing a stable adaptation in large-scale datasets.

Results on additional scenarios. Recent TTA works suggest a new scenario of (1) imbalanced/non-iid label distribution,
where ground-truth labels are temporally correlated (Niu et al., 2023; Gong et al., 2022), (2) and batch size 1 (Niu et al.,
2023). Note that SImATTA’s clustering algorithm for sample selection is not applicable in scenarios where the memory
capacity is limited to only one image. Experiment results on CIFAR10-C (Table 8) suggest the robustness of our method
over imbalanced label distribution and batch size 1 by effectively utilizing reward signals from the binary feedback and
unlabeled samples.

Comparison with recent baselines We incorporated new comparisons with recent TTA methods: DeYO (Lee et al.,
2024a), OWTTT (Li et al., 2023), and TAST (Jang et al., 2022). As shown in Tables 9 and 10, BiTTA consistently
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Table 7: Accuracy (%) comparisons with TTA and active TTA baselines in additional datasets. Notation * indicates the
modified algorithm to utilize binary-feedback samples. Results outperforming all other baselines are highlighted in bold
fonts. Averaged over three random seeds.

Dataset SrcValid BN-Stats TENT* EATA* SAR* CoTTA* RoTTA* SoTTA* SimATTA* BiTTA
ImageNet-C 14.43 26.88 0.93 30.87 35.15 26.80 22.55 36.02 17.50 36.59
ImageNet-R 33.05 35.08 29.10 37.14 36.64 35.02 34.35 31.00 35.63 38.59
VisDA-2021 27.36 26.46 20.38 27.82 27.41 26.46 27.23 27.71 22.80 29.30
DomainNet 54.82 54.41 18.80 59.49 57.78 54.40 56.41 54.82 58.41 60.85
ColoredMNIST 50.49 45.59 44.92 45.59 45.74 45.60 48.90 59.45 93.66 96.75

Table 8: Accuracy (%) comparisons with TTA and active TTA baselines with binary feedback in online CIFAR10-C (severity
level 5) with additional scenarios. Notation * indicates the modified algorithm to utilize binary-feedback samples. B: TTA
with binary feedback. Results outperforming all other baselines are highlighted in bold fonts. Averaged over three random
seeds.

Noise Blur Weather Digital
Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG Avg.

SrcValid 24.01 3091 2236 5500 5344 6699 63.74 78.01 6841 7392 91.34 3430 76.77 4626 73.05 57.70
BN-Stats 2275 2333 2083 30.15 2145 2938 2890 2733 28.05 2927 3137 31.06 2521 2637 2291 2658

Label Method

B TENT* 20.00 2127 19.56 2677 19.19 2654 25776 2494 2466 2650 28.03 26.66 22.14 2383 2098 23.79
B EATA* 1624 1652 13773 1882 1597 18.87 1879 16.87 17.62 1930 2034 1785 18.02 17.87 1629 17.54
B SAR* 2295 2357 2136 3006 2144 2952 2881 2738 28.10 2948 3140 30.69 2490 2646 2331  26.63
B CoTTA* 2276 2336 21.14 2999 2142 2948 28.84 2742 28.10 2943 3134 30.85 2492 2643 2322 2658
B ROTTA* 4183 44.60 3797 5854 41.14 5740 57.79 5254 51.86 56.87 6227 5320 4841 50.65 44.84 50.66
B SoTTA* 67.03 7131 6184 8396 66.01 8223 8447 78.62 7848 8294 8774 7729 7407 7694 72.12 7634
B SimATTA*  59.05 68.67 4443 8496 6746 8336 8499 81.75 8287 83.83 89.11 7228 76.15 8190 7341 7562
B BiTTA 82.32  84.02 75777 90.39  79.05 90.73 9093 90.71 89.09 92.22 9536 82.16 87.56 8740 8591 86.91

(a) Imbalanced (non-iid) label distribution.

Noise Blur Weather Digital
Gau. Shot Imp. Def. Gla. Mot. Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG Avg.

SrcValid 2596  33.19 2471 56773 5202 6737 6480 7797 67.00 7414 9150 3390 76.61 4638 7323 57.70
BN-Stats  20.53  21.09 18.15 3245 20.72 3345 3049 2876 2929 3334 3696 4055 2420 2595 2143 2782
TENT* 1050 10.01  10.01 10.01  10.01 10.01 10.01 10.01  10.01  10.01 10.01 10.01 10.01 10.01 10.01  10.04
EATA* 20.53  21.09 1815 3245 2072 3345 3049 2876 2929 3334 3696 4055 2420 2595 2143 2782
SAR* 20.56  21.12 1829 32,51 20.86 33.59 30.67 29.12 2951 3368 3752 41.15 2470 2657 2198  28.12
CoTTA*  20.54 21.09 18.15 3244 2070 3345 3049 2875 2928 3333 3695 4055 2420 2595 2142 2782
RoTTA* 11.70 1023  10.03 10.01 10.01 10.01 10.01 10.01 10.01 10.01 1001 1001 1001 10.01 10.01 10.14
SoTTA* 17.02 1532  13.00 79.00 18.17 5744 6339 5126 49.67 6147 6484 5027 5356 4218 52.14 4592
BiTTA 62.14 6401 5513 82.07 59.64 79.22 8326 7584 71.26 8192 86.13 3194 7134 73.80 67.73 70.17

Label Method

WWwwwwww

(b) Batch size 1.

outperforms these methods under equal binary feedback conditions.

Results on additional architectures. To further examine the applicability of BiTTA in various model architectures, we
experimented with ResNet50 and ViT-Base. Table 11 shows the overall result, where BiTTA still outperformed the baselines
in all corruptions, demonstrating the applicability of BiTTA over diverse models.

Comparison with original TTA and active TTA. In Tables 12 and 13, we compare BiTTA with
original TTA (without binary-feedback samples) and original active TTA (with full-labeling) baselines. We first observe
that comparing to TTA with binary feedback setting, unsupervised adaptation shows 1.14%p accuracy degradation on aver-
age; showcasing the importance of binary-feedback for guiding model adaptation. Also, the experiment results demonstrate
the superior performance of BiTTA, even outperforming the active TTA baseline (SimATTA, (Gui et al., 2024)), showing
the effectiveness of our RL-based adaptation with binary-feedback adaptation and agreement-based adaptation. We consider
this the drawback of SImATTA’s strategy of using source-like confident samples. Even with tuning the hyperparameters,
the accuracy of source-like samples is highly dependent on the source-pretrained model. This results in noisy predictions,
hindering its applicability in various datasets and scenarios.

Comparison with enhanced TTA. Following the setting of SimATTA (Gui et al., 2024), we compare BiTTA with an
enhanced TTA setting, which is unsupervised TTA baselines adapting on the fine-tuned model, which is tuned with an

16



Test-Time Adaptation with Binary Feedback

Table 9: Average accuracy (%) comparisons. Notation * Table 10: Average accuracy (%) comparisons under the

indicates the modified algorithm to utilize binary-feedback OWTTT pre-trained model. Notation * indicates the modi-

samples. Averaged over three random seeds. fied algorithm to utilize binary-feedback samples. Averaged
over three random seeds.

Label  Method Cl0-C  Cl00-C TIN-C
B DeYO* 8441 6130 4067 Label Method  CI0-C  CI00-C
B TASLBN* 7553 2913 17.05
B BiTTA 8720 6249  40.85 - OWTTT = 5463 29.10

B OWTTT* 31.24 3.39
B BiTTA 89.89 64.06

Table 11: Accuracy (%) comparisons with TTA and active TTA baselines with binary feedback in CIFAR10-C (severity
level 5) with additional architectures. Notation * indicates the modified algorithm to utilize binary-feedback samples. B:
TTA with binary feedback. Results outperforming all other baselines are highlighted in bold fonts. Averaged over three
random seeds.

Noise Blur Weather Digital

Label Method
Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG Avg.

SrcValid 2256 27.66 2149 4691 4323 5529 5462 6690 5391 6131 8494 2424 6529 41.03 6535 4898
BN-Stats 60.20 62.13 5550 8221 5839 80.01 81.65 75.67 7378 7892 86.14 81.86 69.56 7334 67.23 72.44

B TENT* 6791 7296 6360 72.68 5698 6243 6548 6095 5881 5647 6626 6445 5580 6130 57.70 61.58
B EATA* 75.19 80.89 7329 81.65 67.68 7630 79.09 7580 77.09 76.19 8223 79.64 68.67 7407 70.10 75.62
B SAR* 63.51 7085 6595 8507 6646 8406 8633 82.68 8324 84.02 9046 86.74 7853 83.68 79.10 79.53
B CoTTA* 60.20 62.13 5550 8220 5840 80.01 81.65 75.68 7378 7892 86.14 81.87 69.55 7336 6720 72.63
B ROTTA* 60.77 6594 60.67 79.87 6504 8222 86.19 82.03 8423 8458 90.00 8551 79.68 8157 81.19 77.88
B SoTTA* 71.06 80.72 7398 82.02 6778 7996 83.85 81.16 8196 80.95 87.10 8277 7412 78.02 75.80 78.29
B SimATTA* 3337 4999 4133 62.69 5803 76.02 8132 7735 80.75 7995 8883 67.17 76.13 7259 7884 6829
B BiTTA 7572 8325 7858 8541 7575 86.14 89.82 87.28 89.55 88.83 93.67 92.04 8493 9191 8838 86.08
(a) ResNet50.
Noise Blur Weather Digital

Label Method

Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG  Avg.
SrcValid 39.84 41.82 3489 5554 5659 5842 6038 6570 57.74 4348 7240 20.83 68.84 66.77 6692 54.01

B TENT* 3498 37.63 2847 5519 3790 5562 6370 5338 5636 4873 6257 2046 60.85 63.05 6221 4941
B EATA* 5523 6137 5156 6345 6271 6975 7429 6757 6886 58.67 7204 2922 68.66 7093 69.05 62.89
B SAR* 4074 4440 3636 5777 5843 6349 6687 67.01 6274 5241 7293 2230 7171 6283 6883 56.59
B CoTTA* 39.84 4183 3489 5554 5656 5843 60.38 6568 57.69 4346 7236 2082 6890 66.77 6694 5401
B RoTTA* 3889 38.69 3053 6144 5276 6621 71.65 6172 5429 59.08 7423 2924 7130 5842 6770 55.74
B SOTTA* 5459 6222 5171 63.62 6167 6745 7272 6628 67.09 5819 7080 3092 67.18 7071 6734 62.17
B SimATTA* 5408 60.09 47.30 6507 5794 6637 7090 6423 66.15 5646 71.65 2798 6725 6831 6740 6126
B  BiTTA 53.83 6240 5223 6677 63.88 7227 77.66 69.97 7240 6510 7607 30.70 73.80 74.84 72.65 65.64
(b) ViT-Base.

equal amount of binary-feedback samples before the adaptation phase. In Table 14, we observe that BiTTA still outperforms
over enhanced TTA baselines. The result necessitates the superiority of online adaptation on binary feedback samples.

D. Experiment details

We conducted all experiments with three random seeds [0, 1, 2] and reported the mean and standard deviation values. The
experiments were mainly conducted on NVIDIA RTX 3090 and TITAN GPUs.

D.1. Settings

Dataset. We utilized the corruption dataset (CIFAR10-C, CIFAR100-C, Tiny-ImageNet-C (Hendrycks & Dietterich,
2019)) and domain generalization baselines (PACS (Li et al., 2017)). CIFAR10-C/CIFAR100-C/Tiny-ImageNet-C is a
10/100/200-class dataset of a total of 150,000 images in 15 types of image corruptions, including Gaussian, Snow, Frost,
Fog, Brightness, Contrast, Elastic Transformation, Pixelate, and JPEG Compression. PACS is a 7-class dataset with 9,991
images in four domains of art painting, cartoon, photo, and sketch.
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Table 12: Accuracy (%) and standard deviation comparisons with original TTA and full-label active TTA baselines
in corruption datasets (severity level 5). F: Full-label feedback active TTA, B: TTA with binary feedback. Results that
outperform all baselines are highlighted in bold font. Averaged over three random seeds.

Noise Blur Weather Digital
Label | Method

Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG  Avg.

- SrcValid 2597 3319 2471 5673 52.02 6737 6480 7797 67.01 7414 91.51 3390 76.62 4638 7323 5723
- BN-Stats 6696 69.04 6036 87.78 65.55 86.29 8738 81.63 80.28 8539 90.74 86.88 76.72 79.33  71.92 7842

- TENT 7434 7730 6586 7412 5440 58.08 5889 5349 5045 4676 4823  40.65 3478 3437 29.62 53.42
- EATA 76.45 7733 6470 7751 6231 7191 7834 7529 7524 7856 84.68 83.19 6881 7097 67.18 74.16
- SAR 6794 6945 6282 8779 66.18 86.31 8738 81.63 80.28 8539 90.74 86.88 76.72 79.33 7198 7872

- CoTTA 6697 69.04 6037 8778 6555 86.30 87.38 81.63 80.27 8539 90.74 86.88 76.72 79.33 7192 7842
- RoTTA 6521 7111 6477 8511 69.73 8744 8995 86.05 86.60 8798 9273 83.00 8253 8549 8l.I1 8159
- SoTTA 7459 8122 7455 8474 7141 8333 8786 83.68 84.63 8551 9034 83.09 7887 8288 77.99 81.65
F SimATTA 7389 8245 7336 7997 7214 84.13 8895 8622 89.01 8794 9281 8521 80.94 8593 8397 83.13
B BiTTA 7678 8424 78.75 8751 77.39 8838 9136 8942 90.72 9030 94.65 92.62 86.15 9242 87.24 87.20

(a) CIFAR10-C.

Noise Blur Weather Digital
Label | Method

Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG  Avg.

- SrcValid 10.63  12.14 7.17 3486 19.58 44.09 4194 4634 3422 41.08 67.31 1847 5036 2491 4456 33.18
- BN-Stats 39.23 4075 34.10 66.14 4246 6357 6482 5381 5349 58.15 6822 6448 5388 56.63 45.17 53.66

- TENT 49.71  51.12 3834 4240 2486 2151 17.21 9.39 5.84 4.24 3.87 2.56 2.74 2.40 236 18.57
- EATA 10.40 2.88 2.81 2.50 222 221 1.99 2.17 191 1.65 1.53 1.23 1.25 1.12 1.05 2.46
- SAR 46.45 5524 4853 6627 5093 6535 6849 60.73 6236 6337 71.12 6948 59.76 6534 5633  60.65
- CoTTA 39.24 4075 3411 66.13 4246 6357 64.82 5381 5349 5814 6822 6448 53.87 56.63 45.17 53.66

- RoTTA 35.63 40.04 3555 6032 42.09 6276 6753 5854 60.60 60.72 7158 64.08 59.50 63.13 5449 5577
- SoTTA 5231 5780 4830 61.57 4882 6345 68.17 5954 6169 6262 69.73 6630 5740 6335 56.67 59.85
F SimATTA 4286 54.18 44.18 5398 46.64 60.51 6554 57.01 6273 5725 6838 5217 5453 61.10 56.88  55.86
B BiTTA 50.12 5834 5207 6327 5270 63.80 68.16 62.65 6539 6379 7126 6897 6393 6945 63.38 62.49

(b) CIFAR100-C.

Noise Blur Weather Digital

Label | Method
Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont. Elas. Pix. JPEG  Avg.

- SrcValid 6.99 8.93 509 15.18 9.65 2650 2633 2977 33.64 1234 31.80 234 2771 3499 4697 21.22
- BN-Stats 3145 3328 2355 3233 2230 4430 45.04 38.89 4264 2997 4655 8.46 4370 5253 49.50 36.30

- TENT 3597 3392 18.12 8.67 293 2.84 2.57 2.35 1.87 1.86 1.86 1.33 1.57 1.63 1.58 7.94
- EATA 3453  36.80 2646 3649 2569 47.83 4833 41.88 4498 3583  49.62 6.86 4486 53.79 5095 38.99
- SAR 3335 38.03 2894 3583 2702 47.13 4839 4136 4509 3679 5024 1346 4645 5244 5052  39.68

- CoTTA 3145 3329 2354 3235 2227 4433 4499 3894 4267 2999 46.57 8.67 43.74 5258 4945 36.32
- RoTTA 3113 3494 2571 31.74 2501 46.18 4747 4140 4513 3138 4801 892 4507 50.77 49.69  37.50
- SoTTA 37.62 4091 31.72 3355 2675 4150 4484 3772 4142 3875 47.04 7.46 3488 4408 4504 36.89
F SimATTA  23.70  33.82 26.11 2355 2336 40.16 4341 3022 41.84 2642 40.72 2.88 4137 4921 5285 3331
B BiTTA 3484 39.88 2856 3537 26.65 4841 4957 43.62 4790 3953 5095 1227 4718 54.01 54.06 40.85

(c¢) Tiny-ImageNet-C.

Source domain pre-training. We closely followed the settings and utilized the pre-trained weights provided by
SoTTA (Gong et al., 2023b) and SIimATTA (Gui et al., 2024). As the backbone model, we employ the ResNet18 (He et al.,
2016) from TorchVision (TorchVision maintainers and contributors, 2016). For CIFAR10-C/CIFAR100-C/Tiny-ImageNet-C,
we trained the model with the source data with a learning rate of 0.1/0.1/0.001 and a momentum of 0.9, with cosine annealing
learning rate scheduling for 200 epochs. For PACS, we fine-tuned the pre-trained weights from ImageNet on the selected
source domains for 3,000 iterations using the Adam optimizer with a learning rate of 0.0001.

Scenario. For the number of binary-feedback samples, we used k = 3 samples from a 64-sample test batch, accounting
for less than 5% of the total data size. For the binary version of TTA baselines, we added cross-entropy loss (for correct
samples) combined with complementary loss (for incorrect samples, (Kim et al., 2019)), maintaining an equal budget size to
our method. To implement, we replacle the original TTA loss Ity with Iprp + lcg + lece, Where [cg is a cross-entropy loss on

correct samples and lccg = — > ;5 yx log(1 — fo(k|z)) is the complementary cross-entropy loss (Kim et al., 2019) on
incorrect samples.

For enhanced TTA, we used the same binary version loss with an SGD optimizer with a learning rate of 0.001 and a batch
size of 64. The number of fine-tuning epochs was set to 150 for PACS, 150 for CIFAR-10, 150 for CIFAR-100, and 25
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Table 13: Accuracy (%) and standard deviation comparisons with original TTA and full-label active TTA baselines in
PACS. The domain-wise data stream is a continual TTA setting (Wang et al., 2022), and the mixed data stream shuffled all
domains randomly, where we report the cumulative accuracy at each of the four adaptation points. F: Full-label feedback
active TTA, B: TTA with binary feedback. Results outperforming all other baselines are highlighted in bold fonts. Averaged
over three random seeds.

Domain-wise data stream Mixed data stream
Label Method

Art Cartoo- Sketch Avg 25% 50% 75% 100%(Avg)
- SrcValid 59.38 +0.00 27.94 021 42.96 =0.01 43.43 007 42.74 2113 42.80 022 42.64 +030 42.77 001
- BN Stats 67.87 =0.18 63.48 +0.88 54.07 z0.36 61.81 =0.18 59.09 =0.29 58.28 +0.08 58.05 0.22 57.82 x0.20
- TENT 71.61 0.70 67.00 =0.51 44.14 085 60.92 +0.29 60.34 2051 56.75 =0.62 53.22 +0.57 49.64 +0.50
- EATA 68.44 +0.31 64.90 =0.69 58.58 z0.18 63.97 +0.23 59.60 =0.15 58.98 +0.54 59.10 =0.38 59.24 +0.08
- SAR 67.90 =0.20 63.60 =0.83 55.23 044 62.25 z0.11 59.13 021 58.49 z0.15 58.32 +0.05 58.25 =0.07
- CoTTA 67.87 =0.18 63.48 +0.88 54.06 035 61.81 =0.19 59.10 z0.32 58.29 +0.09 58.06 =0.23 57.83 z0.22
- RoTTA 64.39 +0.59 38.27 z0.61 40.80 =1.64 47.82 020 52.64 025 49.01 z0.85 46.87 055 45.75 049
- SoTTA 69.86 +0.78 32.02 1.52 23.66 +1.77 41.84 034 51.96 547 49.84 16.14 48.09 +6.64 47.06 6.03
F SimATTA 77.13 076 71.46 247 78.80 z0.53 75.80 0.74 68.27 1.24 72.67 045 75.41 2030 77.47 2044
B BiTTA 73.86 +3.76 76.81 12.45 76.03 z161 75.57 20.93 59.65 =070 64.70 2078 69.23 s0.17 72.18 2038

Table 14: Accuracy (%) comparisons with enhanced TTA on fine-tuned model (Gui et al., 2024) and TTA with binary
feedback baselines on source model, in CIFAR10-C (severity level 5). Notation * indicates the modified algorithm to utilize
binary-feedback samples. E: Enhanced TTA, B: TTA with binary feedback. Results outperforming all other baselines are
highlighted in bold fonts. Averaged over three random seeds.

Noise Blur Weather Digital
Label | Method

Gau. Shot Imp. Def. Gla. Mot.  Zoom  Snow Fro. Fog Brit. Cont.  Elas. Pix. JPEG  Avg.

E SrcValid 76.17 7748 6754 8224 71.89 7990 8344 82.67 8436 81.18 8874 7512 7753 80.66 80.24  79.28
E BN-Stats 7790 79.66 7176  86.52 73.53 8526 86.77 84.66 8527 84.07 90.10 86.70 79.39 8476 7898  82.36
E TENT 7752 7694 6379 6835 52.67 56.00 5558 5293 49.02 4502 4394 3346 3212 3139 2927 5120
E EATA 77.18 7532 64.66 70.73 5846 64.62 7022 68.00 6834 6735 7581 69.52 6293 69.02 6428 6843
E SAR 7790 79.66 7176  86.52 73.53 8526 86.77 84.66 8527 84.07 90.10 86.70 79.39 8476 7898  82.36
E CoTTA 7790 79.66 71.77 86.52 73.53 8526 86.77 84.66 8527 84.06 90.09 86.71 79.39 8476 7898  82.36
E RoTTA 7893 81.00 7428 86.56 7545 86.18 88.63 86.85 8771 86.73 9136 88.06 8241 87.19 8242 84.25
E SoTTA 79.19 8145 7423 8267 70.73 8199 8541 8278 83.69 8502 8940 8441 7841 8344 7894 8145
B | SimATTA* 7021 81.67 7149 79.59 69.41 8215 8728 8390 86.89 8649 91.51 8340 77.94 83.81 8225 81.09
B BiTTA 7678 84.24 7875 8751 77.39 8838 91.36 8942 90.72 90.30 94.65 92.62 86.15 9242 87.24 87.20

for Tiny-ImageNet-C. Note that the hyperparameters were selected to maximize accuracy on the test data stream, which is
unrealistic since test data stream accuracy is not accessible during the fine-tuning process.

Comparison with active TTA.  To compare BiTTA with full-label feedback methods, we propose two scenarios: (1) an
equal labeling cost and (2) an equal number of active samples. To compare with an equal labeling cost, we formulate the
labeling cost with Shannon information gain (MacKay, 2003) as log(p~—!) where p is the probability of selecting a label. We
assume the probability of each feedback strategy as p = 27! (correct/incorrect) and p = num_class ™! (select in the entire
class set). The final labeling cost for binary feedback is 1 for binary feedback and log(num_class) for full-label feedback.
Therefore, we utilize log(num_class) times more feedback samples for TTA with binary feedback setting compared to
active TTA.

D.2. TTA Baselines

TENT. For TENT (Wang et al., 2021), we utilize an Adam optimizer (Kingma & Ba, 2015) with a learning rate
LR = 0.001, aligning with the guidelines outlined in the original paper and active TTA paper (Gui et al., 2024). The
implementation followed the official code.!

EATA. For EATA (Niu et al., 2022), we followed the original configuration of LR = 0.001, entropy constant Fy =
0.4 x In C, where C represents the number of classes. Additionally, we set the cosine sample similarity threshold ¢ = 0.5,
trade-off parameter 3 = 2,000, and moving average factor « = 0.1. The Fisher importance calculation involved 2,000

1https ://github.com/DequanWang/tent
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samples, as recommended. The implementation followed the official code.”

SAR. For SAR (Niu et al., 2023), we set a learning rate of LR = 0.00025, sharpness threshold p = 0.5, and entropy
threshold Ey = 0.4 x InC, following the recommendations from the original paper. The top layer (layer 4 for ResNet18)
was frozen, consistent with the original paper. The implementation followed the official code.’

CoTTA. For CoTTA (Wang et al., 2022), we set the restoration factor p = 0.01, and exponential moving average (EMA)
factor a = 0.999. For augmentation confidence threshold p,;, we followed the previous implementation (Gui et al., 2024)
as pg, = 0.1. The implementation followed the official code.*

RoTTA. For RoTTA (Yuan et al., 2023), we utilized the Adam optimizer (Kingma & Ba, 2015) with a learning rate of
LR = 0.001 and 8 = 0.9. We followed the original hyperparameters, including BN-statistic exponential moving average
updating rate o« = 0.05, Teacher model’s exponential moving average updating rate v = (0.001, timeliness parameter
A¢ = 1.0, and uncertainty parameter \,, = 1.0. The implementation followed the original code.’

SoTTA. For SoTTA (Gong et al., 2023b), we utilized the Adam optimizer (Kingma & Ba, 2015), with a BN momentum of
m = 0.2 and a learning rate of LR = 0.001. The memory size was set to 64, with the confidence threshold Cy = 0.99. The
entropy-sharpness L2-norm constraint p was set to 0.5, aligning with the suggestion (Foret et al., 2021). The top layer was
frozen following the original paper. The implementation followed the original code.®

SimATTA. We follow the original implementation of SimATTA (Gui et al., 2024). Since SimATTA queries active samples
at a dynamic rate, we set the centroid increase number to k£ = 3 and limit the budget per batch to 3, ensuring an equal
active sample budget compared to BiTTA. For the adaptation objective, we add the complementary loss (incorrect samples,
(Kim et al., 2019)) to the original cross-entropy loss for correct samples. For CIFAR-10 and CIFAR-100, we performed
a grid search to find the optimal hyperparameters. We found the optimal hyperparameters to be LR = 0.0001/0.0001,
en, = 0.001/0.001, and e; = 0.0001,/0.00001 for the CIFAR-10 and CIFAR-100 datasets, respectively. The implementation
is based on the original code.’

BiTTA. During adaptation, we update all parameters, including BN stats, with an SGD optimizer with a learning rate/epoch
of 0.001/3 (PACS), 0.0001/3 (CIFAR10-C, CIFAR100-C), and 0.00005/5 (Tiny-ImageNet-C) on the entire model. We applied
weight decay of 0.05 to PACS and 0.0 otherwise. We applied stochastic restoration (Wang et al., 2022) in Tiny-ImageNet-C
to prevent overfitting. We update batch norm statistics with momentum 0.3 on the unlabeled test batch, and freeze the
statistics during adaptation, following Gui et al. (2024). We apply the dropout layer after residual blocks, following the
previous work on TTA accuracy estimation (Lee et al., 2024b). With 4 dropout instances, we apply a dropout rate of 0.3
for small-scale datasets (e.g., CIFAR10-C, CIFAR100-C, PACS) and 0.1 for large-scale datasets (e.g., Tiny-ImageNet-C,
ImageNet-C).

E. License of assets

Datasets. CIFAR10-C/CIFAR100-C (Creative Commons Attribution 4.0 International), and Tiny-ImageNet-C dataset
(Apache-2.0). The license of PACS dataset is not specified.

Codes. Torchvision for ResNet18 (Apache 2.0), the official repository of TENT (MIT License), the official repository
of EATA (MIT License), the official repository of SAR (BSD 3-Clause License), the official repository of CoOTTA (MIT
License), the official repository of ROTTA (MIT License), the official repository of SOTTA (MIT License), and the official
repository of SImATTA (GPL-3.0 License).

https://github.com/mr-eggplant /EATA
*https://github.com/mr-eggplant/SAR
‘nttps://github.com/ginenergy/cotta
Shttps://github.com/BIT-DA/RoTTA
*https://github.com/taeckyung/sotta
"https://github.com/divelab/ATTA
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