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Abstract— Explicability in AI and robotics is at the centre of 

interdisciplinary discussions, which involve machine learning, 

computer science, ethics, and more. Transparency and 

explicability are generally seen as a need for systems that 

encompass AI. We offer a different point of view, arguing for re-

thinking the necessity of explicability at all costs, citing examples 

from videogames user-centred design, and existing applications 

in social robotics. 

I. INTRODUCTION 

"Never complain, never explain" is a motto attributed to 
British politician and statesman, Benjamin Disraeli, and 
originating in 1903. It has been associated with the British 
royal family, particularly with Queen Elizabeth II and her 
family, the Windsors. Citing T. Borman: "According to 
Proverbs: 'The heart of Kings is unknowable' This is 
particularly true of Elizabeth II, who throughout her long reign 
has played her cards very close to her chest” [1]. The idea 
behind the motto is that members of the royal family should 
maintain a dignified and reserved public image, avoiding any 
complaints or explanations that may be perceived as 
unbecoming or undignified. 

It is somehow understandable that “Never complain” could 
be a desirable trait for a robots. The etymology of the word 
robot in fact comes from the Czech robota, meaning hard 
labour, and worldwide research on robots believes that they 
can be tools that will support human society. While a 
“dignified” and “reserved” robot servant may be desirable, the 
“Never explain” part of the motto, on the other hand, may 
appear counterintuitive. In this paper we argue that this motto 
can be extended to social robots, under certain situations.  

The paper is structured as follows: in Section II we 
overview some known arguments for explicability; in Section 
III a different point of view is provided, and Section IV 
contains some examples of situations in social robotics. 
Section V concludes the paper. 

 

II. THE ARGUMENTS FOR EXPLICABILITY 

Transparency and explicability are related terms that are 
often used interchangeably, but they refer to different aspects 
of a system or process. Transparency refers to the degree to 
which information about a system or process is accessible and 
visible to stakeholders, such as users, regulators, or the general 
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public. A transparent system or process is one in which 
information is available to all stakeholders, and there are no 
hidden or opaque aspects that could affect the outcomes of the 
system or process. For example, a transparent decision-making 
process would provide clear and complete information about 
how decisions are made, who is involved, and what factors are 
considered [2]. Explicability, on the other hand, refers to the 
ability to explain how a system or process works, and why it 
produces the outcomes that it does. An explainer system or 
process is one that can provide clear and understandable 
explanations to stakeholders about why certain decisions were 
made or why certain outcomes were produced. For example, 
an explainer AI model would be able to provide clear and 
detailed explanations about how it arrived at a particular 
decision or recommendation [3]. In summary, transparency is 
about making information visible, while explicability is about 
making that information understandable. While these concepts 
are related, in this paper we focus more on the latter. 

Explicability in computer science has seen significant 
advancements in recent years. With the increasing complexity 
of machine learning models and their impact on decision-
making processes, there has been a growing demand for 
models that can provide clear and understandable explanations 
for their outputs. One approach that has gained popularity is 
the use of model-agnostic methods for generating 
explanations. These methods can be applied to a wide range of 
machine learning models and provide insights into how these 
models arrive at their decisions. Examples of such methods 
include LIME (Local Interpretable Model-agnostic 
Explanations) [4] and SHAP (SHapley Additive exPlanations) 
[5]. Explainable AI models that are designed to provide 
interpretable outputs by design also exist. These models 
typically use simplified, rule-based approaches that are easier 
to understand and interpret than complex neural networks. 
Examples of such models include decision trees, rule-based 
systems, and Bayesian networks. There has also been a 
growing emphasis on the evaluation and validation of 
explanations generated by machine learning models. 
Researchers have proposed several metrics for evaluating the 
quality and usefulness of explanations, such as the degree of 
fidelity to the underlying model, the comprehensibility of the 
explanation, and the degree of relevance to the user's decision-
making needs [6]. 

Within robotics, according to A. Winfield [7], not only 
explicability but also transparency is a crucial element in 
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ensuring that users can comprehend how a robot might behave 
in varying situations. For instance, an elderly person may be 
uncertain about interacting with robots. Thus, it is essential 
that their assisted living robot is supportive, predictable, and 
does not engage in any activities that may confuse or alarm 
them. Moreover, the robot must be safe to use. The elderly 
user should find it effortless to learn about the robot's 
functions and its rationale behind specific actions in diverse 
circumstances, enabling them to develop a cognitive model of 
their robot. A possible solution could be the robot's ability to 
provide natural language explanations when asked questions 
such as "Robot, why did you just do that?" or "Robot, what 
would you do if I fell down?". Winfield went as far as 
proposing an “ethical black box” to explain robot behaviours 
in case of incident [8]. 

 

III. PARALLELISM WITH VIDEOGAMES 

In this section, we would like to introduce a parallelism 
that is relevant to the topic of explicability in social robots. 
For understanding user-centred robotics in these regards, we 
can broaden the view, seeing how automated behaviours are 
programmed in user-centred games. Videogames industry is 
in fact in a more mature stage compared to robotics industry, 
and lessons can be learnt from it.  

Games typically divide in to two types: symmetric and 
asymmetric. To the first group belong competitive games like 
chess or draughts, where the same rules apply for the human 
player and for the computer player. Asymmetric games 
instead typically consist in an environment populated by 
agents, in which the human player digs into. 

In the former case, transparency and explicability are both 
out of question: it would mean for the computer player to play 
with its cards uncovered, where victory instead is the aim. 
Complex algorithms and decision-making techniques are then 
supposed to be difficult for human players to understand or 
guess. This can make the game more challenging and 
interesting. The latter case is more interesting to examine, 
seeing how non-playing characters (NPCs) are made. Their 
scripted behaviours are typically based on some sort of FSM 
(Finite State Machine), and their role is to take part in the 
enjoyment of the human player. This role may go as far as 
“playing to lose” [9]. Players may find it more interesting and 
challenging to play against opponents that are unpredictable 
and behave in a seemingly "intelligent" manner. 

Even though machine learning in its strict sense is used 
sparingly in videogames for its lack of predictability [10], AI 
in general is a sensitive issue in game design. This is 
particularly true for single-player strategy games, which stand 
in the middle between symmetric and asymmetric, presenting 
the criticalities of having to provide a credible challenge to 
the human player while “entertaining”. Here, completely 
hiding the reasoning and the mechanics is also used to create 
unfair advantages, or to hide flaws or biases in the game 
mechanics.  

 

 

 

Figure 1. Diplomacy screen of Sid Meier’s Civilization V, showing 

revealed modifiers 

One example is the following. During the development of 
the best-seller strategy game Sid Meier’s Civilization V, the 
lead designer Jon Shafer stated in interviews [11]: "Our goal 
was to make diplomacy feel more like interacting with other 
players or world leaders, rather than a system to be min-
maxed. No longer are diplomatic modifiers shown since this 
used to give away pretty much everything your computer-
controlled rival nations were thinking. […] Showing the 
numbers would either give everything away." and "We want 
there to be a sense of mystery to it, where the player doesn't 
know exactly what to expect from the other players." 
Eventually, some kind of modifiers were revealed again in 
later patches (Figure 1), however it is worth noticing how the 
design decision aimed for concealing the core of the 
calculations for the first release. 

A more extreme case is the mod for Civilization called 
Rhye’s and Fall of Civilization [13], which explored 
possibilities related to Procedural Content Generation (PCG). 
In [14] it is shown how keeping some mechanisms concealed 
to the human player is critical to perform some “invasive” 
interventions to the game environment, which go as far as 
changing the map board. These interventions go unnoticed to 
the human eye, and are made for the sole purpose of 
enhancing the user’s experience. 

 

IV. NEVER EXPLAIN? 

A. Human-Robot Interaction (HRI) 

While inexplicability can be desirable in videogames, if 
we think of a robotic agent as an NPC, many potential 
correspondences in social robotics could be found. First 
however, it is necessary to make a distinction, if the intended 
transparency/explicability is to the developer or to the user. 
For a developer, having control of the system that is being 
created is certainly needed. There are some exceptions 
though, as performance of AI systems has to come to a trade-
off with explicability. When the performance and 
effectiveness of the system in achieving the desired outcomes 
is the priority, explicability may be sacrificed. This is the case 
of complex systems such as recognition algorithms for self-
driving cars, but may as well be applied to robots.  

Our discussion, though, is mainly focused on the user side. 
As “opacity” can help managing biases and flaws in game 



  

design, it is also widely known how the Wizard-of-Oz 
technique [15] helps dealing with flaws in HRI. Children 
[16][17] and older adults [18] are common targets of social 
robotic applications, and it is where the Wizard-of-Oz can be 
more successful. However, for all kinds of users, other aspects 
of interaction may be critical. One is emotional dialogue, and 
all the aspects of affective computing. Here comes the 
concept of suspension of disbelief, a term used to describe the 
act of temporarily setting aside one's doubts or scepticism 
about the implausibility of a fictional story or scenario in 
order to fully engage with and enjoy it. This concept is often 
used in literature, theatre, films, and other forms of 
storytelling to create a sense of immersion and believability 
for the audience or reader. The idea of "suspension of 
disbelief" in social robotics is based on the notion that a social 
robot is perceived as a genuine social entity only if it is 
assumed to have an internal purpose and intention behind its 
actions. Without this assumption, the robot would be seen as 
a mere collection of movements rather than a social being 
[15]. Suspension of disbelief is, in fact, also applicable in the 
context of video games. In fact, it is a crucial element in 
creating an immersive gaming experience. When players are 
able to suspend their disbelief, they can fully engage with the 
game world and characters, becoming emotionally invested in 
the story and gameplay. This can enhance the enjoyment and 
sense of accomplishment that players experience. 

B. Theomorphic robots 

The case of theomorphic robots is interesting because it 
brings the concept of inexplicability to the extreme. 
Theomorphic robots are defined are robots that are related, in 
the appearance and in the behaviour, to the sphere of the 
divine [19][20]. SanTO [21], a Catholic robot, has been 
shown to be very sensitive to the context, with its interaction 
experiments turning from relatively successful [22] (Figure 2) 
to poor [23] in terms of accomplished dialogues and perceived 
sacredness, depending on the context. Maintaining the 
“enchantment of technology” [24] and thus the suspension of 
disbelief seem to be critical for the robot’s credibility, and all 
efforts in the design should directed to conceal the machine-
like element [25], which is not only visual, but also includes 
total obscurity of the algorithms that drive its responses. 

C. Practical application in social care 

Theomorphic robots may also cross with social care, this 
is the case of DarumaTO [26], employed in e-ViTA [27], a 
Horizon 2020 EU-Japan project which aims at creating a 
“virtual coach” to support healthy living of adults in the age 
range of 65–75. The framework of e-ViTA roughly contains 
a front-end device, typically a social robot, a network of 
sensors, a dialogue system, and a middleware. Virtual coaches 
are defined by Siewiorek et al. as personalised systems that 
continuously monitor the activities and environment of users 
[28]. They detect situations where an intervention would be 
desirable and propose such interventions. To accomplish this, 
coaches utilise activity sensors combined with a coaching 
application, located either on the internet, smartphones, 
sensors, or social assistive robots [29]. During the preliminary 
experiments in e-ViTA (Deliverable 4.4), it was seen that 
exposing sensors information, the framework, or the coaching 
application, may have a negative impact on the acceptance. 

 

Figure 2. A Catholic user in front of SanTO-PL in a church 

Indeed, too much information can overwhelm elderly 
individuals when they interact with social robots, leading to 
confusion and frustration, and possibly hindering the 
acceptance of the whole system from the start, even if the 
whole robotic system was designed for them. Elderly 
individuals may have difficulties with memory and attention, 
making it harder for them to process and retain large amounts 
of information presented to them, especially if it is new.  

One of the front-end devices used in these interactions was 
an android (Figure 3), whose results are reported in [30]. The 
extreme human-likeness brings an additional problem 
regarding explicability. All robot’s actions, in order to be 
appropriate to the external appearance, should be performed 
in a natural, human-like way. Explaining algorithms may be 
even more challenging to do in a natural language. The risk 
of an android with exposed AI is to cause a mismatch of cues, 
which is a prerequisite for being perceived uncanny. 

D. “White Lie” Deception in HRI 

Social care in robotics necessarily involves ethics. From 
the Kantian point of view, cheating shall be always avoided 
in human-robot interactions [31]. A question from a specific 
situation is whether healthcare robots shall be explicable 
when they were giving a “White Lie” to patients. Due to the 
purpose of enhancing patients’ self-efficacy, adaptable AI-
enabled healthcare robots from the Japanese Moonshot 
project can not disclose patients’ real health situations to them 
at the time they received support from robots. Thus, it causes 
a hardship for robots to tell white lies by providing supports 
to patients [32].  

E. Non-Spatial Proximity in HRI 

Further aspects of HRI are worth mentioning. The concept 
of proximity, for example, which refers to “being close to 
something measured on certain dimension” [33]. In HRI, 
there were discussions on spatial proximity for robot 
navigation [34], verbal communication [35], nonverbal cues 
[36], etc. These spatial interactions often ask for high 
transparency on robots’ actions to allow human counterparts 
to take corresponding moves. On the other hand, the issue of 
proximity in HRI can also include people’s perceptions of 
non-spatial interaction with robots. However, it will be 
difficult and unnecessary to decide the criteria for robot 
transparency in matters of non-spatial proximity in HRI due 
to the incapability to standardise people’s virtual comfort 
zones with robots from different cultural and educational 
backgrounds, religious beliefs, social status [37][38]. 



  

 

Figure 3. Conversation with an android within the project e-ViTA 

V. CONCLUSION 

In these paper we argued against the explicability of social 
robots at all costs, and brought in the cases of theomorphic 
robots, socially assistive robots, ethical concerns and also a 
parallelism of AI making in single-player videogames. As a 
conclusion, we believe that what is to be shown to the user 
should be carefully considered. As the technologies develop 
in the near future, the situation may change; nevertheless, 
some design concepts will stay, as it is possible to witness 
from the evolution of videogaming industry. 
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