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Abstract

Affirmative Action (AA) has remained a con-001
troversial topic in the U.S. for several decades.002
While previous research has extensively ex-003
plored AA from legal, social, and ethical as-004
pects, there is a lack of computational work to005
investigate this topic from the lens of users on006
social media. By collecting over 2,500 posts007
from 23 prominent Reddit communities, our008
study attempts to gain a better understanding009
of how online users view AA. We build upon010
the previous work on stance detection, by intro-011
ducing a new set of stance categories that can012
efficiently reflect a diverse range of opinions013
on AA. Finally, we explore the performance of014
three LLM-based classifiers, powered with four015
carefully designed prompts to classify these016
categories and run several analyses to enhance017
our understanding of the AA discourse. Our018
findings show that GPT-4 with instruction and019
examples is the most efficient for classifying020
stance. We found opposition towards AA more021
common than support in our dataset with dis-022
cussions on college admission, and race more023
prevalent. This study enhances the field by024
presenting a novel dataset of stances derived025
from Reddit data and initiates a conversation026
on broadening binary evaluations of viewpoints027
on controversial subjects.028

1 Introduction029

Affirmative Action (AA) represents a set of poli-030

cies and practices aimed at addressing historical031

and ongoing inequalities in employment, educa-032

tion, and other sectors by providing opportunities033

to historically marginalized groups. These mea-034

sures are designed to promote diversity and rectify035

socio-economic disparities caused by past discrim-036

ination, ensuring that everyone has a fair chance to037

succeed regardless of their background (Thomas,038

1990). Since the implementation of AA in 1961,039

however, these policies have been faced with a va-040

riety of public opinions from various stakeholders041

(Cahn, 2013; Kennedy, 1985). For instance, while042

(Crenshaw et al., 1995; Rowell and Williams, 1996) 043

contend that AA is a right step in the right direc- 044

tion to mitigate racial inequities and help remove 045

barriers for marginalized groups, studies like (Fish, 046

2000; Chemerinsky, 1996) question its effective- 047

ness or conflicts with a merit-based system. 048

A large body of qualitative work has been con- 049

ducted in an attempt to gauge public opinion on 050

affirmative action across different demographic 051

groups (Pew Research Center, 2023). For example, 052

findings of a survey work (Bowman and O’Neil, 053

2016) indicate that while Americans generally sup- 054

port increased diversity in colleges, they are less fa- 055

vorable towards race or ethnicity-based admissions. 056

Additionally, the survey shows varying levels of 057

support for AA among different racial groups. In 058

this work, we take a computational approach to 059

complement these qualitative studies. More specif- 060

ically, we use stance detection to study the wide 061

range of positions from Reddit users on AA. 062

Stance detection has been extensively used to 063

study topics that drive controversy and conflict- 064

ing views such as abortion, feminism, climate 065

change, and politics (Mohammad et al., 2016). Us- 066

ing stance detection techniques enhances under- 067

standing of diverse viewpoints and public opinion 068

dynamics on controversial issues. By analyzing 069

the stances taken by individuals or groups, we can 070

uncover belief patterns and sentiments and track 071

changes in public opinion, which offers insights 072

into how and why perspectives shift over time. One 073

shortcoming with the widely used stance labels, i.e., 074

Favor or Against, is that they do not always suffi- 075

ciently capture the variety of positions taken by the 076

speaker toward the target, falling short to achieve 077

a full understanding of the nuances in stance anal- 078

ysis (Liang et al., 2024; Xu et al., 2022; Hardalov 079

et al., 2021; Simaki et al., 2020). To address this 080

shortcoming, we propose a new set of stances to 081

represent the diversity of positions in discussions 082

related to AA. Based on the literature and after mul- 083
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tiple iterations we break down Favor and Against084

into their respective strong or weak versions, we085

introduce Skeptical as a new label and add Ques-086

tion, Question Favor, and Questions Against, as087

new stances to analyze public opinion on AA. We088

demonstrate the applicability of these new stances089

in providing a more comprehensive understanding090

of public views toward affirmative action.091

Our data is collected from a diverse range of 23092

subreddits over a span of 13 years (from 2010 to093

2022). Using the new stance labels, we manually094

annotated 400 posts from Reddit and used different095

LLMs with 4 prompt strategies to find the most effi-096

cient model for labeling 2,548 posts in our dataset.097

Our results confirm the usefulness and application098

of this new set of stance categories in broadening099

our understanding of AA discourse. Our Fewshot100

+ Instruction + Definition LLM-based classifier101

using GPT-4 achieved 0.66 for F1 score, which is102

competitive to the state-of-the-art, given the com-103

plexity of the stance detection task and the signifi-104

cant addition of categories in this study.105

This work contributes to stance analysis research106

by 1) Introducing a new set of stance labels that107

enhance our ability to capture the online discourse108

and will improve the efficiency of stance detection109

task 2) Releasing a new affirmative action dataset,110

collected from Reddit, and 3) using LLM-based111

classifiers using different prompts to achieve com-112

petitive stance classifiers with new stance labels.113

2 Related Work114

2.1 Affirmative Action115

Affirmative Action, also referred to as Positive Dis-116

crimination, policies started in the 1960s as a re-117

sponse to the needs and demands of those dispro-118

portionally impacted by racial bias and discrimina-119

tion (Crenshaw et al., 1995). AA takes steps to pro-120

mote equality in opportunities and outcomes and121

provide legal approaches that are designed to level122

the playing field for historically marginalized com-123

munities and underrepresented populations that124

have been deprived of equal access to opportu-125

nities (Rowell and Williams, 1996). While this126

approach is often considered “color blind,” since127

the implementation of AA policies, these programs128

have been the subject of a nationwide debate over129

their merit, necessity, and legal base (Chemerin-130

sky, 1996; D’Souza and Edley Jr, 1996; Coleman,131

1999); some American sociologists argue that it132

falls short in achieving true racial equality in out-133

comes. Bengtson (2024) highlights mitigating dis- 134

crimination, equality of opportunity, and diversity 135

promotion as the three prominent arguments in fa- 136

vor of AA based on a relational egalitarian theory 137

of justice. On the other hand, Fish (2000) con- 138

tends that AA compromises merit-based admis- 139

sions, which can lead to the admission of students 140

who may not meet the same academic standards 141

as their peers. This could result in a mismatch 142

where students struggle to keep up academically, 143

ultimately harming their educational experience 144

and outcomes. In June 2023, the U.S. Supreme 145

Court ruled on the significant case of “Students for 146

Fair Admissions v. Harvard,” declaring that race- 147

conscious admissions policies at colleges violate 148

the Equal Protection Clause of the 14th Amend- 149

ment (Supreme Court of the United States, 2023). 150

2.2 Stance Analysis 151

Stance detection is defined as the task of automati- 152

cally identifying the ideological position (e.g., fa- 153

vor, against, or neutral) toward a specific target, 154

usually a controversial topic (Kucuk and Can, 2020; 155

Hardalov et al., 2022; AlDayel and Magdy, 2021; 156

Lai et al., 2020). With the emergence of social 157

media platforms as the primary source of informa- 158

tion and channel of communication, these online 159

environments have become a convenient place for 160

people to share and discuss their viewpoints to- 161

ward various topics such as legalization of abortion, 162

climate change, or election (Haddington, 2006). 163

With the increasing access to publicly available on- 164

line datasets, a growing number of studies have 165

attempted to analyze and understand people’s atti- 166

tudes, opinions, and behavior (Boyd et al., 2015; 167

Park et al., 2015). Furthermore, recent develop- 168

ments in various areas such as NLP facilitated the 169

task of modeling and analyzing people’s polarized 170

views and stances (Mohammad et al., 2016, 2017), 171

emotion (Wiebe et al., 2005), personality (Park 172

et al., 2015), and moral values (Graham et al., 2013; 173

Sagi and Dehghani, 2014). 174

Sobhani et al. (2015) used topic modeling for 175

stance detection and classification in online news 176

comments. Mohammad et al. (2016) introduced 177

the SemEval 2016 task, which became a baseline 178

for many stance studies in user-generated texts. Us- 179

ing Twitter (a.k.a X now) as the data source, they 180

created labeled datasets on a range of controversial 181

topics like feminism, abortion, atheism, and cli- 182

mate change. Researchers have combined a range 183
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of linguistic features such as sentiment (Moham-184

mad et al., 2017), and moral analysis (Rezapour185

et al., 2019, 2021), as well as network features such186

as user following, follower, and retweet informa-187

tion (Aldayel and Magdy, 2019) to improve the ef-188

ficiency and explainability of stance analysis. Such189

approaches have led to several multi-task studies190

(e.g., stance + sentiment analysis), collectively en-191

hancing our understanding of public opinions on192

social media and beyond (Li and Caragea, 2019;193

Sobhani et al., 2016). To improve stance detection,194

Popat et al. (2019)) used the transformer-based195

BERT model. The result of their experiments on a196

benchmark dataset called Perspectrum (Chen et al.,197

2019) demonstrated the success of their approach198

in increasing the performance of stance classifica-199

tion compared to state-of-the-art models.200

2.3 LLMs and Stance201

The recent rise of LLMs has resulted in a new body202

of research, aiming to incorporate these models203

in efficiently studying and analyzing stance and204

related areas such as moral values (Shamik Roy,205

2022; Jiang et al., 2022; Roy and Goldwasser,206

2021; Sharma et al., 2023; Kang et al., 2023)207

Shamik Roy (2022) used in-context learning, with208

zero-shot or few-shot learning, to generate outputs209

that can predict the moral dimension of tweets or210

the moral role of different entities in the tweet. Roy211

and Goldwasser (2021) investigated how prompts212

can be beneficial in comparing different ways of213

framing issues between various media outlets while214

Jiang et al. (2022) examined the ability of an LLM-215

based framework, with fine-tuned prompts on each216

community’s dataset, in predicting the favorability217

of political figures between two ideological com-218

munities. Sharma et al. (2023) fine-tuned differ-219

ent text-based LLMs such as XLNet (Yang et al.,220

2019), XLM-RoBERTa, and Transformer XL for221

stance prediction on tweets about gun control and222

abortion, demonstrating high precision and recall.223

An ensemble of these models achieved the high-224

est performance, indicating that combining outputs225

from multiple LLMs improves accuracy. Kang226

et al. (2023) introduced the Value Injection Method227

(VIM), an approach that fine-tunes LLMs to align228

with specific human values, enhancing their abil-229

ity to predict opinions and behaviors. Using value230

distributions, models can generate arguments and231

answer questions that reflect these values, outper-232

forming baseline models in stance prediction tasks.233

2.4 Stance beyond binary 234

While most researchers have approached stance 235

detection as a binary problem (pro/con or fa- 236

vor/against), stance tends to be more complex, 237

context-dependent, and impacted by the intensity 238

of one’s opinion (Xu et al., 2022; Hardalov et al., 239

2021; Liang et al., 2024; Simaki et al., 2020). 240

Hardalov et al. used various datasets to illustrate 241

that binary classification often fails to capture the 242

full spectrum of stances, particularly in diverse 243

social media contexts. For example, stances on 244

rumors might include categories like endorse, deny, 245

or question, which are not well-represented by sup- 246

port, oppose, or neutral labels. 247

Simaki et al. (2020) adopted a cognitive- 248

functional framework that identifies ten stance cat- 249

egories. They used agreement/disagreement, cer- 250

tainty, contrariety, hypotheticality, necessity, pre- 251

diction, source of knowledge, tact/rudeness, un- 252

certainty, and volition as stance categories and 253

proved their usefulness in the annotation of a Brexit 254

corpus. Qazvinian et al. (2011) proposed Be- 255

lieve/Endorsement and Deny/Doubtful/Neutral as 256

two useful labels for the rumor classification and 257

misinformation detection task. Our study builds 258

upon these works by expanding the number of 259

stance categories used in annotating and classifying 260

affirmative action posts. 261

3 Method 262

3.1 Data Collection 263

To collect data for our study, we first used the two 264

most relevant keywords to AA, i.e., “affirmative ac- 265

tion” and its widely used equivalent in other coun- 266

tries “positive discrimination” as our search queries 267

on Reddit, and found 63 subreddits that had at least 268

one post related to AA. Finally, after manually re- 269

viewing the 63 Reddit communities, we filtered out 270

those that were not directly relevant to the scope 271

and context of our study and chose 23 subreddits 272

that primarily discuss politics and political ideolo- 273

gies, such as r/AskALiberal and r/askaconservative, 274

and social issues, such as r/sociology, and popular 275

subreddits known for general conversations and the 276

exchange of ideas, such as r/AskReddit. Table 4 277

shows the complete list of selected subreddits in 278

our data. 279

We then used Pushshift (Baumgartner et al., 280

2020) to collect data from these subreddits span- 281

ning from January 1, 2005, to December 30, 2022. 282

We filtered the posts discussing affirmative action 283
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using our chosen keywords (“affirmative action”284

and “positive discrimination”) from all the iden-285

tified subreddits. After excluding posts without286

bodies, author-deleted posts, and posts that were287

too short or too long (based on the 10th and 90th288

percentile of post length), we ended up with 2,548289

posts in our dataset.290

3.2 Extension of Stance Beyond Binary291

Stance analysis in academic and social discourse292

has traditionally employed three categorical labels:293

Favor, Against, and Neutral. However, these classi-294

fications often fall short of capturing the full com-295

plexity of human perspectives, which can exhibit296

partial agreement or disagreement, conditional re-297

sponses, or skepticism. Such limitations highlight298

the need for a more nuanced understanding of dis-299

course, particularly in areas as controversial as AA.300

Researchers categorize stance into several types301

(Jaffe, 2009; Couper-Kuhlen and Selting, 2017; An-302

dries et al., 2023). The affective stance deals with303

emotions or attitudes towards a subject. For ex-304

ample, a person might express a strong emotional305

support for AA by stating, “I feel very strongly that306

affirmative action is essential for achieving true307

equality.” The epistemic stance reflects beliefs or308

levels of certainty, such as in the assertion, “I think309

affirmative action effectively promotes diversity in310

educational institutions.” Lastly, the deontic stance311

concerns obligations or permissions, e.g., “Univer-312

sities must implement affirmative action policies to313

ensure fair admission practices.”314

In a complex discourse, especially on social me-315

dia, public debates, and scholarly discussions, the316

richness of human communication is often lost with317

simplistic categorizations. By adopting a broader318

range of labels, researchers can capture more ac-319

curately the degrees of agreement or disagreement,320

skepticism, ambivalence, and nuanced questioning321

present in discourse. This enhanced categorization322

facilitates a deeper, more precise analysis of textual323

data, crucial across various fields.324

We followed a systematic approach to expand325

stance labels in this study in relation to discus-326

sions on AA. First, we conducted a literature review327

with the purpose of identifying different categories328

of stance labels used to analyze public discourses329

(Liang et al., 2024; Xu et al., 2022; Hardalov et al.,330

2021; Simaki et al., 2020). Taking a data-driven331

approach, we reviewed a random sample of posts332

to take a deeper look into the linguistic variations,333

tone and diverse range of ideas and arguments used 334

in the context of AA. This investigation led to the 335

development of nine stance categories better suited 336

to our dataset, including ‘Strong Favor’, ‘Strong 337

Against’, ‘Weak Favor’, ‘Weak Against’, ‘Ques- 338

tion’, ‘Question Favor’, ‘Question Against’, ‘Skep- 339

tical’, and ‘No Stance’. These categories were 340

refined through iterative coding and discussions 341

among researchers, followed by testing annotations 342

to confirm their relevance and applicability. 343

3.3 Data Annotation 344

Three annotators (with diverse backgrounds: an 345

international student, an African-American stu- 346

dent, and one Asian-American student with 347

data/computer science and psychology back- 348

grounds and high familiarity with AA) annotated a 349

randomly sampled data of 400 posts using the nine 350

newly developed stance labels. We used Zooni- 351

verse’s interactive environment 1 for the annotating 352

task. The sample posts were split into 3 subsets of 353

100, 200, and 100. After each round, disagreements 354

were discussed and resolved to reach an acceptable 355

level of agreement between annotators. We used 356

Fleiss Kappa to measure the degree of inter-rater re- 357

liability between the three annotators. We achieved 358

an average of 0.46 Kappa agreement rate, an accept- 359

able range given the complexity of stance detection 360

task and the significant increase in the number and 361

diversity of stance categories used in this work. 362

3.4 Zero- and Few-shot Classification of 363

Stance 364

We used three LLMs, namely OpenAI’s GPT-3.5 365

and GPT-4 2and Mixtral-8x7B (Jiang et al., 2024) 366

for the classification of stance in our dataset. We 367

designed four prompting strategies to guide the 368

LLMs in the classification tasks: 369

- Zeroshot + Instruction (Z+I), where only a gen- 370

eral instruction for the stance classification task 371

has been provided to the model. 372

- Zeroshot + Instruction + Definition (Z+I+D), 373

where the definitions of stance analysis and dif- 374

ferent stance categories are added to the instruc- 375

tion. 376

- Fewshot + Instruction (F+I), where multiple 377

example-label pair per stance category is added 378

to the general instruction. 379

1https://www.zooniverse.org/
2https://openai.com/
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- Fewshot + Instruction + Definition (F+I+D),380

where the definitions of stance analysis and dif-381

ferent stance categories, as well as example-382

label pairs per categories, are included.383

Appendix D shows the prompts used for each384

of these strategies. We split 400 annotated posts385

into two subsets of 50 validation posts for experi-386

menting with the prompts and 350 posts for eval-387

uating the performance of these models. Differ-388

ent versions of GPT models such as GPT-4-turbo,389

GPT-4-0125-preview, GPT-4-turbo-preview, GPT-390

3.5-turbo-0125, GPT-3.5-turbo were tried on the391

validation set to choose the best version of each392

model for classification. We set the temperature to393

zero in all LLMs to ensure consistency.394

3.5 Keyphrase and Theme Analysis395

To enhance our understanding of the nuances396

in Reddit’s discourse about AA, we leverage397

keyphrase extraction to analyze what terms or398

phrases have been most prevalent in the posts hold-399

ing different types of stances. To do so, we use the400

KeyBert package (Grootendorst, 2020), a keyword401

extraction tool that uses BERT embeddings (De-402

vlin et al., 2018) to create keywords and keyphrases403

most similar to a text 3. Our data and codes will be404

shared upon the paper’s acceptance.405

4 Results406

Data Analysis. Table 1 shows the number of407

posts annotated for each stance category. While the408

majority of annotated posts are either holding a neu-409

tral position (No Stance) or asking questions about410

affirmative action, a significant number of posts411

take a stance against AA (113 for strong, weak,412

and question against posts combined) compared to413

a smaller share of posts that are supporting AA (25414

for all categories combined).415

Classification. Table 3 shows the performance416

of LLM-based classifiers used with four types of417

prompts strategies for stance classification on the418

test set of 350 posts. As shown in the table, GPT-4419

has consistently achieved the highest performance420

(in terms of precision, recall, and F1) across dif-421

ferent prompt types compared to other models.422

Furthermore, it is evident that the performance of423

GPT-4 and Mixtral have incrementally increased424

as we have gradually added to the complexity of425

our prompts by providing further definitions and426

3https://maartengr.github.io/KeyBERT/

Stance Category #Posts (Annotated) #Posts (All)

No Stance 159 666
Question 76 382
Strong Against 45 465
Weak Against 35 211
Question Against 33 232
Skeptical 27 311
Strong Favor 11 96
Question Favor 8 39
Weak Favor 6 146

Table 1: Number of each stance label in our annotated
as well as all posts

Subreddit #.Post Top Stance

unpopularopinion 416 SA, NS, WA
AskReddit 399 Q, QA, NS
changemyview 394 SA, S, NS
ApplyingToCollege 341 NS, Q, WF
Libertarian 168 NS, SA, WA
AsianMasculinity 143 NS, SA, WA
AskALiberal 143 NS, Q, QA
NoStupidQuestions 92 Q, QA, NS
TrueUnpopularOpinion 83 SA, NS, SF
Destiny 68 NS, S, Q
asianamerican 59 NS, Q, SA
neoliberal 59 NS, Q, S
TooAfraidToAsk 46 Q, QA, S
AskSocialScience 43 Q, NS, QA
askaconservative 40 Q, NS, QA

Table 2: List of top 15 subreddits with the top three
frequent stances for each subreddit. SA: Strong Against,
WA: Weak Against, SF: Strong Favor, WF: Weak Favor,
Q: Question, QA: Question Against, QA: Question Fa-
vor, S: Skeptical, NS; No Stance

examples, but for GPT-3.5 the best performance is 427

achieved when zeroshot prompt with only Instruc- 428

tion and Definition is used. The best performance 429

overall is achieved with GPT-4 and (F+I+D) pair, 430

with F1 score of 0.66. 431

Error Analysis. To further analyze the misclassi- 432

fication errors, we compare the ground truth labels 433

of the test set against the labels generated by the 434

best LLM-Prompt pair (GPT-4 + (F+I+D)). Our 435

analysis shows that most of the errors have oc- 436

curred for No Stance label, where it has been mis- 437

classified with Skeptical, Weak Against and Weak 438

Favor, suggesting that distinguishing a neutral po- 439

sition from a weak stance or skepticism can be 440

challenging for LLM classifiers. 441

For instance, ‘Instead of AA, we should make 442

it illegal to ask about name/sex/race on job appli- 443

cations.’ was tagged as Skeptical instead of No 444

Stance and ‘All men are NOT created equal When 445
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Prompt Type Model Precision Recall F1

GPT-3.5 0.51 0.27 0.28
Zeroshot + Instruction GPT-4 0.58 0.39 0.40

Mixtral 0.43 0.19 0.14
GPT-3.5 0.58 0.37 0.40

Zeroshot + Instruction + Definition GPT-4 0.67 0.49 0.51
Mixtral 0.54 0.23 0.19
GPT-3.5 0.56 0.28 0.3

Fewshot + Instruction GPT-4 0.65 0.57 0.59
Mixtral 0.57 0.32 0.28
GPT-3.5 0.58 0.36 0.39

Fewshot + Instruction + Definition GPT-4 0.73 0.63 0.66
Mixtral 0.54 0.34 0.30

Table 3: LLM classifiers performance comparison

the founding fathers of America said “All men are446

created equal.” They referred to under the laws of447

the land. NOT equal in physical ability and mental448

capacity. IF all men were in fact created equal,449

thing such as affirmative action would not need to450

exist.’ was tagged as Weak Favor instead of No451

Stance.452

Additionally, the results show that the model453

have made errors in classifying ‘Strong Against vs.454

Weak Against, suggesting the difficulty of detecting455

whether a post has a strong or weak position, i.e.,456

“Leftists are against equal opportunity by supporting457

AA and giving benefits to minorities, that is against458

of being liberal.” was tagged as Weak Against459

while our annotators labeled it as Strong Against.460

These analysis suggest that while the LLM-461

Prompt combinations are proficient in many as-462

pects, they may still face challenges in accurately463

identifying the nuances of stance, particularly when464

differentiating between varying degrees of agree-465

ment or opposition.466

4.1 Temporal Analysis of Stance467

We leveraged the best model-prompt pair (GPT-4468

+ (F+I+D)) to annotate the full dataset (N= 2,548469

posts) from 23 selected subreddits. Table 1 (#Posts470

(All)) shows the total number of posts labeled in our471

data. We further analyzed stance of each subred-472

dit. Table 2 displays the top three frequent stance473

categories within the top 15 subreddits. The re-474

sults shows that these communities share a diverse475

range of positions. While majority of the subreddits476

have either taken a neutral position or engaged in477

questions and asking others’ opinions as their most478

prevalent position toward affirmative action, a few479

subreddits have exhibited stances against AA, fol-480

lowed by a smaller share of posts that have showed481

skepticism to it. 482

Figure 1 shows the temporal shifts (using mov- 483

ing average technique with 2 year windows) in the 484

number of posts with different stances over the 485

time period of our dataset. As the figure suggests, 486

while Question was the most frequent type until 487

2014 and witnessed a peak around 2013, No Stance 488

and Strong Against started to emerge as the most 489

prevalent stance for AA in the discourse around 490

2014 and experienced a noticeable peak in 2018 491

and 2019. Two positions of support for AA (Strong 492

Favor and Weak Favor) also started to rise around 493

2017 and experiences their peak in 2019. 494

4.2 Prevalent Key-phrases 495

Table 6 shows the most frequent key-phrases ex- 496

tracted from the posts with each stance label. 497

Across the stance categories, some of the most 498

prevalent keyphrases include mentions of ‘Race’ 499

and ‘Racism’, as well as some important social and 500

cultural concepts such as ‘Discrimination’, ‘Mi- 501

norities’, ‘Diversity’ and ’Privilege’. Another fre- 502

quent theme among the keyphrases is ‘Students,’ 503

‘Colleges’ and ‘Schools,’ highlighting the impor- 504

tance of discussions around college admission and 505

students experiences in the affirmative action dis- 506

course. We also observe a theme that mentions var- 507

ious racial, ethnic groups e.g. ‘Asians’, ‘Blacks’, 508

‘whites’, showcasing the involvement of different 509

demographic groups in debates around AA. Some 510

other keyphrases relate to certain political leanings 511

e.g. ‘Liberals’, ‘Conservatives’, ‘Libertarians’ or 512

role of the government and policy making. 513

5 Discussion 514

Affirmative Action is a complex issue with differ- 515

ent stakeholders that has a wide range of cultural, 516
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Figure 1: Temporal changes in number of posts with
each stance over years

societal, and political implications. Exploring the517

online discourse on AA can enable us to shed light518

on how the public views various dimensions of this519

issue.520

After annotating 400 posts and developing a521

ground truth dataset for our models, we used LLM-522

based models for stance classification. After exper-523

imenting with three LLMs and using different ver-524

sions of our carefully curated prompts, we achieved525

the F1 score of 0.66, a competitive score compared526

to the state-of-the-art models (AlDayel and Magdy,527

2021; Cruickshank and Ng, 2023). This promising528

result proves our hypothesis that the proposed ex-529

pansion of stance classes can enhance our ability530

to detect a larger variation of stances. We demon-531

strate that adding to the prompts’ complexity by532

providing clear instructions, definitions, and exam-533

ples can boost LLM’s performance in detecting the534

nuances of stance. It is important to note, however,535

that our study’s goal is not to achieve the highest536

classification metrics. Instead, our motivation is537

to expand our understanding of stance, and offer a538

new way of thinking about its analysis.539

Our error analysis shows the most common in-540

cidents of misclassification by the LLM classifier.541

This includes errors made when the model mistakes542

a neutral position with a skeptical or weak position,543

as well as mistakes in distinguishing strong from544

weak versions of a stance. This suggests that de-545

spite the overall success of our model, detecting546

the differences between these positions can still547

be a challenging task and needs further improve-548

ment. This could be linked to some of the known549

reasons for shortcomings of stance detection such550

as insufficiency of annotated data for the context of551

study or the differences between the language used552

for training LLMs and the language used in social553

media. 554

The results of our subreddit-level stance analysis 555

highlight the prevalence of neutral (No Stance) and 556

seeking other users’ opinions (Question) on many 557

of the popular Reddit communities, confirming the 558

tendency of many users on this platform to discuss 559

important issues with others and exchange ideas. 560

This can also be suggested by the names of these 561

subreddits such as AskReddit, AskSocialScience 562

and askaconservative. For example, r/AskReddit’s 563

goal based on its about page is for its subscribers 564

“to ask and answer thought-provoking questions” 565

and r/asksocialscience’s aim is “to provide great 566

answers to social science questions, based on solid 567

theory, practice, and research.” 568

On the other hand, several prominent sociopolit- 569

ical subreddits such as unpopularopinion, change- 570

myview, and TrueUnpopularOpinion have ex- 571

pressed a strong stance against affirmative action. 572

This observation can perhaps be explained by how 573

these communities are named, encouraging their 574

users to express unpopular, unconventional, and 575

sometimes extreme ideas. r/unpopularopinion is a 576

subreddit with more open discussions on controver- 577

sial topics and r/changemyview is “A place to post 578

an opinion you accept may be flawed, in an effort 579

to understand other perspectives on the issue.” 580

The temporal shifts in the frequency of different 581

stances over the timeline of our dataset indicate 582

that until 2014, the majority of posts are inquisitive 583

in nature (with more Questions). We observed an 584

increase in Question stance, with a peak in 2013. 585

This can be linked to the Supreme Court’s deci- 586

sion in the case of Fisher vs. University of Texas 587

at Austin (Purdy, 2014). However, around 2017, 588

No Stance and Strong Against began to dominate 589

the Reddit discourse on AA and experienced a dra- 590

matic increase in the number of posts in 2019. This 591

phenomenon may be related to the reversal of cer- 592

tain affirmative action guidelines by the Trump 593

administration (Times, 2018). For example, a post 594

from 2018 in our dataset mentioned: “Is Trump 595

pro-asian? Don’t get me wrong, I’ve never liked 596

him. But Think about the effects of his policies End 597

to Affirmative Action. Some people say it’s only 598

going to benefit white people, but whatever you say 599

an end to AA is a net benefit to Asian Americans.” 600

Another interesting observation is that the num- 601

ber of posts with favorable views towards AA re- 602

mains persistently low, suggesting the largely un- 603

popular attitude of Reddit users toward AA policies. 604
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This result conflicts with the findings of several sur-605

veys done on the U.S. population that suggest the606

majority of Americans tend to favor AA in colleges,607

despite opposing explicit racial preferences in col-608

lege admissions (Institute, 2024; Pew Research609

Center, 2023). Research also demonstrates that610

public attitudes about AA depend on how people611

are asked about it or the specific context in which612

it is being discussed, such as in higher education or613

the workplace (Pew Research Center, 2023; Petts,614

2022). These findings align with our observations615

when annotating the posts.616

During data annotation, we noticed a significant617

number of posts showed implicit support for the618

core idea behind AA, which is increasing the rep-619

resentation of marginalized people and underrepre-620

sented communities in college and workplace and621

rectifying some of the historical injustices while622

disapproving of the current implementation of AA623

policies and the explicit use of race or gender as a624

factor in assessing applicants. For instance, many625

users suggested that AA policies should be based626

on income level and economic circumstances, in-627

stead of race. i.e., “Is AA on the basis of race628

more important than AA on the basis of economic629

circumstances? Is racial diversity more important630

than other forms of diversity? Is it somehow more631

important to achieve racial representation than632

economic representation? Why?”, and “I under-633

stand that the target is diversity and combating634

institutional racism, but on the basis of statistics,635

that could be achieved purely through looking at636

families’ incomes. Blacks come from statistically637

poorer families and neighborhoods, so naturally,638

when you give an advantage to those with lower639

incomes, you’re also significantly advantaging the640

vast majority of them and achieving diversity.” are641

two examples of such narratives.642

The unfavorable view of Reddit users toward643

AA and its contrast with the overall support of the644

U.S. population for these policies can imply that645

the users on this platform tend to share ideas that646

are relatively controversial and different from the647

average population. In addition, the anonymity648

of users on platforms such as Reddit can exacer-649

bate such viewpoints as users can express various650

forms of offensive, harmful, and sometimes hateful651

views without any serious consequences. This phe-652

nomenon can raise serious concerns over the state653

of online discourse and its impact on the epistemic654

welfare of society.655

Due to the constraints of pushshift API, our 656

dataset does not include the posts around the time 657

the Supreme Court ruled against affirmative action 658

in June 2023. This landmark decision sparked a 659

new wave of debates around AA and similar poli- 660

cies. Therefore, we expect to witness another sig- 661

nificant rise in the number of Reddit posts prior to 662

and following this consequential decision. 663

The extracted keyphrases from the posts reveal 664

several themes. Notions of ‘Race’ and ‘Racism’ 665

and concepts of ‘Discrimination’, ‘Minorities’, ‘Di- 666

versity’ and ’Privilege’ appear consistently across 667

posts with different stances, illustrating the compli- 668

cated nature of this topic and its various implica- 669

tions in society. On the other hand, the repetitive 670

mentions of various demographic groups and polit- 671

ical affiliations showcase multiple dimensions and 672

stakeholders involved in AA discourse. 673

6 Conclusion and Future Work 674

Stance detection is a critical tool in better capturing 675

diverse public views toward a range of controver- 676

sial issues such as affirmative action. We demon- 677

strated the usefulness and applicability of a new 678

set of stance categories in successfully identifying 679

and detecting the public stance toward affirmative 680

action. Particularly, breaking down ‘Favor’ and 681

‘Against’ stances into their strong and weak ver- 682

sions, and adding various types of ‘Question’ and 683

‘Skeptical’ provide a more nuanced understanding 684

of a diverse discourse. We collected over 2500 685

posts from 23 Reddit communities that concen- 686

trate on social, cultural, political discussions, and 687

showed the prevalence of neutrality, questioning 688

and strong opposition toward affirmative action 689

among the users. 690

Future work includes experimenting the applica- 691

bility of these new stances into other controversial 692

domains with conflicting views such as abortion, 693

feminism, climate change etc. Furthermore, we 694

will investigate whether and to what extent mul- 695

tiple stances can co-occur in a post. While we 696

used single stance annotation in this work, explor- 697

ing the availability of multiple stances will further 698

strengthen and enhance our nuanced understanding 699

of the discourse. Lastly, to explore the variations in 700

the affirmative action discourse, it is recommended 701

to compare the language used in social media posts 702

with how news outlets and mass media frame the 703

issue. 704
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7 Limitations705

This work includes several limitations. First, de-706

spite our best efforts to include a wide range of707

opinions, the dataset we collected from 24 sub-708

reddits does not cover the entirety of Affirmative709

Action discourse, as we manually filtered out Red-710

dit communities that were irrelevant to societal,711

cultural, and political discussions. Additionally,712

we acknowledge that Reddit users do not repre-713

sent the entire society since these users tend to be714

from a young, tech-savvy, and college-educated715

background. Such drawbacks impede our ability to716

generalize the findings of this study on affirmative717

action to a broader population. Second, we only ex-718

plored the potential of the 9 new stance categories719

in improving our understanding of Affirmative Ac-720

tion policies, not having tested our approach on721

other datasets from domains that draw public atten-722

tion. Finally, in this work, we only used one stance723

label per post that captures the author’s position724

most succinctly. However, in several occasions,725

more than one label may be applicable to a post, as726

also noted by our annotators. This was particularly727

the case in a number of posts labeld as ‘Skeptical,’728

and ‘Weak Against’. We included a note in our729

final annotated dataset for this situation.730

8 Ethics Statement731

Our data is primarily coming from English-732

speaking populations on one specific social me-733

dia platform, which may not be generalizable to734

other linguistic or cultural contexts. All data was735

publicly available at the time of collection, and736

no direct interaction occurred between researchers737

and users. We adhere to strict data protection mea-738

sures and have slightly altered the quotes to pre-739

serve anonymity and post integrity. We are using740

LLMs that may perpetuate biased ideologies and741

viewpoints. Our model may occasionally overgen-742

eralize the stance, struggling to accurately capture743

the intensity of the speaker’s position and the un-744

derlying intentions of the posts. This tendency to745

overgeneralize could stem from a variety of factors,746

including the inherent limitations of the training747

data or the model’s architectural biases. Address-748

ing these challenges will require further refinement749

of the model’s training process and perhaps more750

nuanced prompt engineering to better differentiate751

between subtle variations in stance and intensity.752
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A List of Subreddits 1005

Table 4 shows the list of final subreddits selected 1006

for our study. Based on the objectives of these 1007

subreddits and close-reading of posts we found 1008

these subreddits to be the most relevant for the 1009

purpose of our study. 1010

B Stance Categories and Definitions 1011

Table 5 shows the final stance labels defined for our 1012

study, along with their definitions and an example 1013

of each. 1014

C Keywords and Themse 1015

Table 6 shows the extracted keyphrases for each 1016
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Subreddits

ApplyingToCollege, asianamerican, AsianMasculinity, askaconservative,
AskALiberal, AskAnAmerican, asklatinamerica, AskReddit, AskSocialScience,
changemyview, Destiny, Libertarian, neoliberal, NeutralPolitics,
NoStupidQuestions, popularopinion, Residency, sociology, supremecourt,
TooAfraidToAsk, TrueAskReddit, TrueUnpopularOpinion, unpopularopinion

Table 4: List of selected subreddits for analysis

D Prompts1018

Figure 2 shows the prompts used for zero and few-1019

shot models for all LLMs. We used a combination1020

of Instructions and/or Definitions as well as Exam-1021

ples for generating labels for each post.1022
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Stance Definition Example

Strong Favor The speaker strongly supports and defends
affirmative action policies, discussing
their necessity and benefits, often using
emotional language in supporting AA.

Affirmative action is absolutely necessary
to increase the diversity of minority
groups in college and create a more equal
society.

Strong Against The speaker strongly opposes affirmative
action policies, their harm and unfairness
and discrimination, often using emotional
language against AA.

There is no question that affirmative
action is racist. Considering someone’s
race above merit for college admission is
just wrong.

Weak Favor The speaker supports affirmative action but
with less intensity and certainty, maybe
even critiquing some aspects of AA but
showing support for it overall.

I think affirmative action, with its flaws,
is still needed. We have not yet reached a
point of true equality so the policies that
support minority groups are still required
in my opinion.

Weak Against The speaker opposes affirmative action but
with less intensity and certainty, maybe
even supporting some aspects of AA but
showing opposition to it overall.

As a Hispanic I dislike affirmative action
on the basis of it being poor compensation
for inadequate K-12 schooling. I’ll preface
this by saying I am a nerdy, progressive,
and Hispanic college student, so this will
probably anger people on the left and
right.

Question The speaker is neutral, asking a relevant
question or seeking opinions of others
about affirmative action without showing
a personal stance.

What do you all think about affirmative
action? I have some information about it
but want to see what others think.

Question Favor The speaker asks a question or seeks
opinions of others about AA, with implicit
support for affirmative action.

Which country (in the world) has done the
most for its disadvantaged groups? Which
country’s affirmative action program has
been the most successful?

Question Against The speaker asks a question or seeks
opinions of others about AA, with an
implicit opposition to affirmative action.

Why don’t college/job applications just
remove the “What race are you?” and “What
gender are you?” from the application?
Wouldn’t a race/gender blind application
process, where applicants are judged only
on grades/test scores, mean equality and
fairness for all?

Skeptical The speaker raises doubt or skepticism
about the relevance, effectiveness or
justification of affirmative action, or
suggesting alternatives to change the
current version of AA.

Affirmative action should be focused
on funding better primary and secondary
education in suburbs with poor minorities.
The exams are held BEFORE they get into
higher education, isn’t the problem there?
Affirmative action is a band aid on a bigger
problem [...].

No Stance The post does not mention affirmative
action or AA is not the main topic discussed
in the post, or the speaker remains fully
impartial and neutral.

Asian Youtuber interviews Asian Harvard
students about its affirmative action
policies...and most of them are too scared
to talk about it.

Table 5: Definition and example of stances
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Stance 10 Most Frequent Keyphrases

Strong Against Discrimination, Racism, Minorities, Race, Diversity, Colleges, Action Racist,
Action Racism, Asians, Blacks

Strong Favor Minorities, Racism, Discrimination, Privilege, Blacks, Males, College
Admissions, Students, Minority Students, Racism Privilege

Weak Against Racism, Minorities, Asians, Colleges, Race, Schools, Women, People,
Governments, Students

Weak Favor Racism, Admissions, Colleges, Discrimination, Minorities, Race, Women,
Privilege, Asians, Schools

Question Race, Colleges, Minorities, People, Schools, Students, Asians, Job,
Applicants, Policy

Question Against Racism, Minorities, Race, Colleges, People, Asians, Discrimination,
Americans, Diversity, Schools

Question Favor People, Colleges, Education, Blacks, Discrimination, Program, Minority
Groups, Increase Diversity, Opportunities, Things

Skeptical Minorities, Discrimination, Race, Diversity, Racism, Policies, Applicants,
Education, Colleges, Women

No Stance Racism, Colleges Admissions, Asians, Minorities, Liberals, Discrimination,
Court, Libertarians, Government, Conservatives

Table 6: Most frequent key-phrases for each stance group

Instruction:

Read the following statement and determine its stance towards Affirmative Action. Respond with one of these labels: 'Strong Favor', 'Weak 
Favor', 'Strong Against', 'Weak Against', 'Question Favor', 'Question Against', 'Question', 'Skeptical', or 'No Stance'��

Definition: 

Affirmative Action Definition: Affirmative Action (AA) represents a set of policies and practices aimed at addressing historical and 
ongoing inequalities in employment, education, and other sectors by providing opportunities to historically marginalized groups. These 
measures are designed to promote diversity and rectify socio-economic disparities caused by past discrimination. 

Definition of Stance: Stance is the expression of the speaker’s standpoint and judgment toward a given target, usually a controversial 
cultural, social, or political topic such as affirmative action. The definition of labels:   

Strong Favor: The speaker strongly supports and defends affirmative action policies, discussing their necessity and benefits, often using 
emotional language in supporting AA.   

Weak Favor: The speaker supports affirmative action but with less intensity and certainty, maybe even critiquing some aspects of AA but 
showing support for it overall.   

Strong Against: The speaker strongly opposes affirmative action policies, their harm and unfairness and discrimination, often using 
emotional language against AA.   

Weak Against: The speaker opposes affirmative action but with less intensity and certainty, maybe even supporting some aspects of AA but 
showing opposition to it overall.   

Question Favor: The speaker asks a question or seeks opinions of others about AA, with an implicit support for affirmative action.   

Question Against: The speaker asks a question or seeks opinions of others about AA, with an implicit opposition to affirmative action.   

Question: The speaker is neutral, asking a relevant question or seeking opinions of others about affirmative action without showing a 
personal stance.   

Skeptical: The speaker raises doubt or skepticism about the relevance, effectiveness or justification of affirmative action, or suggesting 
alternatives to change the current version of AA.   

No Stance: The post does not mention affirmative action or AA is not the main topic discussed in the post, or the speaker remains fully 
impartial and neutral. Also, posts that are very long and contain several paragraph discussing several issues but only briefly mention AA, 
for example in just one sentence, belong to this group since affirmative action is not the main idea in the post.  

Example:

Post: Supreme court will decided next whether affirmative action should be continued or not 

Label: No Stance 

Post: Affirmative action should be based on income level and socioeconomic status, not race, to achieve its goal. America is divided based 
on class, not race. 

Label: Skeptical 

...

Task: 

What is the stance of the following statement toward affirmative action? 

Constraint: 

Only return the stance using one of the mentioned labels , and no additional text. 

Here is the statement:{post} 

Figure 2: Prompts used for classification of stance
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