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Abstract

As a variant of Graph Neural Networks (GNNs), Unfolded GNNs offer enhanced1

interpretability and flexibility over traditional designs. Nevertheless, they still suffer2

from scalability challenges when it comes to the training cost. Although many3

methods have been proposed to address the scalability issues, they mostly focus4

on per-iteration efficiency, without worst-case convergence guarantees. Moreover,5

those methods typically add components to or modify the original model, thus6

possibly breaking the interpretability of Unfolded GNNs. In this paper, we propose7

HERTA: a High-Efficiency and Rigorous Training Algorithm for Unfolded GNNs8

that accelerates the whole training process, achieving a nearly-linear time worst-9

case training guarantee. Crucially, HERTA converges to the optimum of the original10

model, thus preserving the interpretability of Unfolded GNNs. Additionally, as a11

byproduct of HERTA, we propose a new spectral sparsification method applicable12

to normalized and regularized graph Laplacians that ensures tighter bounds for our13

algorithm than existing spectral sparsifiers do. Experiments on real-world datasets14

verify the superiority of HERTA as well as its adaptability to various loss functions15

and optimizers.16

1 Introduction17

Graph Neural Networks (GNNs) have become a powerful modern tool for handling graph data18

because of their strong representational capabilities and ability to explore the relationships between19

data points [22, 2, 42]. Like many deep learning models, GNNs are generally designed by heuristics20

and experience, which makes analyzing and understanding them a difficult task. Unfolded GNNs21

[45] are a type of GNNs that are rigorously derived from an optimization problem, which makes their22

inductive bias and training dynamics easier to interpret.23

Despite their enhanced interpretability, training unfolded models can be extremely expensive, espe-24

cially when the graph is large and (relatively) dense. This issue can come from two aspects:25

1) Slow iterations: in every iteration the whole graph must be fed into the model, and the interactive26

nature of graphs prevents trivially utilizing techniques like mini-batch training;27

2) Slow convergence: the training convergence rate is related to the connectivity of the graph and28

the well-conditionedness of the node features, and the model converges slowly when the data is29

ill-conditioned.30

Many methods have been proposed to address the high cost of training unfolded models [5, 7, 47,31

14, 16, 20], primarily by using graph sampling to enable mini-batch training schemes that reduce the32

per-iteration cost (Issue 1). However, these approaches typically require distorting the underlying33

optimization objective explicitly or implicitly, thus diminishing the rigorous and interpretable nature34

of Unfolded GNNs. Moreover, existing works have mostly focused on per-iteration efficiency, while35
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the convergence rate of the optimization in training Unfolded GNNs (Issue 2) remains un-addressed,36

leading to methods that are not robust to ill-conditioned data.37

We propose HERTA: a High-Efficiency and Rigorous Training Algorithm for Unfolded GNNs,38

which is an algorithmic framework designed to address both Issues 1 and 2, while at the same39

time preserving the rigorous and interpretable nature of Unfolded GNNs. Unlike many existing40

methods that require changing the GNN model or defining a new objective, HERTA converges to41

the optimum of the original training problem, and thus preserves the interpretability of the unfolded42

models. Moreover, HERTA uses a specialized preconditioner to ensure fast linear convergence to the43

optimum, requiring only a logarithmic number of passes over the data. We show empirically that44

HERTA can be used to accelerate training for a variety of GNN objectives, as an extension of popular45

optimization techniques.46

A key novelty of our algorithm lies in the construction of a preconditioner for the GNN objective,47

which accelerates the convergence rate. To construct this preconditioner, we design a spectral48

sparsification method for approximating the squared inverse of a normalized and regularized Laplacian49

matrix, by relying on an extension of the notion of effective resistance to overcome the limitations of50

existing graph sparsification tools. Below, we present an informal statement of our main result.51

Theorem 1.1 (Informal version of Theorem 5.1). HERTA solves the λ-regularized Unfolded GNN52

objective (4.2) with n nodes, m edges and d-dimensional node features to within accuracy ϵ in time53

Õ
(
(m+ nd)

(
log 1

ϵ

)2
+ d3

)
as long as the number of large eigenvalues of the graph Laplacian is54

O(n/λ2).55

In practice, the node feature dimensionality d is generally much smaller than the graph size m, in56

which case, the running time of HERTA is Õ
(
(m+ nd)

(
log 1

ϵ

)2)
. Notice that to describe a typical57

graph dataset with m edges, n nodes and d-dimensional node features, we need at least O(m+ nd)58

float or integer numbers. This shows the essential optimality of HERTA: its running time is of the59

same magnitude as reading the input data (up to logarithm factors).60

The condition that the graph Laplacian has O(n/λ2) large eigenvalues is not strictly necessary; it is61

used here to simplify the time complexity (see Theorem 5.1 for the full statement). This condition is62

also not particularly restrictive, since in most practical settings the GNN parameter λ is chosen as an63

absolute constant. At the same time, it is natural that the complexity of training a GNN depends on64

the number of large eigenvalues in the graph Laplacian, since this quantity can be interpreted as the65

effective dimension in the Laplacian energy function (4.1) used to define the Unfolded GNN (see66

more discussion in Section 5).67

Outline. The paper is organized as follows. In Section 2 we introduce related work. In Section 3 we68

introduce the mathematical notation and concepts used in this paper. We define our problem setting in69

Section 4. In Section 5 we present and analyze our algorithm HERTA, and introduce the techniques70

that are used in proving the main result. We conduct experiments on real-world datasets and show the71

results in Section 6. Finally, we conclude with some potential future directions in Section 7.72

2 Related Work73

Unfolded Graph Neural Networks. Unlike conventional GNN models, which are designed74

mainly by heuristics, the forward layers of Unfolded GNNs are derived by explicitly optimizing a75

graph-regularized target function [48, 45, 26, 25, 46, 50, 1]. This optimization nature of Unfolded76

GNNs allows developing models in a more interpretable and controllable way. The presence of an77

explicit optimization problem allows designers to inject desired properties into the model and better78

understand it. This approach has been used to overcome known GNN issues such as over-smoothing79

[30, 24, 44] and sensitivity towards spurious edges [51, 49].80

Efficient Graph Neural Network Training. In order to address the scalability issue of GNNs, many81

techniques have been proposed. There are two major directions in the exploration of the solutions82

of this issue. The first direction is to adopt sampling methods. These methods include node-wise83

sampling [18], layer-wise sampling [6] and subgraph-wise sampling [7, 20]. The second direction is84

to utilize embeddings from past iterations to enhance current iterations and to obtain more accurate85

representation with mini-batches and fewer forward layers [16, 14, 43].86
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As we indicated in Section 1, all of the above methods aim at addressing Issue 1 (Slow Iterations),87

and none of them achieves a worst-case convergence guarantee without affecting the underlying88

GNN model. In contrast, HERTA addresses both Issue 1 and also Issue 2 (Slow Convergence), and89

possesses a theoretical guarantee on the training convergence rate while preserving the original target90

model.91

Matrix Sketching and Subsampling. Our techniques and analysis are closely related to matrix92

sketching and subsampling, which are primarily studied in the area of Randomized Numerical Linear93

Algebra (RandNLA, [41, 15, 27, 29]). Given a large matrix, by sketching or sampling we compress94

it to a much smaller matrix with certain properties preserved, thus accelerating the solution by95

conducting expensive computations on the smaller matrix. This type of methods lead to improved96

randomized algorithms for tasks including low rank approximation [17, 10, 8], linear system solving97

[32, 13], least squares regression [33, 28] and so on [9]. Our usage of these methods includes98

constructing spectral sparsifiers of graphs, obtained by edge subsampling [35, 36, 23], which are99

central in designing fast solvers for Laplacian linear systems [39, 21, 31].100

3 Preliminaries101

For a vector x, we denote its ℓ2 norm as ∥x∥. We use diag(x) to denote diagonalization of x into a102

matrix. For a matrix M , we use ∥M∥F and ∥M∥ to denote its Frobinius norm and operator norm.103

Let σmax(M) and σmin(M) be the largest and smallest singular value of M respectively, we denote104

its condition number as κ(M) = σmax(M)
σmin(M) . We use nnz(M) to denote the number of non-zero105

entries of M . For two positive semidefinite (PSD) matrices Σ and Σ̃, if there exists ϵ ∈ (0, 1) such106

that(1 − ϵ)Σ̃ ⪯ Σ ⪯ (1 + ϵ)Σ̃, then we say Σ ≈ϵ Σ̃, where ⪯ refers to Loewner order. We use107

δu to denote a vector with u-th entry equal to 1 and all other entries equal to 0. We also use δu,v to108

represent the v-th entry of δu, i.e. δu,v =
{
1 u = v

0 u ̸= v
.109

For a function ℓ : Rd → R that is bounded from bottom, a point w0 is called a solution of ℓ with ϵ110

error rate if it satisfies ℓ(w0) ≤ (1 + ϵ)ℓ∗ where ℓ∗ = infw ℓ(w).111

We adopt big-O notations in the time complexity analysis. Moreover, we use the notation Õ(·) to112

hide polynomial logarithmic factors of the problem size. As an example, O(log(n)) can be expressed113

as Õ(1).114

For a matrix Π ∈ Rs×n, we call it a Gaussian sketch if its entries are i.i.d. N (0, 1/s) random115

variables. For a diagonal matrix R ∈ Rn×n, we call it a diagonal Rademacher matrix if its entries116

are i.i.d. Rademacher random variables. See Appendix A for more detailed introductions.117

4 Problem Setting118

Throughout this paper, we consider a graph G with n nodes and m edges. We denote its adjacency119

matrix by A ∈ Rn×n, degree matrix by D = diag (A1) ∈ Rn×n, where 1 ∈ Rn is a vector with120

all entries equal to 1, and Laplace matrix (or Laplacian) by L = D −A ∈ Rn×n. We also use the121

normalized adjacency Â = D−1/2AD−1/2 and normalized Laplacian L̂ = I − Â. Notice that122

we assume there’s a self-loop for each node to avoid 0-degree nodes, which is commonly ensured123

in GNN implementations [22, 18], and therefore D−1/2 always exists. We also use B ∈ Rm×n to124

represent the incidence matrix of graph G, that is, if the i-th edge in G is (ui, vi), then the i-th row of125

B is δui
− δvi (the order of ui and vi is arbitrary). It is not hard to see that L = B⊤B.126

We also assume that for each node u in the graph, there is a feature vector xu ∈ Rd, and a label127

vector1 yu ∈ Rc attached with it. Let X ∈ Rn×d and Y ∈ Rn×c be the stack of xi-s and yi-s. We128

assume n ≥ max{d, c} and X and Y are both column full rank.129

The Unfolded GNN we consider in this paper is based on TWIRLS [46], which is defined by130

optimizing the following objective (called the “energy function”):131

E(Z;W ) :=
λ

2
Tr
(
Z⊤L̂Z

)
+

1

2
∥Z − f(X;W )∥2F . (4.1)

1We allow the label to be a vector to make the concept more general. When labels are one-hot vectors, the
task is a classification task, and when labels are scalars, it is a regression task.
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Here Z ∈ Rn×c is the optimization variable that can be viewed as the hidden state of the model,132

W is the learnable parameter of the model, and λ > 0 is a hyper-parameter to balance the graph133

structure information and node feature information. Note that f : Rd → Rc is a function of X and is134

parameterized by matrix W .135

For the model training, given a loss function ℓ : Rn×c × Rn×c → R, the training of TWIRLS can be136

represented by the following bi-level optimization problem137

W ∗ ∈ arg min
W∈Rd×c

ℓ [Z∗(W );Y ] (4.2)

s.t. Z∗(W ) ∈ arg min
Z∈Rn×c

E(Z;W ), (4.3)

where the solution of inner problem eq.(4.3) (i.e. Z∗(W )) is viewed as the model output. The outer138

problem eq.(4.2) is viewed as the problem of training.139

In [46], the forward process of TWIRLS is obtained by unfolding the gradient descent algorithm for140

minimizing E given a fixed W :141

Z(t+1) = Z(t) − α∇E
(
Z(t)

)
(4.4)

= (1− αλ− α)Z(t) + αÂZ(t) + αf (X;W ) , (4.5)

where α > 0 is the step size of gradient descent. Notice that we fix W and view E as a function of142

Z. The model output is Z(T ) for a fixed iteration number T . When α is set to a suitable value and T143

is large, it is clear that Z(T ) is an approximation of Z∗ defined in eq.(4.3).144

When T →∞, the output of TWIRLS converges to the unique global optimum of eq.(4.1), which145

has a closed form146

Z∗(W ) = argmin
Z

E(Z) =
(
I + λL̂

)−1

f(X;W ). (4.6)

In this paper, we always assume T →∞ and thus we focus on the closed-form solution defined by147

eq.(4.6).148

The training problem is then defined as optimizing W to minimize the loss function between the149

model output Z∗(W ) and label Y , i.e. ℓ : Rn×d × Rn×c → R.150

5 Algorithm and Analysis151

In this section we present our main algorithm HERTA, give the convergence result and analyze its152

time complexity. We also introduce our key techniques and give a proof sketch for the main result.153

To start we introduce the following notion.154

Definition 5.1 (Effective Laplacian dimension). For normalized Laplacian L̂ and regularization term155

λ > 0, define nλ := Tr

[
L̂
(
L̂+ λ−1I

)−1
]

to be the effective Laplacian dimension of the graph.156

Denote {λi}ni=1 as the eigenvalues of L̂. Then the effective Laplacian dimension can be written as157

nλ =
∑
i

λi

λi+λ−1 . We can see that nλ is roughly the number of eigenvalues of L̂ which are of order158

Ω(λ−1), i.e., the number of “large eigenvalues” mentioned in Theorem 1.1. It is not hard to see that159

nλ ≤ n and nλ → n as λ→∞.160

Intuitively, nλ represents the number of eigen-directions for which the Laplacian regularizer161
λ
2Tr(Z

⊤L̂Z) is large, thus having a significant impact on the energy function (4.1). For the162

remaining eigen-directions which are less significant, the effect of the regularizer is minimal. This163

can also be seen from the closed form solution of the model (4.6): when we apply matrix (I +λL̂)−1164

to a vector, the effect of the Laplacian is dominated by the I term if this vector is aligned with a165

“small” Laplacian eigen-direction (i.e., with an eigenvalue significantly smaller than λ−1), and thus166

the objective is close to the usual unregularized least squares loss.167

Based on the above discussion, it stands to reason that the larger the effective Laplacian dimension168

nλ of the graph, the more work we must do during the training to preserve the graph structure of the169

GNN.170

4



5.1 Main Result171

In this subsection, we present our main theoretical result. Before delving into the specific theorem,172

we first outline the model implementation used in our theoretical analysis. Although we make173

specific assumptions for this analysis, the experiments (see Section 6) demonstrate that our proposed174

algorithm is effective in broader settings beyond those considered here.175

Principally, the implementation of f(X;W ) can be arbitrary as long as it can be trained (i.e.176

computable, smooth, etc.), however, we noticed that in [46], most of the SOTA results are achieved177

by the implementation f(X;W ) = XW where W ∈ Rd×c. Therefore, hereinafter we focus on178

this specific implementation.179

For the simplicity of analysis, we present our theoretical result based on the mean squared error180

(MSE) loss defined as ℓ(Z,Y ) := 1
2 ∥Z − Y ∥2F . Despite this specific choice in the analysis, we181

empirically show in Section 6 that our algorithm also works for cross entropy (CE) loss, which is the182

most commonly used loss function for node classification tasks.183

Under MSE loss, we can decompose the loss into sub-losses for each class, i.e. ℓ [Z∗(W );Y ] =184 ∑c
i=1 ℓi(wi;yi), where wi and yi are the i-th column of W and Y respectively. In the following185

analysis, we will mostly focus on each ℓi. Moreover, we fix yi, and view ℓi as a function of wi.186

Theorem 5.1 (Main result). For any ϵ > 0, with a proper step size η, number of iterations T and187

constant K > 0, Algorithm 1 finds a solution Ŵ ∈ Rd×c in time188

Õ

(
(m+ nd) c

(
log

1

ϵ

)2

+ nλλ
2d+ d3

)
(5.1)

such that with probability 1− 1
n , ℓ

[
Z∗(Ŵ );Y

]
≤ (1 + ϵ) · ℓ∗, where ℓ∗ := minW ℓ [Z∗ (W ;Y )].189

Notice that if we assume nλ = O(n/λ2), then Õ(nλλ
2d) = Õ(nd). By further assuming the number190

of classes c = O(1), we recover the bound given by Theorem 1.1.191

Before heading into the details of HERTA (Algorithm 1), in next subsection we first analyze the192

original (standard) implementation of training TWIRLS and point out the efficiency bottlenecks. We193

then introduce the key techniques and methods we need to prove our main result. Finally we present194

our main algorithm HERTA, and give a proof sketch for Theorem 5.1.195

5.2 Analysis of TWIRLS Training196

In this subsection, we introduce the framework that we use to analyze the complexity of TWIRLS197

training. We also provide a complexity analysis of the original implementation used in [46].198

As noted in Section 4, the whole optimization problem can be viewed as a bi-level optimization prob-199

lem, where the inner-problem eq.(4.3) approximates the linear system solver
(
I + λL̂

)−1

(Xwi −200

ŷi), and the outer problem eq.(4.2) uses the linear system solution to approximate the optimal solution201

of the training loss. When we discuss the solution of outer problems, we treat the solver of the inner202

problem (linear solver) as a black box. We formally define a linear solver as follows.203

Definition 5.2 (Linear solver). For a positive definite matrix H ∈ Rn×n and a real number ϵ > 0,204

we call f : Rn → Rn a linear solver for H with ϵ error rate if it satisfies205

∀u ∈ Rn,
∥∥f(u)−H−1u

∥∥
H
≤ ϵ

∥∥H−1u
∥∥
H
. (5.2)

In [46], the outer problem is also solved by standard gradient descent. The gradient of ℓi (wi) is206

∇ℓi(wi) = X⊤
(
I + λL̂

)−2

(Xwi − ŷi) , (5.3)

where ŷi = (I + λL̂)yi.207

In actual implementation, the matrix inverse is calculated by linear solvers. Suppose that we have208

a linear solver for (I + λL̂) denoted by S, then by embedding it into eq.(5.3) we can obtain the209

gradient approximation as210

∇̃ℓi(wi) := X⊤S [S (Xwi − ŷi)] . (5.4)
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The following convergence result can be derived for this approximate gradient descent. See Appendix211

for the proof.212

Lemma 5.1 (Convergence). If we minimize ℓi using gradient descent with the gradient approx-213

imation defined in eq.(5.4), where S is a linear solver of I + λL̂ with µ error rate satisfying214

µ ≤ min
{

ϵ1/2

50κ(X)λ2 , 1
}

, then, to obtain an ϵ ∈ (0, 1) error rate the outer problem (i.e. ℓi), the215

number of iterations needed is T = O
(
κ log 1

ϵ

)
, where κ := κ(X⊤(I + λL̂)−2X).216

Based on Lemma 5.1, in Appendix B we provide a detailed analysis of the time complexity of217

the implementation used by [46]. From this analysis, one can figure out two bottlenecks of the218

computational complexity for solving TWIRLS: 1) The number of iterations needed for the inner219

loop is dependent on λ; 2) The number of iterations needed for the outer loop is dependent on the220

condition number of the outer problem. Our acceleration algorithm is based on the following two221

observations, which correspond to the aforementioned bottlenecks:222

1. The data matrix in the inner loop is a graph Laplacian plus identity. It is possible to solve223

the linear system defined by this matrix faster by exploiting its structure.224

2. A good enough preconditioner can be constructed for the outer iteration using techniques225

from RandNLA.226

5.3 Key Techniques227

In this subsection, we introduce the mathematical tools that we will use in the proof of our main228

result.229

SDD Solvers. If a symmetric matrix H ∈ Rn×n satisfies230

∀1 ≤ k ≤ n, Hk,k ≥
n∑
i=1

|Hk,i| , (5.5)

it is called a symmetric diagonal dominated (SDD) matrix. It has been shown that the linear system231

defined by sparse SDD matrices can be solved in an efficient way, via a SDD solver [21, 31].232

Since I + λL̂ is indeed a SDD matrix in our problem, we can apply off-the-shelf SDD solvers. In the233

following, we use SSolveϵ(H,u) to denote the SDD solver that calculates H−1u with error rate less234

or equal to ϵ2. From Lemma A.1, the time complexity of calculating SSolveϵ(H;u) is Õ [nnz(H)].235

See Appendix A.2 for details.236

Fast Matrix Multiplication. For a matrix Q ∈ Rn×d where n > d, it is known that calculating237

Q⊤Q takes O(nd2) time if implemented by brute force. In HERTA, we manage to achieve a faster238

calculation of Q⊤Q through Subsampled Randomized Hadamard Transformation (SRHT) [37, 41].239

The key idea of SRHT is to first apply a randomized Hadamard transformation to the matrix to make240

the “information” evenly distributed in each row, then uniformly sample the rows of Q to reduce241

the dimension. In the following, we use Hadamard to represent the Hadamard transformation, see242

Appendix A.3 for the definition of Hadamard as well as a detailed introduction.243

5.4 Regularized Spectral Sparsifier244

It has been shown that for any connected graph with n nodes, (no matter how dense it is) there is245

always a sparsified graph with Õ
(
n
ϵ2

)
edges whose Laplacian is an ϵ-spectral approximation of the246

original graph Laplacian [36]. Although the existence is guaranteed, it is generally hard to construct247

such a sparsified graph. An algorithm that finds such a sparsified graph is called a spectral sparsifier.248

While there has been many existing explorations on constructing spectral sparsifier of a given graph249

with high probability and tolerable time complexity [35, 36, 23], the setting considered in this paper250

is different from the standard one: instead of graph Laplacian L, the matrix we concern is the251

normalized and regularized Laplacian L̂+ λ−1I .252

2Principally, SSolve(H; ·) is a vector function, but for convenience we sometimes also apply it to matrices,
in which case we mean applying it column-wisely. We also use the same convention for other vector functions.
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At first glance, a spectral sparsifier also works for our problem since L̃ ≈ϵ L̂ implies L̃+ λ−1I ≈ϵ253

L̂ + λ−1I . However, it turns out that it is possible to make the bound even tighter if we take into254

account the regularization term λ−1I here. A similar argument is also made in [4]. We note that the255

setting explored in [4] is also different from ours: we consider the normalized Laplacian of a graph,256

which is not a Laplacian of any graph (even allowing weighted edges).257

To this end, we propose a new spectral sparsifier that works for L̂ + λ−1I which is used in our258

problem. This spectral sparsifier reduces the number of edges toO
(
nλ

ϵ2 log n
)
, which, as we discussed259

before, is smaller than O
(
n
ϵ2 log n

)
obtained by standard spectral sparsifier.260

Lemma 5.2 (Regularized spectral sparsifier). Let L̂ be a (normalized) graph Laplacian with m edges261

and n nodes. There exists a constant C such that for any ϵ > 0 and λ > 0, Algorithm 2 outputs262

a (normalized) graph Laplacian L̃ with n nodes and O
(
nλ

ϵ2 log n
)

edges in time Õ(m), such that263

L̃+ λ−1I ≈ϵ L̂+ λ−1I with probability at least 1− 1
2n .264

The basic idea behind Lemma 5.2 is to use ridge leverage score sampling for the normalized incidence265

matrix BD−1/2 [10], which reduces the problem to estimating a regularized version of the effective266

resistance. We modify the existing methods of estimating effective resistance [38] to make it work267

for the normalized and regularized Laplacian.268

Algorithm 1 HERTA: A High-Efficiency and Rigorous
Training Algorithm for TWIRLS

Input: L̂,X,Y , λ, c, K > 0, step size η and num-
ber of iteration T .
Set β = 1

64 , s = Kd
β2 log n, µ = min

{
ϵ1/2

50κ(X)λ2 , 1
}

and R ∈ Rn×n a diagonal Rademacher matrix;
L̃← Sparsify β

3λ
(L̂) by calling Algorithm 2;

Q← SSolve β√
3λ

(
I + λL̃;X

)
;

Q′ ← Hadamard (RQ);
Subsample s rows of Q′ uniformly and obtain Q̃;
P ← Q̃⊤Q̃;
P ′ ← P−1/2;
for i = 1 to c do
ŷi ← (I + λL̂)yi, where yi is the i-th column of
Y ;
Initialize w

(0)
i by all zeros;

for t = 1 to T do
u
(t)
i ←XP

′
w

(t−1)
i − ŷi;

u
(t)′

i ← SSolveµ
(
I + λL̂;u

(t)
i

)
;

u
(t)′′

i ← SSolveµ
(
I + λL̂;u

(t)′

i

)
;

g
(t)
i ← P

′
X⊤u

(t)′′

i ;
w

(t)
i ← w

(t−1)
i − ηg(t)

i ;
end for

end for
Output:

{
w

(T )
i

}c
i=1

.

Algorithm 2 Sparsifyϵ(L̂): Regularized
Spectral Sparsifier

Input: L̂, B̂, λ, C > 0 and expected er-
ror rate ϵ.
Set k = C logm and s = Cnλ logn

ϵ2 ,and
construct Gaussian sketch Π1 ∈
Rk×m,Π2 ∈ Rk×n;
BS ← SSolve21/4(L̂+λ−1I; (Π1B̂)⊤);
ΠS ← SSolve21/4(L̂+ λ−1I;Π⊤

2 );
for i = 1 to m do
l̃i ← ∥BS b̂i∥2 + λ−1∥ΠS b̂i∥2, where
b̂⊤i is the i-th row of B̂;

end for
Z ←

∑m
i=1 l̃i;

Subsample s rows of B̂ with probabilities{
l̃i/Z

}m
i=1

and obtain B̃;

L̃← B̃⊤B̃;
Output: L̃.

269

5.5 Main Algorithm270

Now we are ready to present our main algorithm HERTA, see Algorithm 1. As mentioned before,271

HERTA is composed of two major components: constructing a preconditioner matrix P and applying272

it to the optimization problem. Below we introduce each part.273

Constructing the Preconditioner. For the outer problem which can be ill-conditioned, we first274

precondition it using a preconditioner P ∈ Rd×d which is a constant level spectral approximation of275
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the Hessian, i.e. X⊤
(
I + λL̂

)−2

X . We claim that the matrix P constructed inside Algorithm 1276

indeed satisfies this property.277

Lemma 5.3 (Preconditioner). Let P be the matrix constructed in Algorithm 1. We have P ≈ 1
2

278

X⊤
(
I + λL̂

)−2

X with probability at least 1− 1
n .279

Solving the Outer Problem. After obtaining the preconditioner P which approximates the Hessian280

by a constant level, we use it to precondition the outer problem and provably reduce the condition281

number to a constant. With the new problem being well-conditioned, iterative methods (like gradient282

descent) take much less steps to converge.283

Lemma 5.4 (Well-conditioned Hessian). Let ℓ′ be such that ℓ′(wi) = ℓ(P−1/2wi). Suppose for284

some constant c0 ∈ (0, 1) we have P ≈c0 X⊤
(
I + λL̂

)−2

X , then the condition number of the285

Hessian of ℓ′ is bounded by286

κ
(
∇2ℓ′

)
≤ (1 + c0)

2. (5.6)

Moreover, if w′ is a solution of ℓ′ with ϵ error rate, then P−1/2w′ is a solution of ℓ with ϵ error rate.287

Notice that, the problem ℓ′ defined in Lemma 5.4 can be viewed as the original problem ℓ with X288

being replaced by XP−1/2, therefore we can use Lemma 5.1 and obtain the convergence rate of289

HERTA. With the convergence result and analysis of the running time for each step, we are able to290

prove Theorem 5.1. See Appendix C.7 for the full proof.291

Remark on the Unavoidable λ2 in Runtime. Notice that λ2 appears in the time bound given in292

Theorem 5.1. From the proof in Appendix C.5 we can see that this term originates from the squared293

inverse of I + λL̂. In Appendix D.2, we show that in the worst case even if we approximate a matrix294

to a very high precision, the approximation rate of the corresponding squared version can still be295

worse by a factor of the condition number of the matrix, which in our case leads to the unavoidable296

λ2 in the runtime.297

Remark on Sparsifying the Graph in Each Iteration. Note that in Algorithm 1, we use the298

complete Laplacian L̂ for gradient iterations (i.e., the for-loop), and the graph sampling only occurs299

when constructing the preconditioner P . We note that sampling L̂ in the for-loop can lead to extra300

loss in the gradient estimation, which forces us to sparsify the graph to a very high precision to301

ensure an accurate enough gradient for convergence. This could result in a suboptimal running302

time. Moreover, as discussed in Section 1, the current running time bound for HERTA is optimal303

up to logarithmic factors, which means that there is little to gain from performing extra sampling in304

for-loops. See Appendix D.3 for a more detailed and quantitative discussion.305

6 Experiments306

In this section, we verify our theoretical results through experiments on real world datasets. Since for307

the inner problem we use off-the-shelf SDD solvers, in this section we focus on the outer problem,308

i.e. the training loss convergence rate. In each setting we compare the training loss convergence rate309

of TWIRLS trained by our method against that trained by standard gradient descent using exactly the310

same training hyper-parameters.311

Datasets. We conduct experiments on all of the datasets used in the Section 5.1 of [46]: Cora,312

Citeseer and Pubmed collected by [34], as well as the ogbn-arxiv dataset from the Open Large Graph313

Benchmark (OGB, 19).314

Notice that for Cora, Citeseer and Pubmed, common practice uses the semi-supervised setting315

where there is a small training set and relatively large validation set. As we are comparing training316

convergence rate, we find it more comparative to use a larger training set (which makes solving the317

optimization problem of training more difficult). Therefore, we randomly select 80% of nodes as318

training set for Cora, Citeseer and Pubmed. For OGB, we use the standard training split.319

Due to limited space, we only include the results with λ = 1 and with datasets Citeseer, Pubmed and320

ogbn-arxiv in this section, and delay additional results to Appendix F.321
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6.1 Convergence Rate Comparison Under MSE Loss322

In this section, we compare the convergence rate for models trained with MSE loss, which is well323

aligned with the setting used to derive our theory. We also adopt a variation of HERTA that allows324

using it on other optimizers and apply it on Adam optimizer. See Figure 1 for the results. Notice325

that for each figure, we shift the curve by the minimum value of the loss (which is approximated by326

running HERTA for more epochs) and take logarithm scale to make the comparison clearer.327

From the results, it is clear that on all datasets and all optimizers we consider, HERTA converges328

much faster than standard methods. It generally requires ≤ 10 iterations to get very close to the329

smallest training loss. This shows that the guarantee obtained in our theoretical results (Theorem 5.1)330

not only matches the experiments, but also holds when the setting is slightly changed (using other331

optimizers). Thus, these experimental results verify the universality of HERTA as an optimization332

framework.333

We also conduct extensive experiments with larger λ. See Appendix F for the results. These results334

verify that even when λ is relatively large, HERTA converges very fast, which suggests that the335

dominant term in Theorem 5.1 is the Õ(m) term instead of the Õ(nλλ
2d) term.336

Figure 1: The training loss comparison between
HERTA and standard optimizers on MSE loss
with λ = 1. Left: ogbn-arxiv; Right: pubmed.

Figure 2: The training loss comparison between
HERTA and standard optimizers on CE loss with
λ = 1. Left: ogbn-arxiv; Right: pubmed.

337

6.2 Convergence Rate Comparison under Cross Entropy Loss338

Note that in the theoretical analysis of Section 5, we focus on the MSE loss. However, for graph339

node classification tasks, MSE is not the most commonly used loss. Instead, most node classification340

models use the cross entropy loss. For example, the original TWIRLS paper [46] uses CE loss.341

To this end, we also adopt HERTA on training problems with CE loss. See Appendix E for the details342

of the implementation. The results are displayed in Figure 2. From these results, it is clear that343

HERTA also significantly speeds up training with CE loss. The results demonstrate that although344

originally developed on MSE loss, HERTA is not limited to it and have the flexibility to be applied to345

other type of loss functions.346

Remark on the Surprising Effectiveness of HERTA on Cross Entropy Loss. In Section 6.2, we347

observe that despite not being guaranteed by the theoretical result, HERTA shows a certain degree of348

universality in that it also works on CE loss. We claim that this phenomenon might originate from the349

fact the Hessians of TWIRLS under MSE loss and CE loss are very similar. We provide an analysis350

of the gradient and Hessian of TWIRLS under MSE and CE losses in Appendix D.1. The results351

show that the gradient under CE loss can be viewed as the gradient under MSE loss with one term352

being normalized by softmax, and the Hessian under CE loss can be viewed as a rescaled version of353

the Hessian under MSE loss. These comparisons serve as an explanation of why HERTA works so354

well with CE loss.355

7 Conclusions356

In this paper we present HERTA: a High-Efficiency and Rigorous Training Algorithm that solves the357

problem of training Unfolded GNNs on a graph within a time essentially of the same magnitude as358

the time it takes to load the input data. As a component of HERTA, we also propose a new spectral359

sparsifier that works for normalized and regularized graph Laplacian matrices.360

Experimental results on real world datasets show the effectiveness of HERTA. Moreover, it is shown361

that HERTA works for various loss functions and optimizers, despite being derived from a specific362

loss function and optimizer. This shows the universality of HERTA and verifies that it is ready to use363

in practice. See Appendix D for further discussions and possible extensions of HERTA.364
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A Introduction to the Mathematical Tools513

In the main paper, due to space limitations, our introduction of certain mathematical tools and concepts514

remains brief. In this section, we provide a more comprehensive introduction to the mathematical515

tools utilized in the main paper.516

A.1 Subsampling517

Subsampling is used in multiple places in our Algorithm. When we say subsampling s rows of a518

matrix M ∈ Rn×d with probability {pk}nk=1 and obtain a new matrix M̃ ∈ Rs×d, it means each519

row of M̃ is an i.i.d. random vector which follows the same distribution of a random vector ξ that520

satisfies the following property:521

P
{
ξ =

√
1

spk
mk

}
= pk, (A.1)

where mk is the k-th row of matrix M . It is clear that constructing such a subsampled matrix M̃522

takes time O(sd). Moreover, if pk = 1
n , we say the subsampling is with uniform probability.523

The operator of subsampling s rows of a n-row matrix is clearly a linear transformation. Therefore524

it can be represented by a random matrix S ∈ Rs×n. Notice that when we apply S to a matrix (i.e.525

S ·M ) we don’t actually need to construct such a matrix S and calculate matrix product, since we526

only carry out sampling.527

A.2 SDD Solvers528

As mentioned in the main paper, for a sparse SDD matrix M , it is possible to fast approximate its529

linear solver. The following Lemma A.1 rigorously states the bound we can obtain for SDD solvers.530

Lemma A.1 ([31]). For any SDD matrix M ∈ Rn×n and any real number ϵ > 0, there exists an531

algorithm to construct an operator SSolveϵ (M ; ·), such that SSolveϵ (M ; ·) is a linear solver for532

M with ϵ error rate and for any x ∈ Rn, calculating SSolveϵ(M ;x) takes time533

O

(
m

(
log

1

ϵ

)
poly log(m) poly log (κ(M))

)
, (A.2)

where m = nnz(M).534

A.3 Fast Matrix Multiplication535

As mentioned in the main paper, we use SRHT to achieve fast matrix multiplication. Here we further536

explain this process. We refer interested readers to [37] for more details. For a positive integer537

number n that is a power of 2, the Hadamard transformation of size n is a linear transformation538

recursively defined as follows:539

Hn :=

[
Hn/2 Hn/2

Hn/2 −Hn/2

]
(A.3)

and H1 = 1. For a vector x ∈ Rn, we define540

Hadamard(x) :=
1√
n
Hnx. (A.4)

Notice that when n is not a power of 2, we pad the vector x with 0-s beforehand, therefore the541

requirement of n being a power of 2 is ignored in the actual usage. From its recursive nature, it is not542

hard to see that applying a Hadamard transformation to each column of an n× d matrix only takes543

O(d log n) time.544

Let R ∈ Rn×n be a diagonal matrix whose diagonal entries are i.i.d. Rademacher variables, and545

S ∈ Rs×n be a subsampling matrix with uniform probability and s = O
(
d
β2 log n

)
. For a matrix546

Q ∈ Rn×d, its SRHT with β error rate is defined as547

SRHTβ(Q) := SHadamard (RQ) , (A.5)

which is exactly the matrix Q̃ we use in Algorithm 1. A fast matrix multiplication result can be548

achieved using SRHT.549
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Lemma A.2 ([37]). For matrix Q ∈ Rn×d where n ≥ d and rank(Q) = d, let Q̃ = SRHTβ(Q)550

where β ∈ (0, 1/4), then we have551

Q̃⊤Q̃ ≈β Q⊤Q (A.6)

with probability at least 1− 1
2n .552

B Running Time of the Original Implementation Used in [46]553

In this section we analyze the time complexity of the implementation used in [46], which uses554

gradient descent to solve both inner and outer problem.555

Inner Problem Analysis. We first analyze the time complexity of the inner problem solver used in556

[46]. Recall that for the inner problem eq.(4.3), we need to find an approximation of the linear solver557

of I+λL̂. In [46], it is implemented by a standard gradient descent. Here we consider approximately558

solving the following least square problem by gradient descent:559

v = arg min
v∈Rn

1

2

∥∥∥(I + λL̂
)
v − u

∥∥∥2
2
. (B.1)

The gradient step with step size µ is:560

v(t+1) = (1− µ)
(
I + λL̂

)2
v(t) + η

(
I + λL̂

)
u. (B.2)

Theorem B.1 (Inner Analysis). If we update v(t) through eq.(B.2) with initialization v(0) = 0 and a561

proper η, then after T = O
(
λ2 log λ

ϵ2

)
iterations we can get562 ∥∥∥∥v(T ) −

(
I + λL̂

)−1

u

∥∥∥∥
(I+λL̂)

≤ ϵ

∥∥∥∥(I + λL̂
)−1

u

∥∥∥∥
(I+λL̂)

(B.3)

for any ϵ ∈ (0, 1).563

Proof. Let H = I + λL̂. Notice that the strongly convexity and Lipschitz constant of Problem564

eq.(B.1) is C = 1 and L ≤ 9λ2 respectively. From Lemma C.1, take η = 1
L and v(0) = 0, we have565

∥Hv(T ) − u∥2 ≤ (1− 9λ2)T ∥u∥2 (B.4)

for any T ∈ N. Therefore,566

∥v(T ) −H−1u∥2H
∥H−1u∥2H

=
∥Hv(T ) − u∥2H−1

∥u∥2H−1

(B.5)

≤ 3λ
∥Hv(T ) − u∥22

∥u∥22
(B.6)

≤ 3λ(1− 9λ2)T . (B.7)

To obtain an error rate ϵ, the smallest number of iterations T needed is567

T =

(
log

1

1− (9λ2)−1

)−1

log
3λ

ϵ2
+ 1 = O

[(
log

1

1− λ−2

)−1

log
κ

ϵ2

]
= O

(
λ2 log

λ

ϵ2

)
.

(B.8)

568

Overall Running Time. As we proved above in Theorem B.1, the number of iterations needed for569

solving the inner problem to error rate β with the implementation of [46] is Õ
(
λ2 log 1

β

)
, which570

is related to the hyper-parameter λ. For each inner iteration (i.e. eq.(B.2)), we need to compute571

(I + λL)(Xw − ŷ). Since this is a sparse matrix multiplication, the complexity of this step is572

O(m+ nd). Putting things together, we have the time complexity of calling inner problem solver is573

Õ
(
(m+ nd)λ2 log 1

β

)
.574
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From Lemma 5.1, the number of outer iterations needed is Õ
(
κo log

1
ϵ

)
, where κo is the condition575

number of the outer problem. Moreover, Lemma 5.1 also indicates that we require β ≤ ϵ1/2

25κ(X)λ , so576

solving inner problem takes Õ(λ2 log 1/β) = Õ(λ2 log 1/ϵ). In each outer iteration, we need to call577

inner problem solver constant times, and as well as performing constant matrix vector multiplications578

whose complexity is O(nd). Therefore the overall running time of solving the training problem is579

Õ
[
κo
(
λ2(m+ nd) + nd

) (
log 1

ϵ

)2]
.580

C Proof of Theoretical Results581

We first note that since L̂ is normalized, all the eigenvalues of L̂ are in the range [0, 2). Therefore,582

we have σmin(I + λL̂) = 1 and σmax(I + λL̂) ≤ 1 + 2λ. In the whole paper we view λ as a large583

value (i.e. λ≫ 1). In practice, it is possible to use a small λ, in which case the algorithm works no584

worse than the case where λ = 1. Therefore the λ used in the paper should actually be understood as585

max{λ, 1}. With this assumption, below we assume σmax(I + λL̂) ≤ 3λ for convenience.586

C.1 Descent Lemma587

In this subsection, we introduce a descent lemma that we will use to analyze the convergence rate.588

This is a standard result in convex optimization, and we refer interested readers to [3] for more details.589

Lemma C.1. If ℓ : Rd → R is L-Lipschitz smooth and c-strongly convex, and we have a sequence of590

points
{
w(t)

}T
t=1

in Rd such that591

w(t+1) = w(t) − ηg(t), (C.1)

where
∥∥g(t) −∇ℓ

(
w(t)

)∥∥
2
≤ γ

∥∥∇ℓ (w(t)
)∥∥

2
and γ < 1, η = 1−γ

(1+γ)2L , then we have592

ℓ
(
w(T )

)
− ℓ∗ ≤

[
1− κ−1

(
1− γ
1 + γ

)2
]T [

ℓ
(
w(0)

)
− ℓ∗

]
, (C.2)

where ℓ∗ = infw∈Rd ℓ(w) and κ = L
c .593

Proof. From the condition
∥∥g(t) −∇ℓ

(
w(t)

)∥∥
2
≤ γ

∥∥∇ℓ (w(t)
)∥∥

2
, we have that594

(1− γ)∥g(t)∥2 ≤
∥∥∥∇ℓ(w(t)

)∥∥∥
2
≤ (1 + γ)∥g(t)∥2 (C.3)

and595

−2
〈
g(t),∇ℓ

(
w(t)

)〉
=
∥∥∥g(t) −∇ℓ

(
w(t)

)∥∥∥2
2
−
∥∥∥g(t)

∥∥∥2
2
−
∥∥∥∇ℓ(w(t)

)∥∥∥2
2

(C.4)

≤
[
(γ2 − 1)− (1− γ)2

] ∥∥∥∇ℓ(w(t)
)∥∥∥2

2
(C.5)

= 2(γ − 1)
∥∥∥∇ℓ(w(t)

)∥∥∥2
2

(C.6)

From Lipschitz smoothness, we have596

ℓ
(
w(t+1)

)
− ℓ

(
w(t)

)
≤ −η

〈
g(t),∇ℓ

(
w(t)

)〉
+

1

2
Lη2∥g(t)∥22 (C.7)

≤
(
η(γ − 1) +

1

2
Lη2(1 + γ)2

)∥∥∥∇ℓ(w(t)
)∥∥∥2

2
. (C.8)

It’s not hard to show that the optimal η for eq.(C.8) is η = 1−γ
L(1+γ)2 . Substituting η = 1−γ

L(1+γ)2 to597

eq.(C.8) and use convexity we can get598

ℓ
(
w(t+1)

)
− ℓ∗ ≤

[
ℓ
(
w(t)

)
− ℓ∗

]
− (1− γ)2

2L(1 + γ)2

∥∥∥∇ℓ(w(t)
)∥∥∥2

2
(C.9)

≤
[
ℓ
(
w(t)

)
− ℓ∗

]
− c(1− γ)2

L(1 + γ)2

[
ℓ
(
w(t)

)
− ℓ∗

]
(C.10)
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By induction we have599

ℓ
(
w(T )

)
− ℓ∗ ≤

[
1− κ−1

(
1− γ
1 + γ

)2
]T [

ℓ
(
w(0)

)
− ℓ∗

]
. (C.11)

600

C.2 Bound of Loss Value by Gradient601

In this subsection, we derive an inequality that allows us to bound the value of loss function by the602

norm of gradient.603

Lemma C.2. If ℓ : Rd → R is a C -strongly convex and smooth function, and w∗ =604

argminw∈Rd ℓ(w) is a global optimal, then for any w ∈ Rd and ϵ ∈ (0, 1), we have605

ℓ(w) ≤ max

{
(1 + ϵ)ℓ(w∗),

1

ϵC
∥∇ℓ(w)∥2

}
. (C.12)

Proof. Using the inequality (4.12) from [3], we have606

ℓ(w) ≤ 1

2C
∥∇ℓ(w)∥2 + ℓ(w∗). (C.13)

If ℓ(w) ≥ (1 + ϵ)ℓ(w∗), we have607

ℓ(w) ≤ 1

2C
∥∇ℓ(w)∥2 + 1

1 + ϵ
ℓ(w). (C.14)

Shifting the terms in eq.(C.14) gives ℓ(w) ≤ 1+ϵ
2C ϵ∥∇ℓ(w)∥2 ≤ 1

ϵC ∥∇ℓ(w)∥2, which proves the608

claim.609

610

C.3 Proof of Lemma 5.1611

Given a point w ∈ Rd, we first consider the error between the estimated gradient ∇̃ℓi(w) and the612

true gradient∇ℓi(w). Below we denote H = I +λL̂ and z = Xw− ŷi. It’s not hard to notice that613

ℓi(w) = 1
2

∥∥H−1z
∥∥2 and∇ℓi(w) = X⊤H−2z. Moreover, we denote ℓ∗i = infw ℓ

∗
i as the optimal614

value of ℓi.615

we have616 ∥∥∥∇̃ℓi(w)−∇ℓi(w)
∥∥∥ =

∥∥X⊤ [S (H−1z
)
−H−2z + S(S(z))− S

(
H−1z

)]∥∥ (C.15)

≤
∥∥X⊤ [S (H−1z

)
−H−2z

]∥∥+ ∥∥X⊤ [S(S(z)−H−1z)
]∥∥ . (C.16)

As shown, the gradient error can be decomposed into two terms, namely
∥∥∥∇̃ℓi(w)−∇ℓi(w)

∥∥∥ =617

E1 + E2, where E1 =
∥∥X⊤ [S (H−1z

)
−H−2z

]∥∥ and E2 =
∥∥X⊤ [S(S(z)−H−1z)

]∥∥.618

Below we analyze each part separately.619

Notice that, as we assumed X is full-rank, ℓi is a strongly convex function with parameter C =620

σmin

(
X⊤H−2X

)
≥ σmin(X)2

9λ2 . Let D =
{
w ∈ Rd

∣∣ ℓi(w) ≤ (1 + ϵ)ℓ∗i
}

. If w ∈ D, then w is621

already a good enough solution. Below we assume w ̸∈ D, in which case by Lemma C.2, we have622

ℓi(w) ≤ 1
ϵC ∥∇ℓi(w)∥2, which means623

∥∥H−1z
∥∥2 ≤ 2

C ϵ

∥∥X−1H−2z
∥∥2 ≤ 18λ2

σmin(X)2ϵ
. (C.17)
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For E1, we have624

E1 =
∥∥X⊤ [S (H−1z

)
−H−2z

]∥∥
2

(C.18)

≤ σmax(X)
∥∥S (H−1z

)
−H−2z

∥∥
2

(C.19)

≤ σmax(X)
∥∥S (H−1z

)
−H−2z

∥∥
H

(C.20)

≤ σmax(X)µ
∥∥H−2z

∥∥
H

(C.21)

≤ σmax(X)µ
∥∥H−1z

∥∥
2

(C.22)

≤
√

18

ϵ
κ(X)λµ

∥∥X⊤H−2z
∥∥
2

(C.23)

≤ 5ϵ−1/2κ(X)λµ∥∇ℓi(w)∥2. (C.24)

For E2, we have625

E2 =
∥∥X⊤ [S(S(z)−H−1z)

]∥∥
2

(C.25)

≤ σmax(X)(1 + µ)∥H−1
(
S(z)−H−1z

)
∥H (C.26)

≤ σmax(X)(1 + µ)∥S(z)−H−1z∥H (C.27)

≤ σmax(X)(1 + µ)µ∥H−1z∥H (C.28)

≤
√

18

ϵ
κ(X)(1 + µ)µλ

√
3λ∥X⊤H−2z∥2 (C.29)

≤ 20ϵ−1/2κ(X)µλ2∥∇ℓi(wi)∥2. (C.30)

Combine the bound of E1 and E2, we have626 ∥∥∥∇̃ℓi(wi)−∇ℓi(wi)
∥∥∥ ≤ E1 + E2 ≤ 25ϵ−1/2κ(X)µλ2∥∇ℓi(wi)∥2. (C.31)

Now, consider the optimization. Let
{
w

(t)
i

}T
t=1

be a sequence such that627

w
(t+1)
i = w(t) − η

˜
∇ℓi

(
w

(t)
i

)
. (C.32)

Let κ be the condition number of X⊤H−2X and let ℓ∗i be the optimal value of ℓi. Let γ =628

25ϵ−1/2κ(X)λ2µ ≤ 1
2 . From Lemma C.1, we have with a proper value of η,629

ℓi

(
w

(T )
i

)
− ℓ∗ ≤

(
1−

(
1− γ
1 + γ

)2

κ−1

)T [
ℓi

(
w

(0)
i

)
− ℓ∗i

]
(C.33)

≤
(
1− (9κ)−1

)T [
ℓi

(
w

(0)
i

)
− ℓ∗i

]
. (C.34)

Therefore, the number of iterations T required to achieve ϵ error rate is630

T = O

((
log

1

1− (9κ)−1

)−1

log
1

ϵ

)
= O

(
κ log

1

ϵ

)
. (C.35)

C.4 Proof of Lemma 5.2631

The basic idea of Algorithm 2 is to use ridge leverage score sampling methods to obtain a spectral632

sparsifier. Let B̂ = BD−1/2 be the normalized incidence matrix and b̂i the i-th row of B̂. Given633

λ−1 > 0, for i ∈ {1, 2, · · · ,m}, the i-th ridge leverage score is defined as634

li := b̂⊤i (L̂+ λ−1I)−1b̂i (C.36)

= b̂⊤i (L̂+ λ−1I)−1L̂(L̂+ λ−1I)−1b̂i + λ−1b̂⊤i (L̂+ λ−1I)−2b̂i (C.37)

= ∥B̂(L̂+ λ−1I)−1b̂i∥2 + λ−1∥(L̂+ λ−1I)−1b̂i∥2. (C.38)
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It is not affordable to compute all the m ridge leverage scores exactly. Therefore, we first use635

Johnson–Lindenstrauss lemma to reduce the dimension. Recall that in Algorithm 2 we define636

Π1 ∈ Rk×m and Π2 ∈ Rk×n to be Gaussian sketches (that is, each entry of the matrices are i.i.d637

Gaussian random variables N (0, 1/k)). We set k = O(logm), and by using Lemma C.3 we have638

the following claim holds with probability at least 1− 1
8n :639

∥Π1B̂(L̂+ λ−1I)−1b̂i∥ ≈21/4−1 ∥B̂(L̂+ λ−1I)−1b̂i∥ for all i ∈ {1, 2, · · · ,m}. (C.39)

Similarly,the following claim also holds with probability at least 1− 1
8n :640

∥Π2(L̂+ λ−1I)−1b̂i∥ ≈21/4−1 ∥(L̂+ λ−1I)−1b̂i∥ for all i ∈ {1, 2, · · · ,m}. (C.40)

By summing over above two inequalities (after squared) and taking an union bound, with probability641

1− 1
4n we have642

∥Π1B̂(L̂+ λ−1I)−1b̂i∥2 + λ−1∥Π2(L̂+ λ−1I)−1b̂i∥2 ≈√
2−1 li for all i ∈ {1, 2, · · · ,m}.

(C.41)

However it is still too expensive to compute Π1B̂(L̂ + λ−1I)−1 and Π2(L̂ + λ−1I)−1, since643

computing (L̂ + λ−1I)−1 itself takes prohibitive O(n3) time. Instead, notice that L̂ + λ−1I is a644

SDD matrix, thus we can apply the SDD solver to the k columns of matrix (Π1B̂)⊤ and (Π2)
⊤645

respectively. According to Lemma A.1, there is a linear operator SSolveϵ(L̂+ λ−1I;x) that runs in646

time Õ(nnz(L̂+ λ−1I) · log 1/ϵ) = Õ(m log 1/ϵ) such that for any x⊤ ∈ Rn, it outputs x̃ that satis-647

fies ∥x̃−x⊤(L̂+ λ−1I)−1∥L̂+λ−1I ≤ ϵ∥x
⊤(L̂+ λ−1)∥L̂+λ−1I . For our purpose we set ϵ = 21/4.648

Denote BS as the matrix obtained by applying each column of (Π1B̂)⊤ to SSolveϵ(L̂+ λ−1I;x),649

that is, the j-th row of SSolve21/4(L̂+ λ−1I; (Π1B̂)⊤j ). Similarly we denote ΠS as the matrix with650

j-th row equals to SSolve21/4(L̂+ λ−1I; (Π2)
⊤
j ). By using Lemma A.1 to both solvers we have651

∥BS b̂i∥2 + λ−1∥ΠS b̂i∥2 ≈√
2−1 ∥Π1B̂(L̂+ λ−1I)−1b̂i∥2 + λ−1∥Π2(L̂+ λ−1I)−1b̂i∥2

(C.42)

for all i ∈ {1, 2, · · · ,m}. By eq.(C.41) and eq.(C.42), if we set l̃i := ∥BS b̂i∥2 + λ−1∥ΠS b̂i∥2,652

then with probability 1− 1
4n , we obtain all the approximation of ridge leverage scores {l̃i}mi=1 such653

that l̃i ≈1/2 li holds for all i. Notice that since BS ,ΠS ∈ Rk×n, and that each b̂i only contains 2654

non-zero entries, thus it takes Õ(k ·m) to pre-compute BS and ΠS , and takes O(2k ·m) to compute655

{BS b̂i,ΠS b̂i}mi=1. To summarize, computing all l̃i takes Õ(km) = Õ(m logm) = Õ(m). With656

these ridge leverage score approximations, we apply Lemma C.4 to matrix B̂ with choice δ = 1/4n.657

By setting L̃ := B̂⊤S⊤SB̂ we have L̃+ λ−1I ≈ϵ L̂+ λ−1I holds with probability 1− 1/4n. By658

applying another union bound we obtain our final result:659

L̃+ λ−1I ≈ϵ L̂+ λ−1I with probability 1− 1

2n
. (C.43)

Finally, according to Lemma C.4, the number of edges of L̃ is s = Cnλ log(n
2)/ϵ2 =660

O(nλ log n/ϵ
2). Since the last step of computing L̃ = (SB̂)⊤(SB̂) only takes O(s) = Õ(nλ/ϵ

2)661

due to the sparsity of B̂, the overall time complexity of Algorithm 2 is Õ(m+ nλ/ϵ
2).662

Lemma C.3 (Johnson–Lindenstrauss, [12]). Let Π ∈ Rk×n be Gaussian sketch matrix with each663

entry independent and equal to N (0, 1/k) where N (0, 1) denotes a standard Gaussian random664

variable. If we choose k = O
(

log(1/δ)
ϵ2

)
, then for any vector x ∈ Rn, with probability 1− δ we have665

(1− ϵ)∥x∥ ≤ ∥Πx∥ ≤ (1 + ϵ)∥x∥. (C.44)

Lemma C.4 (Spectral approximation, [11]). Let S be an s×m subsampling matrix with probabilities666

pi = ℓ̃i/Z where ℓ̃i ≈1/2 ℓi and Z is the normalization constant. If we have s ≥ Cnλ log(n/δ)/ϵ2667

for some constant C > 0 and ϵ, δ ∈ (0, 1/2], then we have668

B̂⊤S⊤SB̂ + λ−1I ≈ϵ B̂⊤B̂ + λ−1I (C.45)

holds with probability 1− δ. Here nλ = Tr[L̂(L̂+ λ−1I)−1].669
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C.5 Proof of Lemma 5.3670

We first prove a lemma which is related to the approximation rate of squared matrices.671

Lemma C.5. Suppose that Σ and Σ̃ are two n × n PD matrices, and Σ̃ ≈ β
κ
Σ, where κ is the672

condition number of Σ and β ∈
(
0, 18

)
, then we have673

Σ̃2 ≈8β Σ2. (C.46)

Proof. Let ϵ = β
κ . The condition Σ ≈ϵ Σ̃ implies that

∥∥∥Σ− Σ̃
∥∥∥ ≤ ϵ ∥Σ∥. We have674 ∥∥∥(Σ− Σ̃

)
x
∥∥∥ =

∥∥∥(Σ− Σ̃
)
Σ−1Σx

∥∥∥ (C.47)

≤
∥∥∥(Σ− Σ̃

)
Σ−1

∥∥∥× ∥Σx∥ (C.48)

≤
∥∥∥(Σ− Σ̃

)∥∥∥∥∥Σ−1
∥∥× ∥Σx∥ (C.49)

≤ ϵ ∥Σ∥
∥∥Σ−1

∥∥× ∥Σx∥ (C.50)

= ϵκ ∥Σx∥ (C.51)
= β ∥Σx∥ . (C.52)

For any x ∈ Rn, by triangle inequality we have675

∥Σx∥ −
∥∥∥(Σ− Σ̃

)
x
∥∥∥ ≤ ∥∥∥Σ̃x

∥∥∥ ≤ ∥Σx∥+
∥∥∥(Σ− Σ̃

)
x
∥∥∥ . (C.53)

Subtracting the inequality
∥∥∥(Σ− Σ̃

)
x
∥∥∥ ≤ β ∥Σx∥ we derived before into eq.(C.53) and squaring676

all sides, we have677

(1− β)2x⊤Σ2x ≤ x⊤Σ̃x ≤ (1 + β)2x⊤Σ2x. (C.54)

Since 0 < β < 1
8 , the claim is proved.678

Let T = X⊤
(
I + λL̂

)−2

X be the true Hessian. Let T̃ = X⊤
(
I + λL̃

)−2

X be the approxi-679

mated Hessian using sparsified Laplacian L̃. By Lemma 5.2, I + λL̃ ≈ β
3λ

I + λL with probability680

at least 1− 1
2n . From Lemma C.5, we have T̃ ≈8β T .681

Next, we show that Q⊤Q ≈O(β) T . Let H̃ = I + λL̃. Let S be the operator defined by682

SSolve β√
3λ

(
H̃, ·

)
, i.e. qj = S(xj) where qj and xj are the j-th column of Q and X respectively.683

From Lemma A.1 we have for any z ∈ Rd,684

∥∥∥Qz − H̃−1Xz
∥∥∥2
2
=

∥∥∥∥∥∥
d∑
j=1

zj

(
S(xj)− H̃xj

)∥∥∥∥∥∥
2

2

(C.55)

=

∥∥∥∥∥∥S
 d∑
j=1

zjxj

− H̃

 d∑
j=1

zjxj

∥∥∥∥∥∥
2

2

(C.56)

≤ β2

3λ

∥∥∥H̃−1Xz
∥∥∥2
H̃

(C.57)

≤ β2∥H̃−1Xz∥22. (C.58)

Therefore we have685

(1− β)∥H̃−1Xz∥2 ≤ ∥Qz∥ ≤ (1 + β)∥H̃−1Xz∥2, (C.59)
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and this is equivalent to686

(1− β)2z⊤(XH̃−2X)z ≤ z⊤Q⊤Qz ≤ (1 + β)2z⊤
(
X⊤H̃−2X

)
z. (C.60)

Notice that X⊤H̃−2X = T̃ . We conclude that Q⊤Q ≈2β+β2 T̃ . When β < 1
8 , we have687

Q⊤Q ≈4β T̃ .688

Lastly, from Lemma A.2 and the discussions in Appendix A.3, we have there exists a constant689

C ′ ∈ (0, 1/4), such that690

P = Q̃⊤Q̃ ≈C′ Q⊤Q (C.61)

with probability at least 1− 1
2n .691

Put the results above together and we get692

P ≈12β+C′ T . (C.62)

Notice that 12β + C ′ < 1
2 . Using a union bound can prove that the fail probability of this whole693

process is bounded by 1
n .694

C.6 Proof of Lemma 5.4695

Let F = (I + λL̂)X . We have the Hessian of ℓ′ is696

∇2ℓ′ = P− 1
2F⊤FP− 1

2 . (C.63)

From the condition that P ≈c0 F⊤F , we have F⊤F ⪯ (1 + c0)P , which implies697

P−1/2F⊤FP−1/2 ⪯ (1 + c0)I. (C.64)

Similarly, since P ⪯ (1 + c0)F
⊤F , we have698 (

F⊤F
)−1 ⪯ (1 + c0)P

−1, (C.65)
which implies699 [

λmin(P
−1/2F⊤FP−1/2)

]−1

= λmax

(
P 1/2

(
F⊤F

)−1
P 1/2

)
(C.66)

≤ 1 + c0. (C.67)
.700

Notice that ℓ′ and ℓ have the same global optimal value, let it be ℓ∗. For any w′ satisfies ℓ′(w′)−ℓ∗ ≤701

γ, we have702

ℓ
(
P 1/2w′

)
− ℓ∗ = ℓ′(w′)− ℓ∗ ≤ γ. (C.68)

Therefore, if w′ is a solution of ℓ′ with ϵ error rate, then P 1/2w′ is a solution of ℓ with ϵ error rate.703

C.7 Proof of Theorem 5.1704

As we noted in the main paper, Algorithm 1 is composed by two components: constructing the705

preconditioner P and applying it to the optimization.706

Constructing the Preconditioner. From Lemma 5.2, the first step that applies spectral sparsifier707

to get L̃ requires Õ(m) time and the number of non-zero entries in L̃ is Õ
(
nλλ

2
)
. By Lemma A.1,708

running the SDD solver with error rate β
3λ in the second step requires Õ

(
nλλ

2
)

time. Notice that709

since X is an n × d matrix, we actually need to run SDD solver for d times, and this introduces710

another d factor in the time complexity.711

As we noted in Appendix A.3, applying the Hadamard transformation to RQ requires Õ(d) time,712

and applying the subsampling requires Õ(n) time. Since Q̃ ∈ Rs×d, calculating P = Q̃⊤Q713

requires O(d2s) time. Since s = Õ(d), this step takes Õ(d3) time. We use brute force to calculate714

P ′ = P−1/2, and this takes O(d3) time.715

As a summary, constructing the preconditioner P ′ takes Õ(nλλ
2d+ nd+ d3) time. Notice that we716

only perform this step once during the whole algorithm.717
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Performing the Iterations. Next we consider the time required for each iteration. We calculate718

u(t) from right to left and it takes O(nd) time. Next, we need to perform two SDD solvers with error719

rate µ. From Lemma A.1, it takes Õ
[
m log

(
1
µ

)]
, which is Õ

[
m log

(
1
ϵ

)]
. Calculating g(t) and720

w(t) is straight-forward and takes Õ(nd) time.721

To conclude, performing each iteration requires Õ
[
m log

(
1
ϵ

)
+ nd

]
time. By Lemma 5.1 and722

Lemma 5.3, with a proper step size, the number of iterations needed for solving outer problem is723

Õ (log 1/ϵ).724

Combining the analysis above together, to overall complexity is725

Õ

[
nλλ

2d+ nd+ d3 +

(
m log

(
1

ϵ

)
+ nd

)
log

(
1

ϵ

)]
= Õ

(
nλλ

2d+ d3 + (m+ nd) (log 1/ϵ)
2
)
,

(C.69)
which proves the claim.726

D Further Discussions727

In this section, we extend some of the discussions in the main paper.728

D.1 An Analysis of CE Loss v.s. MSE Loss729

Although HERTA is derived from MSE loss, the experiment result shows it also works on CE loss. In730

this subsection we provide an analysis showing the similarity of the gradient and Hessian of TWIRLS731

on CE loss and MSE loss, to offer a intuitive explanation why a method that is derived from MSE732

loss can work on CE loss.733

In this section, for a node u ∈ {1, 2, · · · , n}, we use y(u) ∈ Rc to represent the u-th row of Y734

(notice we use super-script here to distinguish from yi used before), hu ∈ Rn to represent the u-th735

row of
(
I + λL̂

)−1

. For p ∈ {1, 2, · · · d}, we use xp ∈ Rn to denote the p-th column of X . For736

i ∈ {1, 2, · · · c}, we use y(u)i to denote the i-th entry of y(u) (or in other words the (u, i)-th entry of737

Y ), and wp,i to denote the (p, i)-th entry of W .738

The MSE loss of TWIRLS can be decomposed into summation of sub-losses of each node, i.e.739

ℓ(W ) =

n∑
u=1

1

2

∥∥∥h⊤
uXW − y(u)

∥∥∥2
F
=

n∑
u=1

ℓ(u) (W ) , (D.1)

where ℓ(u)(W ) = 1
2

∥∥W⊤X⊤hu − y(u)
∥∥2
F . For a specific class i ∈ {1, 2, · · · , c}, we have the740

gradient of ℓ(u) w.r.t. wi is741

∂ℓ(u)

∂wi
= X⊤huh

⊤
uXwi −X⊤hu × y(u)i . (D.2)

It is not hard to see from eq.(D.2) that the Hessian of ℓ(u) with respect to wi is742

∇2
wi
ℓ(u) (W ) = X⊤huh

⊤
uX. (D.3)

For classification tasks, the target y(u)-s are one-hot vectors representing the class of the node. Notice743

when we calculate cross entropy loss, we use softmax to normalize it before feeding it into the loss744

function. In the following for a vector v ∈ Rc whose i-th entry is vi, we define745

softmax(v)i =
exp(vi)∑c
j=1 exp(vj)

. (D.4)

Suppose the u-th node belongs to class k, then the cross entropy loss of the u-th node is defined as746

CE(u)(W ) = − log softmax
(
h⊤
uXW

)
k

(D.5)

= −h⊤
uXwk + log

c∑
j=1

exp
(
h⊤
uXwj

)
, (D.6)
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The gradient of CE(u) w.r.t. wi is747

∂CE(u)

∂wi
= −δi,k ×X⊤hu +

X⊤hu exp
(
h⊤
uXwi

)∑c
j=1 exp (h

⊤
uXwj)

(D.7)

= X⊤husoftmax
(
h⊤
uXW

)
i
−X⊤hu × y(u)i . (D.8)

By taking another partial differentiation, we have748

∂2CE(u)

∂wp,i∂wq,i
=

(
x⊤
p hu

) (
x⊤
q hu

)
exp

(
h⊤
uXwi

)∑c
j=1 exp (h

⊤
uXwj)

−
(
x⊤
p hu

) (
x⊤
q hu

) [
exp

(
h⊤
uXwi

)]2[∑c
j=1 exp (h

⊤
uXwj)

]2 (D.9)

=
(
x⊤
p hu

) (
x⊤
q hu

) [
si − s2i

]
, (D.10)

where si = softmax
(
h⊤
uXW

)
i
. Rewriting eq.(D.10) into matrix form, we have749

∇2
wi

CE(u)(W ) = (si − s2i )X⊤huh
⊤
uX. (D.11)

Comparing eq.(D.2) and eq.(D.8), we can notice that the gradient of MSE loss and CE loss are750

essentially the same except the term h⊤
uXwi in eq.(D.2) is normalized by softmax in eq.(D.8).751

Additionally, by comparing the Hessian of MSE loss eq.(D.3) and the Hessian of CE loss eq.(D.11),752

we have the latter is a rescaled version of the former. These similarities intuitively explains why our753

method can be also used on CE loss.754

D.2 The Unavoidable λ2 in the Running Time755

Lemma C.5 essentially states the following idea: even when two PD matrices are very similar (in756

terms of spectral approximation), if they are ill-conditioned, their square can be very different. In757

this subsection, we prove that the bound obtained in Lemma C.5 is strict up to constant factors by758

explicitly constructing a worst case. Notice that, in this subsection we discuss the issue of squaring759

spectral approximators in a broader context, thus in this subsection we possibly overload some760

symbols used before to simplify the notation.761

First we consider another definition of approximation rate: for two PD matrices Σ and Σ̃, we define762

the approximation rate as763

ψ
(
Σ, Σ̃

)
= max

{∥∥∥Σ−1/2Σ̃Σ−1/2
∥∥∥ ,∥∥∥Σ̃−1/2ΣΣ̃−1/2

∥∥∥} . (D.12)

This definition is easier to calculate in the scenario considered in this subsection, and can be easily764

translated to the definition we used in Section 3: when ϵ = ψ
(
Σ, Σ̃

)
∈ (0, 1), we have Σ̃ ≈ϵ Σ,765

and when ψ
(
Σ, Σ̃

)
is larger than 1 we don’t have an approximation in the form defined in Section 3.766

Let γ > 1 and δ ∈ (0, 1) be real numbers. Define767

Σ =

[
1 0
0 1

] [
γ 0
0 1

] [
1 0
0 1

]
, (D.13)

and768

Σ̃ =

[√
1− δ2 −δ
δ

√
1− δ2

] [
γ 0
0 1

] [√
1− δ2 δ
−δ

√
1− δ2

]
. (D.14)

It’s not hard to compute the error rate ψ
(
Σ, Σ̃

)
=
∥∥∥Σ−1/2Σ̃Σ−1/2

∥∥∥ ≈ Θ(γδ2). While if we769

consider the squared matrices, we have ψ
(
Σ2, Σ̃2

)
=
∥∥∥Σ−1Σ̃2Σ−1

∥∥∥ ≈ γ2δ2. In this case,770

ψ
(
Σ2, Σ̃2

)
is larger than ψ

(
Σ, Σ̃

)
by a factor of γ, which is the condition number of Σ. When γ771

is very large and δ is very small, we can have a small ψ
(
Σ, Σ̃

)
while large ψ

(
Σ2, Σ̃2

)
, which .772
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A More General Construction. For a PD matrix Σ and its spectral approximation Σ̃, we call773

ψ(Σ2,Σ̃2)
ψ(Σ,Σ̃)

the Squared Error Rate. As noted above, in the worst case the squared error rate can be as774

large as the condition number of Σ. However, the construction above is limited to 2× 2 matrices.775

Now we construct a more general worst case of the squared error rate and perform a loose analysis.776

Although not rigorously proved, the construction and the analysis suggest the origination of large777

squared error rates: it approaches the upper bound (condition number) when the eigenspace of the778

two matrices are very well aligned but not exactly the same.779

Let A be an ill-conditioned matrix with all eigenvalues very large except one eigenvalue equals to780

1, and the eigenvalues of B are all closed to the eigenvalues of A. Specifically, Let the SVD of781

A be A = Udiag(λ)U⊤, where λ = [λ1 λ2 · · ·λn], and suppose λn = 1 and λk ≫ 1,∀k ≤782

n − 1. For simplicity we just let A and B have the same eigenvalues. Suppose the SVD of B is783

B = V diag(λ)V ⊤ and let Λ = diag(λ). We denote the one sided error rate of A and B by ϵ, i.e.784

ϵ =
∥∥A−1/2BA−1/2

∥∥. We have785

ϵ =
∥∥∥Λ−1/2U⊤V ΛV ⊤UΛ−1/2

∥∥∥ (D.15)

=
∥∥∥Λ−1/2WΛW⊤Λ−1/2

∥∥∥ , (D.16)

where W = U⊤V .786

Since λn = 1 and for all k ≤ n− 1, λk ≫ 1, we have787

Λ− 1
2 =


λ
−1/2
1

λ
− 1

2
2

. . .

λ
− 1

2
n

 ≈

0

0
. . .

1

 , (D.17)

and therefore788

ϵ =
∥∥∥Λ−1/2WΛW⊤Λ−1/2

∥∥∥ ≈ (WΛW⊤)n,n =

n∑
k=1

W 2
k,nλk, (D.18)

where Ai,j represents the (i, j)-th entry of a matrix A.789

For simplicity, we assume all λk(k ≤ n− 1) are approximate equal, i.e. λ1 ≈ λ2 · · · ≈ λn−1 = γ.790

Then we have791

ϵ =

n∑
k=1

W 2
k,nλk (D.19)

≈ γ

[
n−1∑
k=1

W 2
k,n +

1

γ
W 2

n,n

]
(D.20)

≈ γ
n−1∑
k=1

W 2
k,n (D.21)

= γ
(
1−W 2

n,n

)
. (D.22)

Recall W = U⊤V , we have Wn,n = u⊤
n vn, where un and vn are the n-th column of U and V792

respectively. Thus we have793

ϵ ≈ γ
[
1−

(
u⊤
n vn

)2]
. (D.23)

Now we can see the spectral approximation error ϵ is determined by two terms: the condition number794

γ and the matchness of the eigenvectors corresponds to small eigenvalues, which is evaluated by795 [
1−

(
u⊤
n vn

)2]
. When γ is very large but

[
1−

(
u⊤
n vn

)2] is small, B can still be a spectral796

approximation of A. For example if (1 − u⊤
n vn) ≈ γ−1, we can get a spectral approximation797

error ϵ ≈ 1. However, after we square the matrices, the eigenvalues will also get squared, but798

eigenvectors remains unchanged. That will enlarge the spectral approximation error by a factor of γ,799

i.e.
∥∥A−1B2A−1

∥∥ ≈ γ2γ−1 = γ, which becomes very large. In this case the squared error rate is800

γ, the condition number of A.801
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D.3 Applying Graph Sparsification in Each Iteration802

As mentioned in the main paper, unlike most existing work, in our algorithm we don’t sparsify the803

graph in each training iteration. The proof of Lemma 5.1 (see Appendix C.3) suggests the reason804

why performing graph sparsification in each iteration can lead to suboptimal running time. In this805

subsection we illustrate this claim in detail. The intuition is that, in order to ensure convergence of806

the training, we require a small error rate in the gradient estimation, which is of the order ϵ1/2 as we807

have showed in Appendix C.3. It is acceptable for the SDD solver because the running time of the808

SDD solver only logarithmly depends on the error rate. However, if we sparsify the graph, to obtain809

an ϵ1/2 error rate we will need to sample O(nλ/ϵ) edges, which grows linearly with 1/ϵ, and can be810

large especially when ϵ is very small. Below is a more detailed analysis.811

Consider in the for-loop of Algorithm 1 we replace the L̂ by a sparsified version L′ = Sparsifyω

(
L̂
)

,812

where ω ∈ (0, 1). Let H ′ = I + λL′. From Lemma 5.2, we have H ′ ≈ω H . Consider E1 defined813

in Appendix C.3, it now becomes814

E′
1 =

∥∥X⊤ [S (H ′−1z
)
−H−2z

]∥∥ (D.24)

≤ σmax (X)
∥∥S (H ′−1z

)
−H−2z

∥∥ . (D.25)

Here we can not proceed by using the fact that S is a linear solver, because now S is not a linear815

solver for H but for H ′, thus we will have to split the error term again:816

E′
1 ≤ σmax (X)

∥∥S (H ′−1z
)
−H ′−2z

∥∥+ σmax(X)
∥∥H−2z +H ′−2z

∥∥ . (D.26)

Of the two terms on the right-hand side of eq.(D.26), the first one can be bounded with a similar817

method used in Appendix C.3, and the second term is bounded by818

σmax(X)
∥∥H−2z −H ′−2z

∥∥ ≤ σmax (X)
∥∥I −H−1H ′−2H−1

∥∥ ∥H−2z∥ (D.27)

≤ σmax (X)ω
∥∥H−2z

∥∥ (D.28)

≤
√

8

ϵ
κ(X)λω ∥∇ℓi (w)∥ . (D.29)

Therefore, in order to obtain E′
1 ≤ ∥∇ℓi(w)∥, we at least require ω ≤ ϵ−1/2

√
8κ(X)λ

= O
(
ϵ−1/2

)
. From819

Lemma 5.2, the number of edges in the sparsified graph ω error rate is O(nλ/ϵ). A similar analysis820

can be also applied to E2, and by repeating the proof in Appendix C.3, we obtain an overall running821

time bound822

O(m+ nλλ
2d+ d3 + nλϵ

−1 log 1/ϵ), (D.30)

which, although eliminates the m
(
log 1

ϵ

)2
term, introduces an extra nλϵ−1 log 1

ϵ term, and is usually823

worse than the original bound we derived in Theorem 5.1, especially when requiring a relatively824

small ϵ.825

That being said, although not very likely, when ϵ and / or λ are large, it is possible that directly826

sparsifying the graph in each iteration is beneficial. Considering this, we can adopt a mixed strategy:827

when nλϵ−1 ≤ m log(1/ϵ), we sparsify the graph in each iteration, elsewise we don’t. This leads to828

the following overall running time bound:829

O

[
m+ nλλ

2d+ d3 +min

{
m log

1

ϵ
, nλϵ

−1

}
log

1

ϵ

]
, (D.31)

which is slightly better than the one we presented in Theorem 5.1.830

D.4 Possible Directions for Extending HERTA to More Complex Models831

The assumption that f(X;W ) = XW provides us with a convenience that the Hessian of this832

model is a constant matrix. Therefore in Algorithm 1 we only need to calculate the preconditioner P833

for one time. However, if f(X;W ) is implemented by a non-linear network, then the Hessian will834

change by the time and might be hard to calculate, which will be a key challenge to using a more835

complex f . We note that this can be possibly addressed by constructing a linear approximation of836

f using its Jaccobian. In each iteration, we can use the Jaccobian to replace the X used in current837
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version of HERTA, and recalculate P at each iteration. Since the convergence is fast, we only need838

to recalculate the Jaccobian for a small number of iterations, so should not bring massive change to839

the running time of the algorithm.840

The attention mechanism of TWIRLS in [46] is achieved by adding a concave penalty function to841

each summand of the the Tr
(
Z⊤L̂Z

)
term in eq.(4.1). For specific penalty functions, it might842

still possible to find a inner problem solver, as long as the problem stay convex. We note that this843

depends on concrete implementation of the penalty term used. Investigating how to fast solve the844

inner problem under various penalty functions should also be an important problem for future study.845

E Implementation Details846

In the experiments, the datasets are loaded and processed using the DGL package [40]. We use the847

original inner problem solver in [46] since it is not computation bottleneck. It can be in principle848

replaced by any implementation of SDD solvers.849

For the calculating the gradient of the preconditioned model, we presented a calculation method in850

Algorithm 1 which maintains the lowest computational complexity. In preliminary experiments, we851

tested this calculation method with using the autograd module in pytorch3 and verified that they have852

the same output, and similar computational efficiency on real world datasets (again in practice this853

step is not a bottleneck). Therefore, we simply use pytorch autograd module to compute gradients in854

experiments.855

Using the pytorch autograd module also enables us to apply HERTA on various loss functions and856

optimizers: we only need to perform the preconditioning and indicate the loss function. The gradient857

and optimization algorithm with be automatically realized by pytorch.858

In order to ensure a fair comparison and prevent confounding factors, we don’t using any common859

training regularization techniques like weight decay or dropout. For each setting, we repeat the860

experiment with learning rates in {0.001, 0.01, 0.1, 1, 10} and choose the trial which the training loss861

does not explode and with the lowest final training loss to report in the main paper.862

F Additional Experiment Results863

In this section, we present additional experiment results.864

F.1 Experiments with Larger λ865

All the experiments presented in the main paper are with λ = 1. In this subsection, we present results866

with λ = 20. See Figures 3 and 4 for results with MSE loss and CE loss respectively. The results867

supports our observation in the main paper that HERTA works consistently well on all settings.868

Figure 3: The training loss comparison between HERTA and standard optimizers on MSE loss with
λ = 20. Dataset used from left to right: ogbn-arxiv, pubmed.

3https://pytorch.org/
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Figure 4: The training loss comparison between HERTA and standard optimizers on CE loss with
λ = 20. Dataset used from left to right: ogbn-arxiv, pubmed.

F.2 Additional Results on Cora and Citeseer869

In this subsection we present results on Cora and Citeseer, which are other citation datasets used in870

[46]. See Figure 5 and Figure 7 for results with λ = 1 and λ = 20 on Cora respectively. See Figure 6871

and Figure 8 for results with λ = 1 and λ = 20 on Citeseer respectively. It is clear that the results on872

Cora is consistent with our observation on other datasets.873

Figure 5: The training loss comparison between HERTA and standard optimizers on Cora with λ = 1.
Left: CE loss. Right: MSE loss.

Figure 6: The training loss comparison between HERTA and standard optimizers on Cora with λ = 1.
Left: CE loss. Right: MSE loss.
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Figure 7: The training loss comparison between HERTA and standard optimizers on Cora with
λ = 20. Left: CE loss. Right: MSE loss.

Figure 8: The training loss comparison between HERTA and standard optimizers on Citeseer with
λ = 20. Left: CE loss. Right: MSE loss.
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