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Abstract
Recently, large language models (LLMs) have001
demonstrated remarkable capabilities in natu-002
ral language processing tasks, yet they remain003
prone to hallucinations when reasoning with004
insufficient internal knowledge. While inte-005
grating LLMs with knowledge graphs (KGs)006
provides access to structured, verifiable infor-007
mation, existing approaches often generate in-008
complete or factually inconsistent reasoning009
paths. To this end, we propose Self-Reflective010
Planning (SRP), a framework that synergizes011
LLMs with KGs through iterative, reference-012
guided reasoning. Specifically, given a ques-013
tion and topic entities, SRP first searches for014
references to guide planning and reflection. In015
the planning process, it checks initial relations016
and generates a reasoning path. After retriev-017
ing knowledge from KGs through a reasoning018
path, it implements iterative reflection by judg-019
ing the retrieval result and editing the reasoning020
path until the answer is correctly retrieved. Ex-021
tensive experiments on three public datasets022
demonstrate that SRP surpasses various strong023
baselines and further underscore its reliable rea-024
soning ability.025

1 Introduction026

Recent breakthroughs in large language models027

(LLMs) have significantly advanced natural lan-028

guage processing (Brown et al., 2020; Ouyang029

et al., 2022; Bubeck et al., 2023). Nonethe-030

less, LLMs largely depend on knowledge gained031

through pretraining, and consequently, they tend to032

struggle with hallucination when solving questions033

that extend beyond their scope of knowledge.034

To tackle these problems, researchers attempt035

to integrate LLMs with knowledge graphs (KGs),036

capitalizing on the explicit structure and semantic037

knowledge to reinforce factual grounding (Hogan038

et al., 2021). Prior research has explored two cate-039

gories of approaches: (1) fine-tuning methods that040

equip models with the ability to utilize informa-041

tion in KGs (Shi et al., 2021; Zhang et al., 2022);042
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Figure 1: An illustration of the question answering over
knowledge graphs.

and (2) guiding LLMs with prompts to make plans 043

and decisions in order to search for the knowledge 044

in KGs for answering questions (Li et al., 2023b; 045

Cheng et al., 2024). 046

Despite their effectiveness, existing approaches 047

still face notable challenges. On the one hand, fine- 048

tuning-based models require high-quality, large- 049

scale data for fine-tuning. Such requirements not 050

only limit their adaptability to new domains but 051

also demand substantial computational resources. 052

On the other hand, prompt-based approaches pri- 053

marily focus on planning effective retrieval, while 054

falling short in reflecting the retrieved informa- 055

tion. For example, in Figure 1, given the ques- 056

tion “Where was the author of ‘Profiles in Courage’ 057

raised”, the model generates a reasoning path to 058

search for relevant knowledge in the KG. The re- 059

sult obtained from the reasoning path is “Wash- 060

ington, D.C.”, which is incorrect as the relation 061

“people.place_lived.location” in the reasoning path 062

points to where the person lived, but the question 063

asks about where the person “was raised”. While 064

the model retrieves a relevant result, it lacks re- 065

flection on whether the reasoning path truly aligns 066

with the intent of the question. As a consequence, 067
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it overlooks the correct relation “people.person068

.place_of_birth” and correct entity “Brookline”.069

To address these shortcomings, we propose Self-070

Reflective Planning (SRP), a KG-enhanced LLM071

framework with reliable planning and reflection072

ability. Specifically, SRP first designs a Reference073

Searching module, which searches for relevant ref-074

erences as evidence. Subsequently, a Path Planning075

module is designed to check initial relations linked076

to topic entities and generate the reasoning path.077

After that, we develop a Knowledge Retrieval mod-078

ule to instantiate the reasoning path with the KG.079

More importantly, to achieve reliable reflection, a080

Reflection and Reasoning module is employed to081

iteratively judge retrieval results and edit the rea-082

soning path until the answer is retrieved.083

In summary, the main contributions of our work084

could be summarized as follows.085

• We explore methods for reliable planning and re-086

flection with LLMs to generate accurate reason-087

ing path, offering a new perspective for building088

more reliable question answering algorithms.089

• We propose a Self-Reflective Planning (SRP)090

framework, which can generate the effective rea-091

soning path and refine reasoning errors with re-092

liable reflection.093

• Extensive evaluations on WebQSP, CWQ, and094

GrailQA datasets demonstrate SRP’s superior095

performance compared to competitive base-096

lines, underscoring the reliability and ac-097

curacy of SRP. The code is available on098

https://anonymous.4open.science/r/SRP-E06C.099

2 Related Work100

LLM Reasoning. To promote reasoning abil-101

ity of LLMs, numerous researchers have directed102

LLMs to incorporate their thought processes into103

their outputs rather than merely delivering direct104

answers (Wei et al., 2022; Hao et al., 2024; Kojima105

et al., 2022). Initially, Chain of Thought (CoT)106

(Wei et al., 2022) framework was developed to107

present several examples of intermediate reasoning108

steps in natural language as prompts. Subsequently,109

various adaptations of CoT reasoning, such as Self-110

Consistency (Wang et al., 2022), Tree-of-Thought111

(Yao et al., 2023), Graph-of-Thought (Besta et al.,112

2024), were introduced to motivate the reasoning113

ability of LLMs. To facilitate LLMs in achieving114

a cognitive process that parallels human thinking,115

many studies (Madaan et al., 2023; Wang et al.,116

2024; Guan et al., 2024; Shinn et al., 2023) have 117

devised self-correction mechanisms using feedback 118

to amend faulty reasoning and ensure precision. 119

Our work is also inspired by self-correction and 120

proposes a self-reflection mechanism to better plan 121

and correct the reasoning path for searching effec- 122

tive knowledge in the KG. 123

KG-enhanced LLM. LLMs are pre-trained on 124

extensive datasets, but they still encounter issues 125

such as outdated information, hallucinations, and 126

unclear decision-making processes (Zhang et al., 127

2024a, 2023, 2024b). A promising solution to these 128

problems is utilizing KGs to provide explicit and 129

modifiable knowledge to LLMs. Earlier research 130

incorporated KGs during the pre-training (Wang 131

et al., 2021) or fine-tuning (Luo et al., 2023) phases, 132

but these methods demand substantial computa- 133

tional resources and perform poorly when dealing 134

with problem that were not encountered during 135

the training or fine-tuning period. Consequently, 136

some approaches (Baek et al., 2023; Yang et al., 137

2024; Cheng et al., 2024) first extracted informa- 138

tion from KGs and then directly supplied explicit 139

knowledge to LLMs. These methods eliminate 140

the requirement for pre-training or fine-tuning the 141

model and achieve satisfactory performance. How- 142

ever, this method still falls short in accurately ex- 143

tracting question-relevant knowledge from the KG, 144

which reduces the reliability of model. To solve 145

this problem, our work can improve reliability of 146

reasoning path through reference searching, check- 147

ing the first relation and self-reflection, which is 148

effective for retrieve relevant knowledge in KGs. 149

3 Problem Definition 150

Combining KGs with LLMs to answer questions 151

belongs to knowledge graph question answering 152

(KGQA) task, which is about resolving natural lan- 153

guage question with KGs. KG is a set of triples, 154

i.e., {(e, r, e′)|e, e′ ∈ E , r ∈ R}, where E and R 155

are the sets of entities and relations. Given a ques- 156

tion q, a set of topic entities Tq extracted within 157

q, and a KG G, the objective of KGQA is to infer 158

valid answers Aq. To achieve this, LLM needs to 159

plan reliable reasoning paths, retrieve the triplet 160

sequences based on reasoning paths, and answer 161

questions with triplet sequence. The reasoning path 162

and triplet sequence are defined as below. 163

Reasoning Path. Reasoning Path is sequences 164

starting from entity and followed by one or more 165
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Question:

What movies has Carmen Electra been in?

(2.b) Path Generation

(2.a) Relation Check

(4.c) Answering

Topic Entity eqQ

[(actor.film, 0.4), 
(appearing_in_film.films, 0.3),...]

Initial Relations R0:

Reasoning Path  p1:

Initial Relations R0

Pruned Sequence S'
2 Q

(4.a) Sequence Judge

Pruned SequenceReference

Sequence Judge Message

Prune&Judge

(2) Path Planning

First, based on the triplets (carmen

electra, actor.film, m.0cg8r04), (m.
0cg8r04, performance.film, Naked

Movie), ..., Carmen Electra has been in
multiple movies such as Naked Movie, 
So, the answer is Naked Movie.

Reference

Topic Entity eqQ

   carmen electra -> actor.film -> performance.actor

(3) Knowledge Retrieval

Reasoning Path

 Retrive relations and
entities in KG

(4.b) Path Edit

Reasoning Path p1

Q

carmen electra -> actor.film -> performance.film
Reasoning Path p2:

 Pruned Sequence S'
1: [(..., actor.film, ...)]

Candidate Relations

Judge MessageReference

Triplet Sequence S1:
[(carmen electra, actor.film, m.0cg8r04),
(m.0cg8r04, performance.actor, carmen electra)]

Triplet Sequence S2:
[(carmen electra, actor.film, m.0cg8r04),
(m.0cg8r04, performance.film, Naked Movie)]

(4) Reflection and Reasoning

Reference
Base

Question

PLMTop-k ReferenceTop-k ReferenceTop-k ReferenceTop-k Reference

KNN
Search

(1) Reference Searching

Retrive for
Reasoning Path p1

Retrive for
Reasoning Path p2

No Answer

Have Answer

1-hop Relations Ra:
[actor.film, appearing_in_film.films, 

person.profession...]

Figure 2: The framework of our SRP method. It consists of four main parts: (1) Reference Searching, (2) Path
Planning, (3) Knowledge Retrieval and (4) Reflection and Reasoning.

relations, e.g., p = e0 → r̂0 → r̂1 → · · · → r̂l,166

where each r̂i is a predicted relation generated by167

LLM and l is the length of reasoning path.168

Triplet Sequence. Triplet Sequence is a se-169

quence of triplets retrieved from KGs. Given170

reasoning path p, the triplet sequence is S =171

{(ed, rd, ed+1)}Dd=0, where ed, ed+1 ∈ E and172

rd ∈ R. Noted that each rd is corresponding to a173

predicted relation r̂d in p.174

4 Methodology175

4.1 Overview176

As shown in Figure 2, our SRP includes four mod-177

ules: 1) Reference Searching module that searches178

for reference, 2) Path Planning module that gener-179

ates reasoning path, 3) Knowledge Retrieval mod-180

ule that retrieves triplet sequence and 4) Reflection181

and Reasoning module that performs judgement,182

editing and answering.183

Given a question, module 1) first searches for184

references to guide module 2) and 4). Then, mod-185

ule 2) generates initial reasoning path. Module 3)186

bridges Module 2) and Module 4), achieving iter-187

ative retrieval and refinement of reasoning paths.188

The prompts of SRP are illustrated in Appendix C.189

4.2 Reference Searching190

To guide the reasoning process, module retrieves191

relevant cases from reference base, which contains192

massive referable cases about solving question with 193

KGs. A case includes a question, reasoning paths 194

that can be utilized to retrieve answers in KGs and 195

the correct answers of the question, which is de- 196

noted as reference. We extract references from 197

training set. To construct the reference base, each 198

question in training set is encoded into dense vec- 199

tors with pretrained language model and then clus- 200

tered (e.g., via K-Means). We randomly select the 201

same number of references from each cluster and 202

store them in the reference base. 203

During process of planning and self-reflection, 204

the model encodes the input question and com- 205

pares it against the embeddings of questions from 206

reference base using similarity-based search (e.g., 207

K-Nearest Neighbors) to retrieve the Top-k most 208

similar corresponding references. These references 209

are integrated into downstream modules to enrich 210

the reasoning process with relevant historical con- 211

texts, as illustrated in Figure 2, thereby motivating 212

reasoning ability of LLM to enhance accuracy and 213

reliability of planning and self-reflection. 214

4.3 Path Planning 215

The Path Planning module is designed to generate 216

reliable initial reasoning path, which includes two 217

parts: relation check and path generation. 218

Relation Check. Before path generation, it is 219

necessary to check each 1-hop relation of topic en- 220

tity eq, which means relation directly connected to 221
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eq. This is because the LLM lacks context knowl-222

edge of eq in KGs. Checking the 1-hop relations223

connected to eq before generating the reasoning224

path p can help LLMs predict reliable p and align p225

with the actual structure of the KG, thereby enhanc-226

ing the reliability of reasoning path. It identifies the227

most relevant 1-hop relations connecting eq to other228

entities within the KG. The 1-hop relations of eq229

are denoted as Ra = {ra0 , ra1 , ra2 . . . }. Guided by230

the information from the references obtained in ref-231

erence searching, the LLM assesses each relation232

in Ra based on its relevance to the given question233

q. The LLM scores the Ra, and the top-K relations234

with the highest scores are selected as the initial235

relations R0 = {r00, r01, . . . , r0k} to participate in236

the path generation.237

For demonstration, consider the example in Fig-238

ure 2, the LLM checks 1-hop relations of eq.239

The LLM scores 1-hop relations of carmen elec-240

tra, such as actor.film, appearing_in_film.film, per-241

son.profession and so on. The relevance scores242

assigned by the LLM are used to select relations in-243

cluding actor.film and appearing_in_film.film as the244

top-K candidate relations, with indicative scores of245

0.4 and 0.3, respectively. These selected R0 serve246

as candidates for the first relation starting from eq247

in reasoning path, thereby reducing uncertainty in248

the subsequent path generation.249

Path Generation. The path generation process250

generates the complete reasoning path p starting251

from the topic entity eq with LLM, leveraging the252

initial relations R0 obtained through relation check.253

Continuing the example of Figure 2, the LLM pre-254

dicts p starting from the topic entity carmen elec-255

tra. Taking inputs that include the question q, R0256

(e.g., actor.film), and eq, the LLM generates the257

reasoning path “carmen electra → actor.film →258

performance.actor”, denoted as the reasoning path259

p1. This predicted reasoning path serves for further260

retrieval in KGs and might be refined one or more261

times to improve reliability of the reasoning path.262

4.4 Knowledge Retrieval263

The Knowledge Retrieval module aims to instan-264

tiate the reasoning path p = e0 → r̂0 → r̂1 →265

· · · → r̂l by searching the corresponding triplet266

sequence S = {(ed, rd, ed+1)}Dd=0, where D is267

the length of s, and D ≤ l. Each rd in S has a268

corresponding predicted relations r̂d in p.269

Following method in Readi (Cheng et al., 2024),270

we conduct retrieval by comparing semantic sim-271

ilarity. The retrieval is starting from e0, which 272

is also the topic entity eq of the question. To re- 273

trieve relation corresponding to r̂0, we first utilize 274

BM25 and Contriever (Izacard et al., 2022) to ob- 275

tain relations semantically similar to r̂0, denoted as 276

Rs
0 = {rs0, 0, rs0, 1, . . . }. Then, we examine the 277

1-hop relations connected to e0. If there is one or 278

more relations among e0 that exists in Rs
0, then the 279

corresponding relation r0 and entity e1 in KGs will 280

be retrieved. The retrieval process will be iterated 281

until each predicted relation in p finds correspond- 282

ing relation in KGs or a predicted relation in p fails 283

to find corresponding relation in KGs. 284

For the instance in Figure 2, the reasoning path 285

p1 from Path Planning is successfully retrieved, 286

whose corresponding triplet sequence is [(car- 287

men electra, actor.film, m.0cg8r04), (m.0cg8r04, 288

performance.actor, carmen electra)], denoted as 289

triplet sequence S1. The edited path generated 290

from path edit (reasoning path p2) is also re- 291

trieved as [(carmen electra, actor.film, m.0cg8r04), 292

(m.0cg8r04, performance.film, Naked Movie)], de- 293

noted as triplet sequence S2. 294

4.5 Reflection and Reasoning 295

The Reflection and Reasoning module enables 296

LLM to evaluate retrieved triplets, then choose 297

to refine the reasoning path for next retrieval in 298

KGs or answer question with retrieved information 299

based on evaluation result. It consists of three parts: 300

sequence judge, path edit and answering. 301

Sequence Judge. The sequence judge aims to de- 302

termine whether the current reasoning path p needs 303

to be edited, and retain the subsequence related to 304

the question in the triplet sequence S to eliminate 305

irrelevant triplets. This process is designed to pro- 306

vide reliable information for answering questions 307

and path editing. 308

Under the guidance of references, LLM assesses 309

whether the answer of question or relevant infor- 310

mation is in triplets of S and outputs judgement 311

result and its thinking process. If the judgement 312

result is “have answer”, p will not be edited and 313

self-reflection will be stopped, then SRP will an- 314

swer the question. If the judgement result is “no 315

answer”, p will be edited in path edit part for next 316

retrieval. LLM will also generate pruned sequence 317

S′ = {(e′d, r′d, e′d+1)}D
′

d=0, where D′ ≤ D. It is 318

the sub-sequence of S which relevant to answering 319

question. By evaluating S′, we can identify that 320

there might be predicted relations in p that need to 321
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be corrected. These relations may not be retrievable322

in the KG or may not be helpful for answering the323

question. The evaluation result of S′ and thinking324

process of LLM are concatenated as judge message325

for path edit process.326

For the example in Figure 2, the triplet sequence327

S1 is judged to have no answer, and the LLM con-328

siders (m.0cg8r04, performance.actor, carmen elec-329

tra) is meaningless for answering question, so LLM330

generated pruned sequence S′
1 [(carmen electra,331

actor.film, m.0cg8r04)] and corresponding judge332

message. For triplet sequence S2, LLM judges that333

answer is in the sequence, so the self-reflection is334

stopped and the model will answer question with335

pruned sequence S′
2 which is same as triplet se-336

quence S2.337

Path Edit. Path edit refines the reasoning path p338

to better align with the question q and reasoning339

goals, triggered when the triplet sequence S lacks340

sufficient information. Path edit requires the 1-hop341

relations linked to the tail entity of the pruned se-342

quence S′ as the candidate relations for the edit343

process, which is obtained from retrieval module.344

As shown in Figure 2, with information from ref-345

erences, judge message and S′, LLM edits the rea-346

soning path p1 with candidate relations. It modifies347

the relation performance.actor to performance.film348

and generates edited reasoning path “carmen elec-349

tra → actor.film → performance.film”, denoted as350

reasoning path p2.351

Answering. If the judgement result is “have an-352

swer”, LLM will reason for answering question353

based on pruned sequence S′ from sequence judge354

part. Using Chain-of-Thought (CoT) reasoning355

prompts, the LLM generates the final answer of356

question based on S′ . This step involves analyz-357

ing the triplets in S′ to deduce the answer. For358

the instance in Figure 2, based on triplets (car-359

men electra, actor.film, m.0cg8r04), (m.0cg8r04,360

performance.film, Naked Movie), LLM can give361

conclusion that “the answer is Naked Movie”.362

5 Experiments363

5.1 Experiment Setup364

Datasets and Evaluation Metrics. To evaluate365

the reasoning ability of SRP, we conduct experi-366

ments on three multi-hop KGQA datasets called367

WebQuestionsSP (WebQSP) (Yih et al., 2016),368

ComplexWebQuestions (CWQ) (Talmor and Be-369

rant, 2018) and GrailQA (Gu et al., 2021). More370

Datasets #Train #Test #Max hop

WebQSP 3,098 1,628 2
CWQ 27,639 3,531 4
GrailQA 44,337 1,000 4

Table 1: Statistics of three datasets.

statistics are illustrated in Table 1. Besides, all 371

of the three datasets utilize Freebase (Bollacker 372

et al., 2008) as the background KG. To ensure 373

computational efficiency in processing the large- 374

scale GrailQA dataset, our experimental framework 375

adopts the same test samples established in ToG 376

(Sun et al., 2023). You can refer to Appendix A for 377

more details. 378

Consistent with established methodologies in 379

previous work (Cheng et al., 2024; Li et al., 2023a; 380

Jiang et al., 2023), we employ exact match accu- 381

racy (Hits@1) as the primary evaluation metric for 382

model performance assessment. 383

Implementation Details. In Reference Search- 384

ing and Knowledge Retrieval module, we adopt the 385

all-MiniLM-L6-v2 based on sentence-transformers 386

(Reimers and Gurevych, 2019) as the representa- 387

tion model. We extract 100 questions and corre- 388

sponding references from each dataset to construct 389

reference base. The number of retrieved reference 390

for each test question is set to be k = 4. 391

We adopt gpt-3.5-turbo (OpenAI, 2022) and gpt- 392

4.1-mini (OpenAI, 2025) as the LLMs to conduct 393

experiments, denoted as SRP-GPT3.5 and SRP- 394

GPT4.1-mini. Temperature is 0.3 for all modules. 395

Following previous research (Cheng et al., 2024), 396

we utilize a Pyserini as a hybrid searcher with 397

BM25 and Contriver (Izacard et al., 2022). For 398

each relation in reasoning path, we retrieve top-5 399

similar relations on Freebase. We deploy Virtuoso 400

server to search for knowledge from Freebase. 401

Benchmark Methods. In order to verify the per- 402

formance of our SRP model, we compare SRP with 403

the state-of-the-art KGQA methods: 1) Fine-Tuned 404

model methods, including TransferNet (Shi et al., 405

2021), TIARA (Shu et al., 2022), SR+NSM+E2E 406

(Zhang et al., 2022) and Flexkbqa (Li et al., 2024); 407

2) LLM-only methods, including GPT3.5 (Ope- 408

nAI, 2022) and GPT4.1-mini (OpenAI, 2025); 3) 409

Prompting LLM methods, including KB-BINDER 410

(Li et al., 2023b), StructGPT (Jiang et al., 2023), 411

ToG (Sun et al., 2023) and Readi (Cheng et al., 412
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Method WebQSP CWQ
GrailQA

overall I.I.D. Compositional Zero-shot

Fine-tuned Method

TransferNet∗ 71.4 48.6 - - - -
TIARA∗ 75.2 - 73.0 87.8 69.2 68.0
SR+NSM+E2E∗ 69.5 49.3 - - - -
Flexkbqa∗ 60.6 - 62.8 71.3 59.1 60.6

LLM-only Method

GPT3.5 63.8 45.7 25.8 20.0 18.7 30.8
GPT-4.1-mini 64.2 52.4 36.5 34.2 26.3 41.1

Prompting LLM Methods

KB-BINDER∗ 74.4 - 50.6 - - -
StructGPT∗ 72.6 54.3 - - - -
ToG-GPT3.5∗ 76.2 57.1 68.7 70.1 56.1 72.7
Readi-GPT3.5 74.5 56.7 67.0 67.9 53.5 71.4
Readi-GPT4.1-mini 80.9 60.2 71.7 67.5 60.1 77.6

SRP-GPT3.5 (ours) 78.6 58.7 71.2 68.3 58.6 76.9
SRP-GPT4.1-mini (ours) 83.6 69.0 78.8 75.8 62.6 85.8

Table 2: Performance comparison with different baselines on three KGQA dataets. Bold font represents the optimal
result, while the underline font represents the sub-optimal result. The results labeled with * are cited from their
original publications.

2024). It is worth noting that, we utilize GPT3.5413

and GPT4.1-mini to motivate Readi in experiment,414

denoted as Readi-GPT3.5 and Readi-GPT4.1-mini.415

Results of ToG (ToG-GPT3.5) are cited from (Chen416

et al., 2024). More details can be seen from Ap-417

pendix B.418

5.2 Experiment Result419

As shown in Table 2, SRP consistently demon-420

strates state-of-the-art (SOTA) performance on421

both the WebQSP and CWQ benchmarks, while422

achieving the second-highest overall performance423

on GrailQA, demonstrating its capacity to effec-424

tively leverage an external KG for robust retrieval425

and multi-hop reasoning. First, by integrating a426

systematic retrieval module with self-reflection rea-427

soning prompts, SRP not only detects relevant facts428

more accurately but also navigates complex rea-429

soning pathways in a manner that outperforms430

prompting-based LLM baselines such as Readi.431

This superiority becomes evident on both GPT-3.5432

and GPT-4.1-mini backbones, highlighting SRP’s433

adaptability to different large language model ar-434

chitectures and underscoring the versatility of our435

retrieval-centric design. Second, although SRP436

Method WebQSP CWQ GraliQA

SRP 78.5 58.7 71.2

w/o relation check 76.9 56.7 62.9
w/o self-reflection 76.9 55.5 68.7
w/o reference 75.7 57.6 69.8
w/ random reference 77.0 58.2 70.9

Table 3: Ablation study

does not incorporate any pre-training or fine-tuning 437

steps, it still surpasses notable fine-tuned models, 438

including TIARA, SR+NSM+E2E, and Flexkbqa; 439

this observation underscores the power of a well- 440

designed prompting approach to capture nuanced 441

relationships within a knowledge graph, thus com- 442

pensating for the absence of additional parame- 443

ter updates. Third, when compared against LLM- 444

only methods—where no external knowledge is 445

used—SRP reveals significant gains in accuracy, 446

indicating that the KG provides crucial informa- 447

tion and helps avoid the hallucinations or logical 448

gaps that can arise when relying purely on learned 449

language representations. 450
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Readi-GPT3.5 Readi-GPT4.1-mini SRP-GPT3.5 SRP-GPT4.1-mini

(a) WebQSP (b) CWQ (c) GraliQA

Figure 3: Reliable answering rate of Readi and SRP on theree datasets.

Methods WebQSP CWQ GraliQA

Readi-GPT3.5 55.7 44.2 68.3
Readi-GPT4.1-mini 64.3 41.6 74.2
SRP-GPT3.5 69.9 60.5 80.3
SRP-GPT4.1-mini 85.3 70.3 85.0

Table 4: Searching success rate of Readi and SRP on
theree datasets.

5.3 Ablation Study451

Table 3 presents the ablation study findings for452

our proposed SRP model across three benchmark453

datasets. We conduct ablation studies from the454

following three perspectives.455

First, omitting the relation check part in Path456

Planning (- relation check) significantly under-457

mines performance of SRP, which underscores the458

necessity of validating relation correctness to gen-459

erate reliable reasoning paths.460

Second, removing the sequence judge and path461

edit part in Reflection and Reasoning module (-462

self-reflection) causes a notable drop on CWQ, re-463

vealing effects of reflection mechanisms for judg-464

ing retrieved results and refining reasoning path.465

Third, eliminating the Reference Searching mod-466

ule (- reference) yields a pronounced performance467

drop, highlighting the importance of reference; for468

instance, scores on WebQSP decline from 78.5%469

to 75.7%, demonstrating the benefits of leveraging470

external information for guidance. Furthermore,471

replacing the searched references with random-472

sampled references (random reference) also re-473

duces the result from 71.2% to 70.9% on GrailQA474

and from 78.5% to 77.0% on WebQSP, implying475

that carefully searched references are superior to476

arbitrary references.477

5.4 Reliability Study 478

To further substantiate the reliability of our pro- 479

posed SRP framework, we evaluate both the search- 480

ing success rate and the reliable answering rate us- 481

ing the WebQSP, CWQ, and GrailQA datasets. The 482

searching success rate denotes how efficiently each 483

approach retrieves answer of question from the KG, 484

while the reliable answering rate reflects defined 485

as the proportion of correct answers supported by 486

factual triples from the KG, thereby capturing the 487

overall reliability of each system. 488

Table 4 presents the searching success rate for of 489

Readi-GPT3.5, Readi-GPT4.1-mini, SRP-GPT3.5, 490

and SRP-GPT4.1-mini. The data illustrate that 491

SRP’s performance of retrieval valuable knowl- 492

edge from KGs substantially exceeds Readi on 493

three datasets. Even when Readi uses GPT4.1-mini, 494

Readi’s searching success rate is still lower than 495

SRP-GPT3.5 on WebQSP, CWQ, and GrailQA, 496

which demonstrates that the reasoning paths gener- 497

ated by SRP through reliable planning and reflec- 498

tion are more effective in retrieving the knowledge 499

needed to answer the question. 500

As illustrated in Figure 3, we analyze each 501

model’s reliable answering rate. Overall, SRP con- 502

sistently outperforms Readi across three datasets. 503

For instance, on WebQSP, SRP-GPT4.1-mini 504

achieves a reliable answering rate of 92.2%, sig- 505

nificantly higher than the 70.5% reached by Readi- 506

GPT4.1-mini. The gap remains evident on CWQ 507

and persists in GrailQA, where SRP maintains over 508

95% reliability. These findings indicate that SRP’s 509

correct answers are more frequently grounded in 510

triples from KGs, reflecting strong factual support 511

and high explanatory credibility. 512
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Dominican Republic

location.location.
containedby

Greater AntillesUTC-05:00

North Americabase.locations.
countries.continent

Bahamas

time.time_zone.locations
_in_this_time_zone

time.time_zone.locations
_in_this_time_zone

Cuba

time.time_zone.locations
_in_this_time_zone

Question 2: Which globe region with the UTC-05:00 time zone does the Dominican Republic call home?

Readi-
GPT4.1-

mini

SRP-
GPT4.1-

mini
(ours)

Answer: There is no direct triplet linking the Dominican Republic to the UTC-05:00 time
zone. Based on my own knowledge, ...So, the answer is North America.

Initial Reasoning Path: Dominican Republic -> base.locations.countries.continent, UTC-
05:00 -> time.time_zone.locations_in_this_time_zone

Initial Reasoning Path: Dominican Republic -> base.locations.countries.continent, UTC-
05:00 -> time.time_zone.locations_in_this_time_zone
Edited Reasoning Path: Dominican Republic -> location.location.containedby, UTC-05:00
-> time.time_zone.locations_in_this_time_zone (Edit Success)
Answer: First, based on (Dominican Republic, location.location.containedby, Greater
Antilles) and (Greater Antilles, location.location.time_zones, UTC\u221205:00), the
Dominican Republic is located in the Greater Antilles region, which uses the UTC-05:00
time zone.

Edited Reasoning Path: Dominican Republic -> base.locations.countries.continent, UTC-
05:00 -> time.time_zone.locations_in_this_time_zone (Edit Fail)

Question 1: what state does Romney live in?

Readi-
GPT3.5

SRP-
GPT3.5
(ours)

Answer: First, based on (Mitt Romney, people.person.place_of_birth, Detroit), Mitt Romney
was born in Detroit. Second, based on (Detroit, location.location.contained-
by, Michigan), Detroit is located in the state of Michigan. So, the answer is Michigan.

Initial Reasoning Path: 
           Romney -> people.person.place_of_birth ->location.location.containedby

Initial Reasoning Path: 
            Romney -> people.person.places_lived ->location.location.location
Edited Reasoning Path: 
            Romney -> people.person.places_lived ->people.place_lived.location (Edit Success)
Answer: Based on the knowledge triplets provided, Mitt Romney lived in Massachusetts. So,
the answer is Massachusetts. 

Edited Reasoning Path: None

Romney

m.03pvr9m Massachusetts

Detroit Michigan

people.person.
places_lived

people.person.
place_of_birth

people.place
_lived.location ✅

❌
location.location.

containedby

✅

❌

Figure 4: Case study of Readi and SRP. Question 1 comes from WebQSP, and question 2 comes from CWQ.

5.5 Case Study513

Figure 4 illustrates two typical example, where514

Question 1 comes from WebQSP and Question515

2 comes from CWQ. To further highlight the re-516

liability of the SRP in generating and correcting517

reasoning paths, we conducted a case study on the518

WebQSP and CWQ datasets. As shown in Figure 4,519

we present the initial reasoning paths, edited rea-520

soning paths, and the answers inferred based on521

retrieval results of SRP and Readi. The retrieval522

results are presented in the form of node graphs.523

GPT3.5 and GPT4.1-mini are utilized in question 1524

and in question 2 respectively.525

In Question 1, with reliable planning, SRP se-526

lects the correct initial relation (people.person527

.place_of_birth), thereby establishing a solid foun-528

dation for generating correct reasoning path. This529

deliberate approach ultimately guides SRP to iden-530

tify “Michigan” as the most plausible answer. Con-531

versely, Readi initiates its reasoning path with an in-532

appropriate relation (people.person.places_lived),533

which leads the reasoning path of Readi to deviate534

from the correct answer.535

In Question 2, although SRP’s initial reason-536

ing path is not flawless, by reflection on re-537

trieved information, SRP swiftly edits the path with538

correct relation “location.location.containedby”.539

In contrast, Readi fails to realise that relation540

“base.locations.countries.continent” was inconsis-541

tent with the problem due to lack of reflection on 542

triplets sequence. The capacity for iterative re- 543

finement illustrates SRP’s resilience and adaptabil- 544

ity, underscoring the importance of reflection in 545

knowledge-based QA. 546

These cases demonstrate the reliability of the rea- 547

soning paths generated by SRP through the reliable 548

planning and reflection. Through these reasoning 549

paths, SRP can obtain more fact knowledge rele- 550

vant to answering questions from the KG, thereby 551

enhancing the reliability of reasoning. 552

6 Conclusion 553

In this paper, we propose Self-Reflective Plan- 554

ning (SRP) framework to address the limitations of 555

LLMs in generating reliable reasoning path due to 556

implicit knowledge reliance. To strengthen the reli- 557

ability of its reasoning, SRP searches references for 558

guidance, enforcing systematic relation-checking 559

to ensure initial reasoning path alignment with 560

structures of KGs, and repeatedly refining these 561

reasoning path through self-reflection mechanism 562

that preserves factual consistency. Extensive ex- 563

periments on three challenging QA benchmarks 564

demonstrate SRP’s superior performance, achiev- 565

ing state-of-the-art results. We hope our work will 566

motivate future studies about KG-enhanced LLM 567

question answering. 568
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Limitations569

While SRP shows promising results demonstrates570

that SRP can retrieve valuable knowledge with reli-571

able reasoning path, two limitations still exists in572

SRP which should be resolved in future work.573

First, the iterative reflection process increases574

computational costs compared to single-pass meth-575

ods. This is because the reflection mechanism it-576

eratively utilizes LLM to judge and edit for refin-577

ing reasoning path, increasing the number of LLM578

calls. We hope to explore reliable and more effi-579

cient mechanisms to reduce computational costs in580

future research.581

Second, performance of Reference Searching582

partially depends on the quality of the reference,583

which could be impacted by domain shifts. Be-584

cause we use data from training set, this limita-585

tion doesn’t influence the performance of SRP. Fu-586

ture work will explore dynamic reference adapta-587

tion and lightweight verification mechanisms to588

enhance the robustness of Reference Searching.589
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A Datasets809

We adopt three widely adopted multi-hop knowl-810

edge graph question answering (KGQA) datasets.811

• WebQuestionsSP (WebQSP) (Yih et al., 2016)812

is a popular KGQA dataset derived from the813

WebQuestions dataset (Berant et al., 2013),814

designed for complex question answering over815

Freebase (Bollacker et al., 2008). It contains816

questions annotated with SPARQL queries,817

enabling research on semantic parsing and818

knowledge base question answering.819

• Complex WebQuestions(CWQ) (Talmor and820

Berant, 2018) extends the original WebQSP821

dataset by introducing compositional ques-822

tions that require multi-hop reasoning. It con-823

sists of natural language questions that are824

more complex and involve multiple relations825

or constraints.826

• GrailQA (Gu et al., 2021) is a large-scale827

KGQA dataset built on Freebase (Bollacker828

et al., 2008). It evaluate models’ generaliza-829

tion abilities across three levels: I.I.D., com-830

positional, and zero-shot.831

B Baselines 832

We comepare SRP with baselines grouping into 3 833

categories: 1) Fine-tuned model method; 2) LLM 834

only methods; 3) Prompting LLM methods. The 835

details of each baseline are describe as follows. 836

Fine-tuned model methods: 837

• TransferNet (Shi et al., 2021) utilizes a 838

transparent framework to transfer knowledge 839

across domains by aligning feature distribu- 840

tions for improved domain adaptation. 841

• TIARA (Shu et al., 2022) is a framework that 842

leverages BERT for schema item retrieval and 843

T5 for plan generation, employing constrained 844

decoding to ensure grammatical correctness. 845

• SR+NSM+E2E (Zhang et al., 2022) trains an 846

encoder to retrieve relevant relations and con- 847

structs reasoning paths based on the retrieved 848

relations. 849

• Flexkbqa (Li et al., 2024) is a flexible KGQA 850

framework that uses LLMs to adapt to differ- 851

ent knowledge graphs and query languages 852

with minimal annotated data. 853

LLM only methods: 854

• GPT3.5 (OpenAI, 2022) is an advanced AI 855

language model developed by OpenAI, capa- 856

ble of understanding and generating human- 857

like text across a wide range of tasks. 858

• GPT4.1-mini (OpenAI, 2025) is a streamlined 859

version of the GPT-4.1 model, optimized for 860

efficient natural language processing with re- 861

duced computational demands while maintain- 862

ing core performance capabilities. 863

Prompting LLM methods: 864

• KB-BINDER (Li et al., 2023b) is designed 865

to address the heterogeneity of items across 866

different KGs, facilitating few-shot in-context 867

learning for KGQA tasks. 868

• StructGPT (Jiang et al., 2023) utilizes an in- 869

terface for KG data to enable finite knowl- 870

edge access and filtering, leveraging a LLM to 871

repeatedly infer answers or subsequent plan- 872

ning. 873
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• ToG (Sun et al., 2023) is a training-free874

framework that incorporates LLMs with KGs875

through iterative beam search, enhancing deep876

reasoning capabilities, ensuring knowledge877

traceability and correctability, and enabling878

flexible, cost-effective deployment across di-879

verse models and datasets.880

• Readi (Cheng et al., 2024) is a novel frame-881

work that enables LLMs to efficiently and882

faithfully reason over structured environments883

by initially generating a reasoning path, in-884

stantiating it on the environment, and invoking885

targeted editing only when necessary.886

Table 5 presents performance of ToG-GPT3.5,887

ToG-GPT4, SRP-GPT3.5 and SRP-GPT4.1-mini888

on three datasets, where ToG-GPT4 means ToG889

motivated by GPT-4. Results of ToG-GPT3.5 and890

ToG-GPT4 are cited from (Chen et al., 2024). Be-891

cause of the lack of experiment data on ToG mo-892

tivated by GPT4.1-mini and the difference of pa-893

rameters size between GPT4 and GPT4.1-mini, we894

doesn’t present results of ToG-GPT4 and compare895

ToG-GPT4 with SRP-GPT4.1-mini in table 2. As896

shown in table 5, SRP performs better than ToG897

when motivated by GPT-3.5. Although the per-898

formance of SRP-GPT4.1-mini is slightly inferior899

to that of ToG-GPT4. in GrailQA, SRP-GPT4.1-900

mini is better than ToG-GPT4 in WebQSP and901

CWQ. More importantly, the performance gap on902

GrailQA can be reasonably attributed to the fact903

that GPT-4.1-mini has significantly fewer param-904

eters than GPT-4, which may limit its capacity in905

complex multi-hop reasoning tasks. Despite this,906

SRP-GPT4.1-mini still demonstrates strong gener-907

alization and competitive performance, indicating908

the robustness of our SRP framework even under909

lighter backbone models.910

C Prompts911

We provide prompts of SRP in this section.912

Prompts of relation check, path generation, se-913

quence judge, path edit and answering are in Table914

6, Table 7, Table 8, Table 9 and Table 10. Noted915

that the demonstration of prompts of relation check916

is from (Sun et al., 2023), and prompts of answer-917

ing is following (Cheng et al., 2024).918

For number of few-shot demonstration, we uti-919

lize 3 shots in WebQSP and 4 shots in CWQ and920

GrailQA for path generation. In path edit, we uti-921

lized 5 shots in WebQSP and CWQ and 4 shots in922

GrailQA. For relation check, sequence judge and 923

answering, we utilizes 1 shots, 2 shots and 5 shots 924

in each dataset respectively. When test Readi in 925

GrailQA, we utilized 6 shots prompts for reason- 926

ing path generation and 4 shots demonstration for 927

reasoning path edit. 928
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Method WebQSP CWQ
GrailQA

overall I.I.D. Compositional Zero-shot

ToG-GPT3.5 76.2 57.1 68.7 70.1 56.1 72.7
SRP-GPT3.5 78.6 58.7 71.2 68.3 58.6 76.9

ToG-GPT4 82.6 67.6 81.4 79.4 67.3 86.5
SRP-GPT4.1-mini 83.6 69.7 78.8 75.8 62.6 85.8

Table 5: Performance of ToG-GPT3.5, ToG-GPT4, SRP-GPT3.5 and SRP-GPT4.1-mini on three datasets.

Instruction
Please retrieve 3 relations (separated by semicolon) that contribute to the question and rate their
contribution on a scale from 0 to 1 (the sum of the scores of 3 relations is 1). Note: (1) please refer
to the 4 examples of relation paths to give your score, if some example are similar to the question
and the first relation of its relation path appears in candidate relation, give this relation a good rate;
(2) please output relation and score in the format of (’relation’, score).

Reference
Here are 4 examples of questions and associated relation paths which connect to correct answer of
question:
Question: {reference question}
Relation Path: {reference reasoning path}
......

Demonstration Example
Question: Name the president of the country whose main spoken language was Brahui in 1980?
Topic Entity: Brahui Language
Candidate Relations: language.human_language.main_country; language.human_language.language
_family; language.human_language.iso_639_3_code; base.rosetta.languoid.parent; language.human
_language.writing_system; base.rosetta.languoid.languoid_class; language.human_language
.countries_spoken_in; kg.object_profile.prominent_type; base.rosetta.languoid.document; base
.ontologies.ontology_instance.equivalent_instances; base.rosetta.languoid.local_name; language
.human_language.region Answer:
1. (’language.human_language.main_country’, 0.4): This relation is highly relevant as it directly
relates to the country whose president is being asked for, and the main country where Brahui language
is spoken in 1980.
2. (’language.human_language.countries_spoken_in’, 0.3): This relation is also relevant as it
provides information on the countries where Brahui language is spoken, which could help narrow
down the search for the president.
3. (’base.rosetta.languoid.parent’, 0.2): This relation is less relevant but still provides some context
on the language family to which Brahui belongs, which could be useful in understanding the linguistic
and cultural background of the country in question.

Table 6: Prompts of relation check.

13



Instruction
You are tasked with generating relation paths to help searching for answers in Freebase based on
given question. I will provide you with:
1. A question.
2. One or more topic entity that is central to the question.
3. A set of valuable relations associated with the topic entity.
Your goal is to generate relation paths that start with the topic entity and follow a sequence of
relations to help answer the question.

Demonstration Example
Question: who played princess leia in star wars movies?
Topic Entity: princess leia
Valuable Relations: {“princess leia”: [’film.film_character.portrayed_in_films’, ’tv.tv_character
.appeared_in_tv_program’, ’film.film_character.movie’, ’movie.movie_character.movie’]}
Thought: Firstly, the path should cover the movies portrying princess leia. Secondly, the path should
cover the actors in that movie.
Path: {

“princess leia”:[
“princess leia -> film.film_character.portrayed_in_films -> film.performance.actor”,
“princess leia -> movie.movie_character.movie -> film.actor.actor”

]
}

Table 7: Prompts of path generation.
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Instruction
Here are some triplet sequences [(h_0, r_0, t_0), ..., (h_n, r_n, t_n)] that may contain information
helpful for solving the problem. Please analyze the following triplet sequences and retain the
subsequences within each triplet sequence that are useful for answering the question, while removing
the subsequences that are not helpful. Please first output your Thinking Process, then output the
retained parts of each triplet sequence. If you believe the answer to the question appears at the end
of the triplet sequence (i.e., the answer is the tail entity t_n of the last triplet), directly return this
sequence. If you think that the entire triplet sequence, except for the head entity h_0 of the first
triplet, is unrelated to the question, return an empty list [].
Note: (1) The retained part of the triplet sequence should be a continuous subsequence, and the
removed part should also be a continuous subsequence; you cannot return non-continuous triples
from the original sequence. (2) If it is possible to retain, the retained part should include at least the
first triplet of the sequence. (3) The format of the output triplet sequence should be the same as the
input triplet sequence. (4) If you believe the answer to the question appears in the triplet sequences,
please give “<HAVE_ANSWER>” in the end of your Thinking Process. If you do not believe the
answer to the question appears in the triplet sequences, please give “<NO_ANSWER>” in the end of
your Thinking Process.

Reference
Here are 4 examples of some questions, associated relation and answer of question.
Question: {reference question}
Relation Path: {reference reasoning path}
Answer: {reference answer}
......

Demonstration Example
Question: where is aviano air force base located?
Triplet sequences:
1. [(“Aviano Air Base”, “location.location.containedby”, “Italy”)]
2. [(“Aviano Air Base”, “aviation.airport.serves”, “Aviano”)]
Thinking Process: First, based on the triplet (“Aviano Air Base”, “location.location.containedby”,
“Italy”), I can answer the question. So, I think these triplet sequences have enough information to
answer the question. <HAVE_ANSWER>
Retained sequences:
1. [(“Aviano Air Base”, “location.location.containedby”, “Italy”)]
2. []

Table 8: Prompts of sequence judge.
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Instruction
Task: Given an Inital Path and some feedback information of a Question, please correct the Inital
Path.
Note:
(1)When you receive Error Message, please edit the path based on Instantiate Paths. For example, if
the Error Message is “relation XXX not instantiated”, you should modify this relation with candidate
relation; if the Error Message is “<cvt></cvt> in the end”, you should add a candidate relation to a
Instantiate Path which you think is relevant to question; if the Error Message is “Current Information
is not enough”, please analysis Instantiate Paths and Candidate Relations, then generate a new path
which is more relevant to question; (2) please refer to the 4 examples of relation paths to correct the
Inital Path; (3) Avoid generating Final Path that are the same as the Initial Path.

Reference
Question: {reference question}
Relation Path: {reference reasoning path}
......

Demonstration Example
Question: What major religion in the UK has a place of worship named St. Mary’s Cathedral,
Batticaloa?
Initial Path: United Kingdom -> location.location.religions -> place.religion.major_religions
»» Error Message
1. <cvt></cvt> in the end.
2. relation “place.religion.major_religions” not instantiated.
»» Instantiation Context
Instantiate Paths: United Kingdom -> location.location.contains -> Heaton railway station
United Kingdom -> location.statistical_region.religions -> <cvt></cvt>
United Kingdom -> location.location.contains -> Bakersfield, Nottingham
United Kingdom -> location.location.contains -> Knockloughrim
United Kingdom -> location.location.contains -> Oakenshaw
Candidate Relations: {’United Kingdom -> location.statistical_region.religions’: [’location.religion
_percentage.date’, ’location.religion_percentage.percentage’, ’location.religion_percentage
.religion’], ’United Kingdom -> location.location.contains’: [’location.location.containedby’,
’location.location.geolocation’, ’type.object.type’]}
»» Corrected Path
Goal: The Initial Path starts from United Kingdom, which should cover the major religion in United
Kingdom.
Thought: In Instantiate Paths, I find that United Kingdom has some religions, described by a cvt
node. In candidates, I find “location.religion_percentage.religion” most relevant to major religions.
Final Path: United Kingdom -> location.statistical_region.religions -> location.religion
_percentage.religion

Table 9: Prompts of path edit.
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Instruction
Given a question and the associated retrieved knowledge graph triplets (entity, relation, entity), you
are asked to answer the question with these triplets. When you answer the question, please first
give your answer with your own knowledge, then give your answer with knowledge from retrieved
knowledge graph triplets. If the given knowledge triples is not enough or missing, you can use your
own knowledge. Use {} to enclose the answer! Please think step by step.

Demostration Example Q: Find the person who said “Taste cannot be controlled by law”,
where did this person die? Knowledge Triplets: (Taste cannot be controlled by law., me-
dia_common.quotation.author, Thomas Jefferson) A: First, based on (Taste cannot be controlled by
law., media_common.quotation.author, Thomas Jefferson), the person who said “Taste cannot be
controlled by law” is Thomas Jefferson. Second, no Triplet provided can answer where Thomas
Jefferson’s dead, however, based on my owned knowledge, Thomas Jefferson died in Charlottesville.
So, the answer is Charlottesville .

Table 10: Prompts of answering.
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