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Abstract
The pace of scientific research, vital for improv-001
ing human life, is complex, slow, and needs spe-002
cialized expertise. Meanwhile, novel, impact-003
ful research often stems from both a deep under-004
standing of prior work, and a cross-pollination005
of ideas across domains and fields. To enhance006
the productivity of researchers, we propose Re-007
searchAgent, which leverages the encyclopedic008
knowledge and linguistic reasoning capabilities009
of Large Language Models (LLMs) to assist010
them in their work. This system automatically011
defines novel problems, proposes methods and012
designs experiments, while iteratively refining013
them based on the feedback from collabora-014
tive LLM-powered reviewing agents. Specifi-015
cally, starting with a core scientific paper, Re-016
searchAgent is augmented not only with rel-017
evant publications by connecting information018
over an academic graph but also entities re-019
trieved from a knowledge store derived from020
shared underlying concepts mined across nu-021
merous papers. Then, mimicking a scientific022
approach to improving ideas with peer discus-023
sions, we leverage multiple LLM-based Re-024
viewingAgents that provide reviews and feed-025
back via iterative revision processes. These026
reviewing agents are instantiated with human027
preference-aligned LLMs whose criteria for028
evaluation are elicited from actual human judg-029
ments via LLM prompting. We experimentally030
validate our ResearchAgent on scientific pub-031
lications across multiple disciplines, showing032
its effectiveness in generating novel, clear, and033
valid ideas based on both human and model-034
based evaluation results. Our initial foray into035
AI-mediated scientific research has important036
implications for the development of future sys-037
tems aimed at supporting researchers in their038
ideation and operationalization of novel work.039

1 Introduction040

Scientific research plays a crucial role in driving041

innovation, advancing knowledge, solving prob-042

lems, expanding our understanding of the world,043
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Figure 1: (A) The scientific knowledge used for research idea
generation consists of a paper, its relationships over an aca-
demic graph, and entities within a knowledge store extracted
from numerous papers. (B) Given them, the proposed re-
search idea generation process involves problem identification,
method development, and experiment design. Those are also
iteratively refined by reviews and feedback from reviewing
agents, aligned with criteria induced from human judgements.

and ultimately improving the lives of people in tan- 044

gible ways. This process usually consists of two 045

key components: the formulation of new research 046

ideas and the validation of these ideas through well- 047

crafted experiments, which are typically conducted 048

by human researchers (Hope et al., 2023; Wang 049

et al., 2023a; Huang et al., 2023). However, this 050

is a slow, effort-intensive process, which requires 051

reading and synthesizing overwhelming amounts 052

of knowledge over the vast corpus of rapidly grow- 053

ing scientific literature to formulate research ideas, 054

as well as design and perform experimental valida- 055

tions of those ideas. For example, the number of 056

academic papers published per year is more than 057

7 million (Fire and Guestrin, 2019). Similarly, the 058

process of testing a new pharmaceutical drug re- 059

quires deep expertise, and is massively expensive 060

and labor-intensive, often taking several years (Va- 061

mathevan et al., 2019). 062

In the meantime, recent Large Language Mod- 063

els (LLMs) (Touvron et al., 2023; OpenAI, 2023; 064

Anil et al., 2023) have shown impressive capabili- 065

ties in processing and generating text with remark- 066
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able accuracy, even outperforming human experts067

across diverse specialized domains including math,068

physics, history, law, medicine, and ethics. They069

are able to process and analyze large volumes of070

data at speeds and scales far exceeding human ca-071

pabilities, have internalized large swaths of human072

knowledge from being trained on virtually the en-073

tire web, and can identify patterns, trends, and cor-074

relations that may not be immediately apparent to075

human researchers (such as the usage of quantum076

mechanics in medical imaging or applying psycho-077

logical insights in AI). This renders them ideally078

poised to become foundational tools to accelerate079

the two phases of the scientific research process:080

ideation of novel research opportunities, and scien-081

tific validation of those research hypotheses.082

A few recent papers in the domain of LLM-083

augmented scientific discovery have focused on the084

second phase. Specifically, they attempt (Huang085

et al., 2023; AI4Science and Quantum, 2023; Bran086

et al., 2023) to mainly accelerate the experimental087

validation process, by writing code for machine-088

learning models, facilitating the exploration of089

chemical spaces, or advancing the simulation of090

molecular dynamics. Thus, in this paper, we lever-091

age LLMs in the first phase of scientific research092

– specifically idea generation, whose key focus is093

conceptualizing novel research questions, method-094

ologies, and experiments. To the best of our knowl-095

edge, our work is the first to leverage and evaluate096

the capabilities of LLMs to act as mediators in097

scientific idea generation in an open-ended setting.098

Given our goal to build an LLM-powered Re-099

searchAgent, we draw inspiration from how human100

researchers position themselves to come up with101

novel research ideas. We draw distinctions between102

three key components of their workflow: a broad103

and deep understanding of related scientific liter-104

ature, an encyclopedic view of concepts and how105

they relate to one another both within and across106

domains, and a community of colleagues on which107

to rely for feedback and constructive criticism.108

We model each of these three aspects in our109

ResearchAgent. Specifically, in order to imbibe re-110

lated work, the system begins with a core scientific111

paper and then explores a range of related papers112

through references and citation relationships. Fur-113

ther, to develop an encyclopedic view of related114

concepts, we build and then augment ResearchA-115

gent with an entity-centric knowledge store derived116

from co-occurrences of key concepts in the scien-117

tific literature. This repository is aimed at capturing118

novel underlying relationships within and across 119

domains, thereby increasing the chances of a cross- 120

pollination of ideas (Wahle et al., 2023). Finally, to 121

simulate robust feedback mechanisms, we instanti- 122

ate a number of LLM-powered ReviewingAgents 123

that help the ResearchAgent to iterate on research 124

idea generation with constructive critiques. Cru- 125

cially, these ReviewingAgents are prompted with 126

evaluation criteria that are induced from real re- 127

searchers’ judgements, thus aligning them with ac- 128

tual scientific preferential standards. An illustration 129

of our system is provided in Figure 1. 130

We validate the effectiveness of ResearchAgent 131

for research idea generation based on scientific liter- 132

ature across multiple disciplines. Then, on a battery 133

of tests conducted with both human- and model- 134

based evaluations, we demonstrate that ResearchA- 135

gent outperforms strong LLM-powered baselines 136

by large margins, generating more clear, relevant, 137

and significant ideas that are especially novel. Fur- 138

thermore, analyses show the efficacy of our com- 139

prehensive approach to modeling ResearchAgent: 140

the entity-centric knowledge store and the itera- 141

tive idea refinement steps help the system generate 142

meaningfully better ideas compared with an instan- 143

tiation that is purely based on prior related work. 144

These findings indicate the huge promise of AI- 145

mediated research assistants, and our initial novel 146

foray into scientific idea generation has important 147

implications for future work that seeks to explore 148

and improve upon the work we have proposed here. 149

These include better support and operationalization 150

to experimentally validate scientific ideas, and the 151

design and evaluation of the utility of these systems 152

to end users, applications, and industries. 153

2 Related Work 154

Large Language Models LLMs have shown 155

impressive performances across a wide range of 156

tasks (OpenAI, 2023; Anil et al., 2023), includ- 157

ing ones in scientific fields such as mathematics, 158

physics, medicine, and computer science (Portenoy 159

et al., 2021; Romera-Paredes et al., 2023; Bran 160

et al., 2023; Huang et al., 2023; Liu et al., 2024). 161

A study on GPT-4 shows that it is capable of under- 162

standing DNA sequences, designing biomolecules, 163

predicting the behavior of molecular systems, and 164

solving Partial Differential Equation (PDE) prob- 165

lems (AI4Science and Quantum, 2023). However, 166

LLMs have mainly been used for accelerating the 167

experimental validation of already identified re- 168

search ideas, but not for identifying new problems. 169
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Hypothesis Generation The principle of hypoth-170

esis generation is based on literature-based discov-171

ery (Swanson, 1986), which aims to discover rela-172

tionships between concepts (Henry and McInnes,173

2017). For instance, these concepts could be a spe-174

cific disease and a compound not yet considered as175

a treatment for it. Early works on automatic hypoth-176

esis generation first build a corpus of discrete con-177

cepts, and then identify their relationships with ma-178

chine learning approaches, e.g., using similarities179

between word (concept) vectors (Tshitoyan et al.,180

2019) or applying link prediction methods over a181

graph (where concepts are nodes) (Sybrandt et al.,182

2020; Nadkarni et al., 2021). Recent approaches183

are further powered by LLMs (Wang et al., 2023b;184

Qi et al., 2023; Yang et al., 2023), leveraging their185

prior knowledge about scientific disciplines. How-186

ever, all these approaches perform idea generation187

in a localized manner and are designed to identify188

potential relationships between two variables or to189

generate textual descriptions about them, which190

may be sub-optimal to capture the complexity and191

multifaceted nature of real-world problems (e.g.,192

urban planning involve numerous interacting vari-193

ables). Meanwhile, we do not artificially restrict194

the generated research idea to be a predictive single195

variable or simple binary link, instead allowing the196

model to generate ideas in an open-ended fashion.197

Knowledge-Augmented LLMs The approach to198

augment LLMs with external knowledge enhances199

their utility, making them more accurate and rele-200

vant to specific target contexts. Much prior work201

aims at improving the factuality of LLM responses202

to given queries by retrieving the relevant docu-203

ments and then injecting them into the input of204

LLMs (Lazaridou et al., 2022; Ram et al., 2023;205

Shi et al., 2023). In addition, given that entities206

or facts are atomic units for representing knowl-207

edge, recent studies further augment LLMs with208

them (Baek et al., 2023; Wu et al., 2023). In con-209

trast to these efforts which use knowledge units210

piecemeal, we instead jointly leverage accumu-211

lated knowledge over massive troves of scientific212

papers. More recently, Baek et al. (2024) proposes213

to use accumulated entities (extracted from various214

web search contexts) for query suggestion, which –215

while similar – has the entirely different objective216

of narrowing the focus of LLMs to entities already217

present in an LLM’s context.218

Iterative Refinements with LLMs Similar to219

humans, LLMs do not always generate optimal out-220

puts on their first attempt. Drawing inpiration from 221

humans who can iteratively refine their thoughts 222

based on critiques from themselves and their peers, 223

many recent studies (including some hypothesis 224

generation work) have investigated the potential of 225

LLMs to correct and refine their outputs, demon- 226

strating that they indeed possess those capabili- 227

ties (Welleck et al., 2023; Madaan et al., 2023; 228

Shridhar et al., 2023; Ganguli et al., 2023; Wang 229

et al., 2023b; Qi et al., 2023; Yang et al., 2023). 230

3 Method 231

We present ResearchAgent, a system that automati- 232

cally proposes research ideas with LLMs. 233

3.1 LLM-Powered Research Idea Generation 234

We begin by formally introducing the new prob- 235

lem of research idea generation, followed by an 236

explanation of how LLMs are utilized to tackle it. 237

Research Idea Generation The goal of the re- 238

search idea generation task is to formulate new 239

and valid research ideas, to enhance the overall 240

efficiency of the first phase of scientific discov- 241

ery. While we acknowledge that the real process 242

by which humans conduct research is varied and 243

complex to an extent well beyond the scope of this 244

scientific study, we attempt to model simulacra in 245

three systematic steps that would likely be maxi- 246

mally beneficial to a researcher seeking assistance 247

from an AI system. These are namely, identifying 248

novel research ideas, proposing methods to validate 249

these ideas, and designing experiments to measure 250

the success of these methods in relation to the ideas. 251

To accomplish the aforementioned steps, we uti- 252

lize the existing literature (e.g., academic publi- 253

cations) as a primary source, which provides in- 254

sights about existing knowledge along with gaps 255

and unanswered questions1. Formally, let L be the 256

literature, and o be the ideas that consist of the 257

problem p, method m, and experiment design d, 258

as follows: o = [p,m,d] where each item consists 259

of a sequence of tokens and [·] denotes a concate- 260

nation operation. Then, the idea generation model 261

f can be represented as follows: o = f(L), which 262

is further decomposed into three submodular steps: 263

p = f(L) for identifying problems, m = f(p,L) 264

for developing methods, and d = f(p,m,L) for 265

designing experiments. In this work, we opera- 266

1We focus on the existing literature-based idea generation
by following the paradigm that a new idea is more often than
not just a new combination of old elements (Young, 2003).
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tionalize f with LLMs, leveraging their capability267

to understand and generate academic text.268

Large Language Models Before describing the269

LLM in the context of our problem setup, let us first270

provide its general definition, which takes an input271

sequence of tokens x and generates an output se-272

quence of tokens y, as follows: y = LLMθ(T (x)).273

Here, the model parameters θ are typically fixed274

after training, due to the high costs of further fine-275

tuning. In addition, the prompt template T serves276

as a structured format that outlines the context (in-277

cluding the task descriptions and instructions) to278

direct the model in generating the desired outputs.279

3.2 Knowledge-Augmented LLMs280

for Research Idea Generation281

We now turn to our primary focus of automati-282

cally generating research ideas with LLMs. Re-283

call that we aim to produce a complete idea con-284

sisting of the problem, method, and experiment285

design (o = [p,m,d]), while using the exist-286

ing literature L as a primary source of informa-287

tion. We operationalize this with LLMs by instan-288

tiating the aforementioned research idea genera-289

tion function f with LLM coupled with the task-290

specific template. Formally, p = LLM(Tp(L)) in-291

dicates the problem identification step, followed292

by m = LLM(Tm(p,L)) for method development293

and d = LLM(Te(p,m,L)) for experiment design,294

which constitutes the full idea: o = [p,m,d].295

Following this general formulation, the impor-296

tant question to answer is how the body of scientific297

literature is leveraged for actually generating re-298

search ideas with LLMs. Here, we outline three key299

desiderata that contribute to the success of human300

researchers ideating novel research ideas: a broad301

and deep understanding of related work, an ency-302

clopedic perspecitve on the interconnectedness of303

concepts within and across scientific domains, and304

a community of peers who help iteratively improve305

ideas through constructive critiques. We describe306

our operationalization of these three desiderata us-307

ing the prior literature and LLMs in what follows.308

Citation Graph based Literature Survey Due309

to the constraints on their input lengths and their310

reasoning abilities, particularly over very long con-311

texts (Liu et al., 2023a), it is not possible to incorpo-312

rate all the existing publications from the literature313

L into the LLM input. Instead, we need to find a314

meaningful subset relevant to the problem at hand.315

To achieve this, we mirror the process followed by316

human researchers, who expand their knowledge of 317

a paper by perusing other papers that either cite or 318

are cited by it. Concretely, for the LLM, we initiate 319

its literature review process by providing a core 320

paper l0 from L and then selectively incorporat- 321

ing subsequent papers {l1, ..., ln} that are directly 322

connected based on a citation graph. This proce- 323

dure makes the LLM input for idea generation more 324

manageable and coherent. In addition, we oper- 325

ationalize the selection process of the core paper 326

and its relevant citations with two design choices: 327

1) the core paper is selected based on its citation 328

count (e.g., exceeding 100 over 3 months) typi- 329

cally indicating high impact; 2) its relevant papers 330

(which may be potentially numerous) are further 331

narrow-downed based on their similarities of ab- 332

stracts with the core paper, ensuring a more focused 333

and relevant set of related work. 334

Entity-Centric Knowledge Augmentation In 335

order to model an encyclopedic view of inter- 336

connected concepts, we must effectively design a 337

framework to extract, store and effectively leverage 338

the vast amount of knowledge in scientific litera- 339

ture L. In this work, we view entities as the atomic 340

units of knowledge, which allows for ease of repre- 341

sentation and accumulation over papers in a unified 342

manner across different disciplines. For example, 343

we can easily extract the term “database” whenever 344

it appears in any paper, using existing off-the-shelf 345

entity linking methods and then aggregate their 346

linked occurrences into a knowledge store. Then, if 347

the term “database” is prevalent within the realm of 348

medical science but less so in hematology (which 349

is a subdomain of medical science), the constructed 350

knowledge store can capture the affinity between 351

those two domains based on overlapping entities. 352

This representational paradigm can then be used 353

to suggest the term “database” when formulating 354

the ideas about hematology. In other words, this 355

approach enables providing novel and interdisci- 356

plinary insights by leveraging the interconnected- 357

ness of entities across various fields. 358

Formally, we design the knowledge store as a 359

two-dimensional matrix K ∈ Rm×m where m is 360

the total number of unique entities identified and 361

K is implemented in a sparse format. This knowl- 362

edge store is constructed by extracting entities over 363

all the available scientific articles in literature L2, 364

which not only counts the co-occurrences between 365

2As extracting entities on all articles is computationally
infeasible, we target papers appearing after May 01, 2023.
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entity pairs within individual papers but also quan-366

tifies the count for each entity. Our approach is367

versatile, thus, we can use any entity linker (Wu368

et al., 2020). Also, despite the lack of entity link-369

ers customized for the scientific domain, the off-370

the-shelf system proved capable of extracting key371

scientific entities, as shown in Table 16. Specifi-372

cally, this linker tags and canonicalizes entities in a373

paper l from L, formalized as follows: El = EL(l)374

where El denotes a multiset of entities (allowing375

for repetitions) appearing in l3. Upon extracting376

entities E , to store them into the knowledge store377

K, we consider all possible pairs of E represented378

as follows: {ei, ej}(i,j)∈C(|E|,2) where e ∈ E .379

Given this knowledge store K, our next goal380

is to enhance the previous vanilla research idea381

generation process implemented based on a group382

of interconnected papers, denoted as follows: o =383

LLM(T ({l0, l1, ..., ln})). We do this by augmenting384

the LLM with the relevant entities from K, which385

can expand the contextual knowledge – what LLMs386

can consume – by offering additional knowledge.387

In other words, this knowledge is not seen in the388

current group of papers but is relevant to it, iden-389

tified based on entity (co-)occurrence information390

stored in K. Formally, let us define entities ex-391

tracted from the group of interconnected papers,392

as follows: E{l0,...,ln} =
⋃n

i=0 EL(li). Then, the393

probabilistic form of retrieving the top-k relevant394

external entities can be represented as follows:395

Ret({l0, ..., ln} ;K) = argmax
I⊂[m]:|I|=k

∏
P (ei|E{l0,...,ln}), (1)396

where [m] = {1, ...,m} and ei /∈ E{l0,...,ln}. Also,397

for simplicity, by applying Bayes’ rule and assum-398

ing that entities are independent, the retrieval oper-399

ation (Equation 1) can be approximated as follows:400

argmax
I⊂[m]:|I|=k

∏
(

∏
ej∈E{l0,...,ln}

P (ej |ei))× P (ei), (2)401

where P (ej |ei) and P (ei) can be derived from val-402

ues in the two-dimensional matrix K, suitably nor-403

malized. We note that the formulation in Equa-404

tion 2 is only one instance of operationalizing re-405

trieval; this could be replaced with other retrieval406

strategies – for example, the embedding-based re-407

trieval (discussions and results are provided in Ap-408

pendix B.4). Hereafter, the instantiation of research409

proposal generation augmented with relevant entity-410

centric knowledge is formalized as follows: o =411

3Due to the extensive length of scientific publications, the
target of entity extraction is restricted to titles and abstracts.

LLM(T ({l0, ..., ln} , Ret({l0, ..., ln} ;K)))4. We 412

call this knowledge-augmented LLM-powered idea 413

generation approach ResearchAgent, and provide 414

the templates to instantiate it in Tables 6, 7, and 8. 415

Iterative Research Idea Refinements Finally, 416

in order to model a community of peers for idea 417

improvement, we propose a set of LLM-powered 418

reviewing agents (called ReviewingAgents). These 419

agents provide the ResearchAgent with reviews 420

and feedback according to specific criteria in order 421

to help it iteratively improve idea generation. 422

Specifically, similar to our approach to instan- 423

tiate ResearchAgent with an LLM (LLM) and tem- 424

plate (T ), ReviewingAgents are instantiated sim- 425

ilarly but with different templates (See Tables 9, 426

10, and 11). Then, with ReviewingAgents, each 427

of the generated research ideas (problem, method, 428

and experiment design) is separately evaluated ac- 429

cording to its own specific five criteria5, which are 430

provided in labels of Figure 2 and detailed in Ta- 431

ble 12. Based on the reviews and feedback from 432

ReviewingAgents, the ResearchAgent iteratively 433

updates and refines its generation of research ideas. 434

Despite the proficiency of LLMs in the evalua- 435

tion of machine-generated texts (Zheng et al., 2023; 436

Fu et al., 2023), their judgments on research ideas 437

may not be aligned with the judgments of real hu- 438

man researchers. However, there are no ground 439

truth reference judgments available, and collecting 440

them to align LLMs is expensive and often infeasi- 441

ble. Ideally, the judgments made by LLMs should 442

be similar to the ones made by humans, and we aim 443

to ensure this by automatically generating human 444

preference-aligned evaluation criteria (used for au- 445

tomatic evaluations) with a few human annotations. 446

Specifically, to obtain these human-aligned evalu- 447

ation criteria, we first collect 10 pairs of research 448

ideas and their associated scores (on a 5-point Lik- 449

ert scale annotated by human researchers having at 450

least 3 papers) on every evaluation criterion. Then, 451

we prompt the LLM with these human-annotated 452

pairs to induce detailed descriptions for evaluation 453

criteria (Lin et al., 2024) (See Tables 13, 14, and 15) 454

that reflect the human preferences6, which are then 455

used as evaluation criteria by the ReviewingAgents. 456

4There may be additional knowledge sources (beyond the
existing literature and entities) for research idea generation,
and we leave exploring them as future work.

5We select the top five criteria which we consider as the
most important, and leave exploring others as future work.

6We additionally ask five human annotators, who evaluate
research ideas, to judge the quality of the induced criteria, and
two of them strongly agree and three of them agree with them.
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Figure 2: Main results on our research idea generation task with human- (left) and model-based (right) evaluations, where we
report the score of each idea (problem, method, or experiment design) based on its own five criteria and their average score.

4 Experimental Setups457

In this section, we describe the datasets, models,458

evaluation setup, and implementation details.459

4.1 Data460

The main source to generate research ideas is scien-461

tific literature L, which we obtain from Semantic462

Scholar Academic Graph API7. From this, we se-463

lect papers appearing after May 01, 2023, because464

LLMs that we use in our experiments are trained on465

data from the open web available before this point.466

This follows the procedure of existing literature-467

based hypothesis generation work (Qi et al., 2023).468

Then, we select high-impact papers (that have more469

than 20 citations) as core papers, mirroring human470

researchers’ tendency to leverage influential work,471

to ensure the high quality of the generated ideas.472

The resulting data is still very large; thus, we fur-473

ther randomly sample a subset of 300 papers as474

core papers to obtain a reasonably sized benchmark475

dataset. The average number of reference papers476

for each core paper is 87; the abstract of each paper477

has 2.17 entities on average. The distribution of478

disciplines for all papers is provided in Figure 7.479

4.2 Baselines and Our Model480

As we target the novel task of research idea genera-481

tion involving the generation of problems, methods,482

and experimental designs (whose setup differs from483

existing hypothesis generation works that identify484

relationships between two variables), there are no485

existing baselines that would serve as direct com-486

parison8. Thus, we mainly compare our full Re-487

searchAgent model, which utilizes both references488

and entities, against its ablated variants as follows:489

1. Naive ResearchAgent – which uses only a core490

paper to generate research ideas. 2. ResearchA-491

gent w/o Entity Retrieval – which uses the core492

paper and its relevant references without consider-493

ing entities. 3. ResearchAgent – which is our full494

model that uses the relevant references and entities495

along with the core paper, to augment LLMs.496

7https://www.semanticscholar.org/product/api
8The comparison results of ResearchAgent against hypoth-

esis generation approaches are discussed in Appendix B.3.
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Figure 3: Results of pairwise comparisons between ideas from
two of any different approaches, where we report the win ratio.

4.3 Evaluation Setup 497

Given our formulation of idea generation (Sec 3.1), 498

there are no ground-truth answers to measure the 499

quality of the generated ideas. Meanwhile, exhaus- 500

tively listing pairs of core papers and reference 501

research ideas is suboptimal, since there may ex- 502

ist a large number of valid research ideas for each 503

core paper, and this process requires much time, ef- 504

fort and expertise on the part of human researchers. 505

Thus, we turn to model-based automatic evaluation 506

as well as manual human evaluation to validate 507

different models on our experimental benchmark. 508

Model-based Evaluation Following the recent 509

trends in using LLMs to judge the quality of out- 510

put texts (especially in the setting of reference-free 511

evaluations) (Zheng et al., 2023; Fu et al., 2023; 512

Liu et al., 2023b), we use GPT-4 to judge the qual- 513

ity of research ideas. Note that each of the problem, 514

method, and experiment design is evaluated with 515

five different criteria (See labels of Figure 2 for 516

criteria and see Table 12 for their detailed descrip- 517

tions). We ask the LLM-based evaluation model to 518

either rate the generated idea on a 5-point Likert 519

scale for each criterion or perform pairwise compar- 520

isons between two ideas from different models. We 521

provide the prompts for evaluations in Appendix A. 522

Human Evaluation Similar to model-based eval- 523

uations, we perform human evaluations that involve 524

assigning a score for each criterion and conducting 525

pairwise comparisons between two ideas. As the 526

generated ideas are knowledge-intensive, we care- 527

fully select annotators who are well-versed in the 528

field and provide them with ideas that are highly 529

relevant to their field of expertise. Specifically, we 530

choose ten expert researchers who have authored 531

at least three papers and ask them to judge only the 532

ideas that are generated based on their own papers. 533
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Table 1: Results of agreements between two human annotation
results and between human and model evaluation results.

Categories Metrics Problem Method Experiment

Human and Human Scoring 0.83 0.76 0.67
Pairwise 0.62 0.62 0.41

Human and Model Scoring 0.64 0.58 0.49
Pairwise 0.71 0.62 0.52

4.4 Implementation Details534

We mainly use the GPT-4 (OpenAI, 2023) release535

from Nov 06 as the basis for all models, which is,536

notably, reported to be trained with data up to Apr537

2023 (meanwhile, the papers used for idea genera-538

tion appear after May 2023). To extract entities and539

build the entity-centric knowledge store, we use the540

off-the-shelf BLINK entity linker (Wu et al., 2020),541

with papers from May 01, 2023, to Dec 31, 2023542

(available from Semantic Scholar API) along with543

their references, which number 50,091 in total. We544

provide detailed prompts used to elicit responses545

for research idea generation in Appendix A.3.546

5 Experimental Results and Analyses547

We present experimental results and various analy-548

ses, showing the effectiveness of ResearchAgent.549

Main Results Our main results on scoring with550

human and model-based evaluations are provided551

in Figure 2. These demonstrate that our full Re-552

searchAgent outperforms all baselines by large mar-553

gins on all metrics across all the problems, methods,554

and experiment designs generated (constituting the555

complete research ideas). Particularly, the full Re-556

searchAgent augmented with relevant entities ex-557

hibits strong gains on metrics related to creativity558

(such as Originality for problems and Innovative-559

ness for methods) since entities may offer novel560

concepts and views that may not be observable in561

the group of papers (core paper and its references)562

used for generating ideas. In addition, the results563

of pairwise comparisons between two of any mod-564

els with human and model-based evaluations are565

reported in Figure 3, on which the full ResearchA-566

gent shows the highest win ratio over its baselines.567

Analysis on Inter-Annotator Agreements To568

validate the quality and reliability of human anno-569

tations, we measure the inter-annotator agreements,570

where 20% of the generated ideas are evaluated571

by two humans, and report the results in Table 1.572

Specifically, for the scoring, we first rank scores573

from each annotator and measure Spearman’s corre-574

lation coefficient (Pirie, 2006) between the ranked575

scores of two annotators. For the pairwise com-576

parison between two judges, we measure Cohen’s577
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Figure 4: Results with varying the number of refinement steps.

kappa coefficient (Cohen, 1960). As shown in Ta- 578

ble 1, we observe that inter-annotator agreement is 579

high, confirming the reliability of our assessments 580

about the quality of generated research ideas. 581

Analysis on Human-Model Agreements Sim- 582

ilar to what we did for the aforementioned inter- 583

annotator agreements, we measure agreements be- 584

tween human-based and model-based evaluations, 585

to ensure the reliability of model-based evaluations. 586

As shown in Table 1, we further confirm that agree- 587

ments between humans and models are high, indi- 588

cating that model-based evaluations are a reason- 589

able alternative to judge research idea generation. 590

Analysis of Refinement Steps To see the effec- 591

tiveness of iterative refinements of research ideas 592

with ReviewingAgents, in Figure 4, we report the 593

averaged scores on the generated ideas as a func- 594

tion of refinement steps. We first observe initial 595

improvements in the quality of generated ideas with 596

increased refinement steps. Yet, the performance 597

becomes saturated after three iterations, which may 598

indicate diminishing returns for subsequent itera- 599

tion steps, which aligns with the pattern observed 600

in agent-based refinement work (Du et al., 2023). 601

Ablation on Knowledge Sources Recall that the 602

full ResearchAgent is augmented with two different 603

knowledge sources, namely relevant references and 604

entities. To see their individual contribution, we 605

perform an ablation study by either excluding one 606

of the knowledge sources or replacing it with ran- 607

dom elements. As shown in Table 2, each knowl- 608

edge source appears to contribute to performance 609

improvement, and the relevant references are espe- 610

cially helpful. We also note that providing random 611

elements is more helpful than providing no ele- 612

ments at all; we hypothesize that this may be due to 613

the LLM’s capability to filter out noise while still 614

gaining incidental value from random inputs. 615

Analysis on Human Alignment for Evaluation 616

Recall that to align judgments from model-based 617

evaluations with actual human preferences, we gen- 618

erated the evaluation criteria based on human eval- 619

uation results and used them as the criteria for 620

7



Table 2: Results of ablation study on references and entities.

Methods Problem Method Experiment

ResearchAgent 4.52 4.28 4.18
- w/o Entities 4.35 4.13 4.02
- w/ Random Entities 4.41 4.19 4.13
- w/o References 4.26 4.08 3.97
- w/ Random References 4.35 4.16 4.02
- w/o Entities & References 4.20 4.03 3.92
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Figure 5: Distributions of model-based evaluation results with
and without the human-induced score criteria alignment (mid-
dle and right), as well as human evaluation results (left).

model-based evaluations. Figure 5 demonstrates621

the efficacy of this strategy, presenting the score622

distribution of human evaluation compared with the623

distributions of model-based evaluations with and624

without human alignment. We find that the score625

distribution of model-based evaluations without626

alignment is skewed and different from the score627

distribution of human judgments. Meanwhile, after628

aligning the model-based evaluations with human-629

induced score criteria, the calibrated distribution630

more closely resembles the distribution of humans.631

Correlation on Citation Counts We further in-632

vestigate whether a high-impact paper (when used633

as a core paper) leads to high-quality research ideas.634

To measure this, we categorize papers by their cita-635

tion count (as a proxy for impact), and visualize the636

average score of each bucket (with model-based637

evaluations) in Figure 6. We find that ideas from638

high-impact papers tend to be of higher quality,639

likely due to their ability to identify research gaps,640

propose feasible methods, and connect with other641

works. Additionally, based on the paper distribu-642

tion (See Figure 7) and for the ease of manual qual-643

ity check, evaluation criteria for model-based eval-644

uations are induced mainly with computer science645

papers. To see whether those criteria are applica-646

ble to diverse fields, we also compare a correlation647

between scores of computer science papers and all648

papers in Figure 6. From this, we observe that the649

scores increase when the citation increases for both650

domains, which may support the generalizability651

of human-preference-induced evaluation criteria.652

Analysis using Different LLMs To see how the653

performance of ResearchAgent changes if an LLM654

other than the GPT-4 is used, we conduct an auxil-655

iary analysis instantiating the ResearachAgent with656

different LLMs, such as Llama3, Mixtral, Qwen1.5,657

and GPT-3.5 (Bai et al., 2023; Jiang et al., 2024),658
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Figure 6: Results with bucketing papers based on citations.
Table 3: Results with different, open and proprietary LLMs.

LLMs Models Problem Method Experiment

GPT-4.0 Naive ResearchAgent 4.20 4.03 3.92
ResearchAgent (Ours) 4.52 4.28 4.18

GPT-3.5 Naive ResearchAgent 3.56 3.56 3.63
ResearchAgent (Ours) 3.58 3.58 3.60

Llama3 (8B) Naive ResearchAgent 3.76 3.69 3.54
ResearchAgent (Ours) 4.18 4.03 3.95

Mixtral (8x7B) Naive ResearchAgent 3.31 3.27 3.20
ResearchAgent (Ours) 3.28 3.35 3.31

Qwen1.5 (32B) Naive ResearchAgent 3.64 3.74 3.66
ResearchAgent (Ours) 4.02 3.97 3.94

and present the model-based evaluation results in 659

Table 3. We then find that the performance with 660

less capable models (other than GPT-4) drops sig- 661

nificantly. Moreover, the performance differences 662

between the Naive ResearchAgent without knowl- 663

edge augmentation and the full ResearchAgent be- 664

come marginal, for Mixtral and GPT-3.5, which in- 665

dicates that they might not be capable of capturing 666

complex concepts across different scientific papers. 667

This is unsurprising if taken in the context of the 668

emergent abilities of LLMs for complex reasoning 669

(but not in smaller LMs) (Wei et al., 2022). 670

6 Conclusion 671

In this work, we presented ResearchAgent – a sys- 672

tem that aims to assist researchers in their workflow 673

by automatically generating research ideas, which 674

consists of novel problem identification, method de- 675

velopment, and experiment design. Drawing inspi- 676

ration from the human process of research ideation, 677

we developed an approach that simultaneously con- 678

ducts a broad and deep review of relevant literature, 679

leverages encyclopedic knowledge through inter- 680

connected concepts across domains to help cross- 681

pollination of ideas, and leverages a community of 682

reviewing agents to provide constructive critiques 683

for iteratively refining the research ideas. Through 684

human and model-based evaluations, we showed 685

that ResearchAgent generates ideas that are more 686

creative, valid, and clear than ones from baselines. 687

While we envision ResearchAgent as a collabo- 688

rative partner for scientists, this initial foray has 689

only demonstrated early signs of the promise of 690

AI-mediated research assistants. There are multi- 691

ple important avenues of future research to pursue, 692

including improving and building upon ResearchA- 693

gent, operationalizing experimental validation of its 694

research hypotheses, and measuring the real-world 695

value it brings to researchers and their productivity. 696
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Limitations697

ResearchAgent has some limitations that we hope698

to address in future work, discussed as follows:699

First, recall that we built the entity-centric knowl-700

edge store to propose beneficial entities during idea701

generation; however this store is constructed by702

extracting entities from the titles and abstracts of a703

limited number of publications (due to the costs of704

processing them) thereby precluding a large num-705

ber of other entities and their interconnectedness.706

In addition, the number of entities that we ob-707

tain from the BLINK entity linker (Wu et al., 2020)708

amounts to 3 per paper on average, indicating lim-709

ited coverage (it is an open-domain linker after710

all), although it exhibits the generally strong under-711

standing of scientific contexts, as demonstrated by712

the improvement achieved by the inclusion of its713

predictions (See Figures 2 and 3, and Table 16).714

Lastly, since our ResearchAgent is powered by715

LLMs, similar to any other approaches based on716

LLMs, it may hallucinate the generated research717

ideas. While our proposed ResearchAgent can par-718

tially mitigate this problem by augmenting LLMs719

with additional elements, such as references to the720

target paper and greater entity-centric knowledge,721

which help ground the generation process in more722

accurate and relevant information, validating these723

generated research ideas with experiments is essen-724

tial to truly accelerate scientific research.725

Ethics Statement726

We are aware that the ResearchAgent may have the727

potential to be misused for nefarious purposes, such728

as generating research ideas about new explosives,729

malicious software, and invasive surveillance tools.730

Notably, this vulnerability is not unique to our ap-731

proach but a common challenge faced by existing732

LLMs that possess significant creative and reason-733

ing capabilities, occasionally generating content734

that may be deemed undesirable. Consequently, it735

underscores the necessity to enhance the robustness736

and safety of LLMs more broadly.737

Also, we recognize the risks of unintentional738

plagiarism associated with using ResearchAgent,739

where the system might generate ideas that closely740

mirror existing research due to the recitation of741

training data. While mitigation strategies, such as742

integrating access to a comprehensive knowledge743

base to inform users of prior work, can be em-744

ployed, we understand that building and maintain-745

ing such a resource is inherently complex and may746

not fully eliminate the risk. To further reduce the 747

possibility of plagiarism, recording and tracking 748

all generated ideas could help identify similarities 749

and guide the model to avoid repetition, though this 750

approach would necessitate explicit user consent. 751
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Figure 7: Visualization of the distribution of disciplines for all
core papers, selected for research idea generation.

A Additional Experimental Details1047

In this section, we provide additional details on1048

experiments, including datasets, human evaluation1049

setups, prompts (used for research idea generation1050

and validation), and human-induced criteria.1051

A.1 Data Statistics1052

We visualize a distribution of core paper categories1053

used for idea generation in Figure 7, where the cat-1054

egories are obtained from Semantic Scholar API9.1055

From this, we find that the top 3 categories are1056

computer science, medicine, and engineering.1057

A.2 Details on Human Evaluation1058

To conduct evaluations with human judges, we1059

recruited 10 researchers from the United States1060

and South Korea, majoring in computer science,1061

medicine, and biology, each with a minimum of 31062

published papers. For annotation, they were pro-1063

vided with a 6-page guideline document, which1064

includes the task instruction and annotation exam-1065

ples. After reading this document, the annotators1066

access the Label Studio platform, on which they1067

first read the title and abstract of the target paper,1068

and then review and evaluate the generated research1069

ideas from different models. During the evaluation1070

process, they are allowed to use any external tools,1071

such as web searches. We note that they were1072

compensated at a rate of $22.20 per hour. Also,1073

on average, for one hour, they evaluated 3 sets of1074

research ideas (that are generated from their own1075

papers), with each set comprising three sub-ideas1076

(the problem, method, and experiment design) from1077

three different approaches (i.e., a total of 9 ideas1078

for one hour). We perform three rounds of human1079

evaluations with refinements in between, and, due1080

9https://www.semanticscholar.org/product/api
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Figure 8: Results on our research idea generation task with
model-based evaluation, where we exclude refinement steps.

to the cost associated with human annotations, we 1081

are able to fully evaluate a total of 150 ideas. 1082

A.3 Prompts for Ideas Generation 1083

We provide the prompts used to elicit the idea gener- 1084

ations from our full ResearchAgent, specifically for 1085

instantiating problem identification, method devel- 1086

opment, and experiment design in Table 6, Table 7, 1087

and Table 8, respectively. 1088

A.4 Prompts for Idea Validation 1089

We provide the prompts used to elicit the idea val- 1090

idation from our ReviewingAgents as well as the 1091

model-based evaluations, specifically for instanti- 1092

ating problem validation, method validation, and 1093

experiment design validation in Table 9, Table 10, 1094

and Table 11, respectively. In addition, we pro- 1095

vide the criteria used, which are induced by human 1096

judgments in the next subsection (Appendix A.5). 1097

A.5 Criteria Induced by Human Judgements 1098

Recall that, to align model-based evaluations with 1099

human preferences, we induce the criteria (used 1100

for automatic evaluations) with actual human judg- 1101

ments. We note that this is done by prompting 1102

GPT-4 with 10 pairs of generated ideas and (ran- 1103

domly selected) human judgments. We provide the 1104

resulting criteria for validations of problems, meth- 1105

ods, and experiment designs in Table 13, Table 14, 1106

and Table 15, respectively. 1107

B Additional Experimental Results 1108

We provide additional experimental results, includ- 1109

ing comparisons without refinements and examples 1110

of the generated research ideas. 1111

B.1 Results without Refinement Steps 1112

To see whether the proposed ResearchAgent is con- 1113

sistently effective even without ReviewingAgents, 1114

we show the model-based evaluation results with- 1115

out any refinement steps in Figure 8. From this, we 1116

clearly observe that the full ResearchAgent outper- 1117

forms its variants, demonstrating its effectiveness. 1118
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Table 4: Performance comparisons of ResearchAgent against
prior hypothesis generation baselines, such as SciMon (Wang
et al., 2023b) and Hypothesis Proposer (Yang et al., 2023)

Methods Clarity Relevance Originality Feasibility Significance

SciMON 4.04 4.37 4.56 3.98 4.15
Hypothesis Proposer 3.97 4.14 4.07 4.01 4.11

ResearchAgent 4.11 4.88 4.77 4.05 4.81

B.2 Results on Generated Ideas by Domain1119

To see the quality of the generated research ideas1120

across different domains, we breakdown the per-1121

formance of ResearchAgent according to the cate-1122

gories of core papers in Figure 7, and present the1123

results in Figure 9. From this, we observe that the1124

generated research ideas on the high-resource do-1125

mains (such as Computer Science, Medicine, and1126

Engineering where there is a greater volume of ex-1127

isting literature as shown in Figure 7) are superior1128

to those generated from the low-resource domain1129

papers (such as Physics, Chemistry, and Mathe-1130

matics). This disparity might be attributed to the1131

fact that the underlying LLMs used to generate1132

research ideas are likely trained on data predomi-1133

nantly sourced from high-resource domains, which1134

leads to enhancing their ability to comprehend sci-1135

entific concepts and produce relevant research ideas1136

in these high-resource fields.1137

B.3 Comparisons to Hypothesis Generation1138

Recall that, as explained in Section 2, the exist-1139

ing approaches for hypothesis generation (Wang1140

et al., 2023b; Qi et al., 2023; Yang et al., 2023) is1141

based on the principle of literature-based discov-1142

ery (Swanson, 1986); thus, they have a different1143

problem setup, which either predicts a link between1144

two variables or generates one conditioned on an-1145

other. In contrast, our approach is designed to gen-1146

erate open-ended research ideas (including prob-1147

lems, methods, and experimental setups) given the1148

set of relevant literature from the academic graph1149

and key concepts from the entity-centric knowledge1150

Table 5: Results with different entity retrieval strategies.

Methods Problem Method Experiment

ResearchAgent

- w/ Co-occurrence-based Retrieval 4.52 4.28 4.18
- w/ Embedding-based Retrieval 4.49 4.34 4.16
- w/o Entity Retrieval 4.35 4.13 4.02

store, without any restrictions on the inputs and 1151

outputs regarding variables and their relationships. 1152

Therefore, not only the target outputs generated 1153

from prior works differ from our work but also the 1154

elements used for generating research ideas, which 1155

makes comparisons between them non-standard. 1156

Nevertheless, to understand how the quality of 1157

the generated research ideas from prior works dif- 1158

fers from the ones by our ResearchAgent, we ad- 1159

ditionally conduct experiments comparing our Re- 1160

searchAgent against existing works (Wang et al., 1161

2023b; Yang et al., 2023) (that do not require man- 1162

ual annotations of input-output pairs), by generat- 1163

ing research ideas with them and then measuring 1164

their quality according to Clarity, Relevance, Origi- 1165

nality, Feasibility, and Significance via LLM-based 1166

evaluations. As shown in Table 4, we observe that 1167

our proposed ResearchAgent is capable of generat- 1168

ing superior research ideas compared to them. 1169

B.4 Analysis with Different Entity Retrieval 1170

To see the effectiveness of different entity retrieval 1171

strategies, we perform additional experiments, re- 1172

placing the co-occurrence-based entity retrieval in 1173

Equation 2 to the contextual embedding-based re- 1174

trieval. Notably, this contextual embedding-based 1175

retrieval approach uses the entities that have the 1176

highest similarity to the entities appearing in the 1177

current literature (i.e., core paper and its references) 1178

used for idea generation, where the similarities are 1179

calculated based on embedding-level similarities 1180

between entities over the latent space represented 1181

by the entity linker (Wu et al., 2020). Therefore, 1182

unlike the previous co-occurrence-based entity re- 1183
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trieval that may retrieve entities that have oppo-1184

site concepts to the main idea of the current core1185

paper (since we often mention limitations of pre-1186

vious work along with the proposed ideas), this1187

embedding-based approach may provide the Re-1188

searchAgent with mostly the entities having similar1189

concepts to the core paper. Nevertheless, as shown1190

in Table 5, the results with the strategy of entity co-1191

occurrence-based retrieval are comparable to the1192

results with the new embedding-based contextual1193

retrieval. These results might confirm that there is1194

not much difference in the quality of entity retrieval1195

among those two strategies, i.e., most entities re-1196

trieved from the co-occurrence-based retrieval are1197

contextually relevant for generating research ideas.1198

B.5 Examples1199

We provide examples of generated research ideas1200

(including problems, methods, and experiment de-1201

signs) in Table 16.1202
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Table 6: The prompt used in the full instantiation of ResearchAgent for problem identification.

Types Texts

System Message
You are an AI assistant whose primary goal is to identify promising, new, and key scientific
problems based on existing scientific literature, in order to aid researchers in discovering novel
and significant research opportunities that can advance the field.

User Message

You are going to generate a research problem that should be original, clear, feasible, relevant, and
significant to its field. This will be based on the title and abstract of the target paper, those of
{len(references)} related papers in the existing literature, and {len(entities)} entities potentially
connected to the research area.

Understanding of the target paper, related papers, and entities is essential:
- The target paper is the primary research study you aim to enhance or build upon through future
research, serving as the central source and focus for identifying and developing the specific
research problem.
- The related papers are studies that have cited the target paper, indicating their direct relevance
and connection to the primary research topic you are focusing on, and providing additional context
and insights that are essential for understanding and expanding upon the target paper.
- The entities can include topics, keywords, individuals, events, or any subjects with possible
direct or indirect connections to the target paper or the related studies, serving as auxiliary sources
of inspiration or information that may be instrumental in formulating the research problem.

Your approach should be systematic:
- Start by thoroughly reading the title and abstract of the target paper to understand its core focus.
- Next, proceed to read the titles and abstracts of the related papers to gain a broader perspective
and insights relevant to the primary research topic.
- Finally, explore the entities to further broaden your perspective, drawing upon a diverse pool of
inspiration and information, while keeping in mind that not all may be relevant.

I am going to provide the target paper, related papers, and entities, as follows:
Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}
Related paper titles: {relatedPaper[’titles’]}
Related paper abstracts: {relatedPaper[’abstracts’]}
Entities: {Entities}

With the provided target paper, related papers, and entities, your objective now is to formulate a
research problem that not only builds upon these existing studies but also strives to be original,
clear, feasible, relevant, and significant. Before crafting the research problem, revisit the title
and abstract of the target paper, to ensure it remains the focal point of your research problem
identification process.

Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}

Then, following your review of the above content, please proceed to generate one research
problem with the rationale, in the format of
Problem:
Rationale:
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Table 7: The prompt used in the full instantiation of ResearchAgent for method development.

Types Texts

System Message

You are an AI assistant whose primary goal is to propose innovative, rigorous, and valid method-
ologies to solve newly identified scientific problems derived from existing scientific literature, in
order to empower researchers to pioneer groundbreaking solutions that catalyze breakthroughs in
their fields.

User Message

You are going to propose a scientific method to address a specific research problem. Your method
should be clear, innovative, rigorous, valid, and generalizable. This will be based on a deep
understanding of the research problem, its rationale, existing studies, and various entities.

Understanding of the research problem, existing studies, and entities is essential:
- The research problem has been formulated based on an in-depth review of existing studies
and a potential exploration of relevant entities, which should be the cornerstone of your method
development.
- The existing studies refer to the target paper that has been pivotal in identifying the problem, as
well as the related papers that have been additionally referenced in the problem discovery phase,
all serving as foundational material for developing the method.
- The entities can include topics, keywords, individuals, events, or any subjects with possible
direct or indirect connections to the existing studies, serving as auxiliary sources of inspiration or
information that may be instrumental in method development.

Your approach should be systematic:
- Start by thoroughly reading the research problem and its rationale, to understand your primary
focus.
- Next, proceed to review the titles and abstracts of existing studies, to gain a broader perspective
and insights relevant to the primary research topic.
- Finally, explore the entities to further broaden your perspective, drawing upon a diverse pool of
inspiration and information, while keeping in mind that not all may be relevant.

I am going to provide the research problem, existing studies (target paper & related papers), and
entities, as follows:
Research problem: {researchProblem}
Rationale: {researchProblemRationale}
Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}
Related paper titles: {relatedPaper[’titles’]}
Related paper abstracts: {relatedPaper[’abstracts’]}
Entities: {Entities}

With the provided research problem, existing studies, and entities, your objective now is to
formulate a method that not only leverages these resources but also strives to be clear, innovative,
rigorous, valid, and generalizable. Before crafting the method, revisit the research problem, to
ensure it remains the focal point of your method development process.

Research problem: {researchProblem}
Rationale: {researchProblemRationale}

Then, following your review of the above content, please proceed to propose your method with
its rationale, in the format of
Method:
Rationale:
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Table 8: The prompt used in the full instantiation of ResearchAgent for experiment design.

Types Texts

System Message

You are an AI assistant whose primary goal is to design robust, feasible, and impactful ex-
periments based on identified scientific problems and proposed methodologies from existing
scientific literature, in order to enable researchers to systematically test hypotheses and validate
groundbreaking discoveries that can transform their respective fields.

User Message

You are going to design an experiment, aimed at validating a proposed method to address a
specific research problem. Your experiment design should be clear, robust, reproducible, valid,
and feasible. This will be based on a deep understanding of the research problem, scientific
method, existing studies, and various entities.

Understanding of the research problem, scientific method, existing studies, and entities is essential:
- The research problem has been formulated based on an in-depth review of existing studies and a
potential exploration of relevant entities.
- The scientific method has been proposed to tackle the research problem, which has been
informed by insights gained from existing studies and relevant entities.
- The existing studies refer to the target paper that has been pivotal in identifying the problem and
method, as well as the related papers that have been additionally referenced in the discovery phase
of the problem and method, all serving as foundational material for designing the experiment.
- The entities can include topics, keywords, individuals, events, or any subjects with possible
direct or indirect connections to the existing studies, serving as auxiliary sources of inspiration or
information that may be instrumental in your experiment design.

Your approach should be systematic:
- Start by thoroughly reading the research problem and its rationale followed by the proposed
method and its rationale, to pinpoint your primary focus.
- Next, proceed to review the titles and abstracts of existing studies, to gain a broader perspective
and insights relevant to the primary research topic.
- Finally, explore the entities to further broaden your perspective, drawing upon a diverse pool of
inspiration and information, while keeping in mind that not all may be relevant.

I am going to provide the research problem, scientific method, existing studies (target paper &
related papers), and entities, as follows:
Research problem: {researchProblem}
Rationale: {researchProblemRationale}
Scientific method: {scientificMethod}
Rationale: {scientificMethodRationale}
Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}
Related paper titles: {relatedPaper[’titles’]}
Related paper abstracts: {relatedPaper[’abstracts’]}
Entities: {Entities}

With the provided research problem, scientific method, existing studies, and entities, your
objective now is to design an experiment that not only leverages these resources but also strives to
be clear, robust, reproducible, valid, and feasible. Before crafting the experiment design, revisit
the research problem and proposed method, to ensure they remain at the center of your experiment
design process.

Research problem: {researchProblem}
Rationale: {researchProblemRationale}
Scientific method: {scientificMethod}
Rationale: {scientificMethodRationale}

Then, following your review of the above content, please proceed to outline your experiment with
its rationale, in the format of
Experiment:
Rationale:
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Table 9: The prompt used in the full instantiation of ReviewingAgent for problem validation.

Types Texts

System Message
You are an AI assistant whose primary goal is to assess the quality and validity of scientific
problems across diverse dimensions, in order to aid researchers in refining their problems based
on your evaluations and feedback, thereby enhancing the impact and reach of their work.

User Message

You are going to evaluate a research problem for its {metric}, focusing on how well it is defined
in a clear, precise, and understandable manner.

As part of your evaluation, you can refer to the existing studies that may be related to the problem,
which will help in understanding the context of the problem for a more comprehensive assessment.
- The existing studies refer to the target paper that has been pivotal in identifying the problem, as
well as the related papers that have been additionally referenced in the discovery phase of the
problem.

The existing studies (target paper & related papers) are as follows:
Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}
Related paper titles: {relatedPaper[’titles’]}
Related paper abstracts: {relatedPaper[’abstracts’]}

Now, proceed with your {metric} evaluation approach that should be systematic:
- Start by thoroughly reading the research problem and its rationale, keeping in mind the context
provided by the existing studies mentioned above.
- Next, generate a review and feedback that should be constructive, helpful, and concise, focusing
on the {metric} of the problem.
- Finally, provide a score on a 5-point Likert scale, with 1 being the lowest, please ensuring a
discerning and critical evaluation to avoid a tendency towards uniformly high ratings (4-5) unless
fully justified:
{criteria}

I am going to provide the research problem with its rationale, as follows:
Research problem: {researchProblem}
Rationale: {researchProblemRationale}

After your evaluation of the above content, please provide your review, feedback, and rating, in
the format of
Review:
Feedback:
Rating (1-5):
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Table 10: The prompt used in the full instantiation of ReviewingAgent for method validation.

Types Texts

System Message
You are an AI assistant whose primary goal is to assess the quality and soundness of scientific
methods across diverse dimensions, in order to aid researchers in refining their methods based on
your evaluations and feedback, thereby enhancing the impact and reach of their work.

User Message

You are going to evaluate a scientific method for its {metric} in addressing a research problem,
focusing on how well it is described in a clear, precise, and understandable manner that allows for
replication and comprehension of the approach.

As part of your evaluation, you can refer to the research problem, and existing studies, which will
help in understanding the context of the proposed method for a more comprehensive assessment.
- The research problem has been used as the cornerstone of the method development, formulated
based on an in-depth review of existing studies and a potential exploration of relevant entities.
- The existing studies refer to the target paper that has been pivotal in identifying the problem
and method, as well as the related papers that have been additionally referenced in the discovery
phase of the problem and method.

The research problem and existing studies (target paper & related papers) are as follows:
Research problem: {researchProblem}
Rationale: {researchProblemRationale}
Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}
Related paper titles: {relatedPaper[’titles’]}
Related paper abstracts: {relatedPaper[’abstracts’]}

Now, proceed with your {metric} evaluation approach that should be systematic:
- Start by thoroughly reading the proposed method and its rationale, keeping in mind the context
provided by the research problem, and existing studies mentioned above.
- Next, generate a review and feedback that should be constructive, helpful, and concise, focusing
on the {metric} of the method.
- Finally, provide a score on a 5-point Likert scale, with 1 being the lowest, please ensuring a
discerning and critical evaluation to avoid a tendency towards uniformly high ratings (4-5) unless
fully justified:
{criteria}

I am going to provide the proposed method with its rationale, as follows:
Scientific method: {scientificMethod}
Rationale: {scientificMethodRationale}

After your evaluation of the above content, please provide your review, feedback, and rating, in
the format of
Review:
Feedback:
Rating (1-5):
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Table 11: The prompt used in the full instantiation of ReviewingAgent for experiment design validation.

Types Texts

System Message

You are an AI assistant whose primary goal is to meticulously evaluate the experimental designs
of scientific papers across diverse dimensions, in order to aid researchers in refining their experi-
mental approaches based on your evaluations and feedback, thereby amplifying the quality and
impact of their scientific contributions.

User Message

You are going to evaluate an experiment design for its {metric} in validating a scientific method
to address a research problem, focusing on how well it is described in a clear, precise, and
understandable manner, enabling others to grasp the setup, procedure, and expected outcomes.

As part of your evaluation, you can refer to the research problem, scientific method, and existing
studies, which will help in understanding the context of the designed experiment for a more
comprehensive assessment.
- The research problem has been formulated based on an in-depth review of existing studies and a
potential exploration of relevant entities.
- The scientific method has been proposed to tackle the research problem, which has been
informed by insights gained from existing studies and relevant entities.
- The existing studies refer to the target paper that has been pivotal in identifying the problem,
method, and experiment, as well as the related papers that have been additionally referenced in
their discovery phases.

The research problem, scientific method, and existing studies (target paper & related papers) are
as follows:
Research problem: {researchProblem}
Rationale: {researchProblemRationale}
Scientific method: {scientificMethod}
Rationale: {scientificMethodRationale}
Target paper title: {paper[’title’]}
Target paper abstract: {paper[’abstract’]}
Related paper titles: {relatedPaper[’titles’]}
Related paper abstracts: {relatedPaper[’abstracts’]}

Now, proceed with your {metric} evaluation approach that should be systematic:
- Start by thoroughly reading the experiment design and its rationale, keeping in mind the context
provided by the research problem, scientific method, and existing studies mentioned above.
- Next, generate a review and feedback that should be constructive, helpful, and concise, focusing
on the {metric} of the experiment.
- Finally, provide a score on a 5-point Likert scale, with 1 being the lowest, please ensuring a
discerning and critical evaluation to avoid a tendency towards uniformly high ratings (4-5) unless
fully justified:
{criteria}

I am going to provide the designed experiment with its rationale, as follows:
Experiment design: {experimentDesign}
Rationale: {experimentDesignRationale}

After your evaluation of the above content, please provide your review, feedback, and rating, in
the format of
Review:
Feedback:
Rating (1-5):
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Table 12: The criteria used for evaluating research ideas: problems, methods, and experiment designs.

Types Criteria Texts

Problem

Clarity It assesses whether the problem is defined in a clear, precise, and understandable manner.

Relevance It measures whether the problem is pertinent and applicable to the current field or context of study.

Originality It evaluates whether the problem presents a novel challenge or unique perspective that has not been extensively
explored before.

Feasibility It examines whether the problem can realistically be investigated or solved with the available resources and
within reasonable constraints.

Significance It assesses the importance and potential impact of solving the problem, including its contribution to the field or
its broader implications.

Method

Clarity It assesses whether the method is described in a clear, precise, and understandable manner that allows for
replication and comprehension of the approach.

Validity It measures the accuracy, relevance, and soundness of the method in addressing the research problem, ensuring
that it is appropriate and directly relevant to the objectives of the study.

Rigorousness It examines the thoroughness, precision, and consistency of the method, ensuring that the approach is systematic,
well-structured, and adheres to high standards of research quality.

Innovativeness It evaluates whether the method introduces new techniques, approaches, or perspectives to the research field
that differ from standard research practices and advance them in the field.

Generalizability It assesses the extent to which the method can be applied to or is relevant for other contexts, populations, or
settings beyond the scope of the study.

Experiment

Clarity It determines whether the experiment design is described in a clear, precise, and understandable manner,
enabling others to grasp the setup, procedure, and expected outcomes.

Validity
It measures the appropriateness and soundness of the experimental design in accurately addressing the research
questions or effectively validating the proposed methods, ensuring that the design effectively tests what it is
intended to examine.

Robustness
It evaluates the durability of the experimental design across a wide range of conditions and variables, ensuring
that the outcomes are not reliant on a few specific cases and remain consistent across a broad spectrum of
scenarios.

Feasibility It evaluates whether the experiment design can realistically be implemented with the available resources, time,
and technological or methodological constraints, ensuring that the experiment is practical and achievable.

Reproducibility It examines whether the information provided is sufficient and detailed enough for other researchers to reproduce
the experiment using the same methodology and conditions, ensuring the reliability of the findings.
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Table 13: The criteria induced from human judgments for validating the identified problems, which are used to align model-based
evaluations with actual human preferences.

Types Criteria Texts

Problem

Clarity

1. The problem is presented in a highly ambiguous manner, lacking clear definition and leaving significant
room for interpretation or confusion.
2. The problem is somewhat defined but suffers from vague terms and insufficient detail, making it challenging
to grasp the full scope or objective.
3. The problem is stated in a straightforward manner, but lacks the depth or specificity needed to fully convey
the nuances and boundaries of the research scope.
4. The problem is clearly articulated with precise terminology and sufficient detail, providing a solid under-
standing of the scope and objectives with minimal ambiguity.
5. The problem is exceptionally clear, concise, and specific, with every term and aspect well-defined, leaving
no room for misinterpretation and fully encapsulating the research scope and aims.

Relevance

1. The problem shows almost no relevance to the current field, failing to connect with the established context
or build upon existing work.
2. The problem has minimal relevance, with only superficial connections to the field and a lack of meaningful
integration with prior studies.
3. The problem is somewhat relevant, making a moderate attempt to align with the field but lacking significant
innovation or depth.
4. The problem is relevant and well-connected to the field, demonstrating a good understanding of existing
work and offering promising contributions.
5. The problem is highly relevant, deeply integrated with the current context, and represents a significant
advancement in the field.

Originality

1. The problem exhibits no discernible originality, closely mirroring existing studies without introducing any
novel perspectives or challenges.
2. The problem shows minimal originality, with slight variations from known studies, lacking significant new
insights or innovative approaches.
3. The problem demonstrates moderate originality, offering some new insights or angles, but these are not
sufficiently groundbreaking or distinct from existing work.
4. The problem is notably original, presenting a unique challenge or perspective that is well-differentiated from
existing studies, contributing valuable new understanding to the field.
5. The problem is highly original, introducing a pioneering challenge or perspective that has not been explored
before, setting a new direction for future research.

Feasibility

1. The problem is fundamentally infeasible due to insurmountable resource constraints, lack of foundational
research, or critical methodological flaws.
2. The problem faces significant feasibility challenges related to resource availability, existing knowledge gaps,
or technical limitations, making progress unlikely.
3. The problem is feasible to some extent but faces notable obstacles in resources, existing research support, or
technical implementation, which could hinder significant advancements.
4. The problem is mostly feasible with manageable challenges in resources, supported by adequate existing
research, and has a clear, achievable methodology, though minor issues may persist.
5. The problem is highly feasible with minimal barriers, well-supported by existing research, ample resources,
and a robust, clear methodology, promising significant advancements.

Significance

1. The problem shows minimal to no significance, lacking relevance or potential impact in advancing the field
or contributing to practical applications.
2. The problem has limited significance, with a narrow scope of impact and minor contributions to the field,
offering little to no practical implications.
3. The problem demonstrates average significance, with some contributions to the field and potential practical
implications, but lacks innovation or broader impact.
4. The problem is significant, offering notable contributions to the field and valuable practical implications,
with evidence of potential for broader impact and advancement.
5. The problem presents exceptional significance, with groundbreaking contributions to the field, broad and
transformative potential impacts, and substantial practical applications across diverse domains.
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Table 14: The criteria induced from human judgments for validating the developed methods, which used to align model-based
evaluations with actual human preferences.

Types Criteria Texts

Method

Clarity

1. The method is explained in an extremely vague or ambiguous manner, making it impossible to understand or
replicate the approach without additional information or clarification.
2. The method is described with some detail, but significant gaps in explanation or logic leave the reader with
considerable confusion and uncertainty about how to apply or replicate the approach.
3. The method is described with sufficient detail to understand the basic approach, but lacks the precision or
specificity needed to fully replicate or grasp the nuances of the methodology without further guidance.
4. The method is clearly and precisely described, with most details provided to allow for replication and
comprehension, though minor areas may benefit from further clarification or elaboration.
5. The method is articulated in an exceptionally clear, precise, and detailed manner, enabling straightforward
replication and thorough understanding of the approach with no ambiguities.

Validity

1. The method shows a fundamental misunderstanding of the research problem and lacks any credible alignment
with established scientific principles or relevant studies.
2. The method partially addresses the research problem but exhibits significant flaws in its scientific underpin-
ning, making its validity questionable despite some alignment with existing literature.
3. The method adequately addresses the research problem but with some limitations in its scientific validity,
showing a mix of strengths and weaknesses in its alignment with related studies.
4. The method effectively addresses the research problem, demonstrating a strong scientific basis and sound
alignment with existing literature, albeit with minor areas for improvement.
5. The method exemplifies an exceptional understanding of the research problem, grounded in a robust scientific
foundation, and shows exemplary integration and advancement of existing studies’ findings.

Rigorousness

1. The method demonstrates a fundamental lack of systematic approach, with significant inconsistencies and
inaccuracies in addressing the research problem, showing a disregard for established research standards.
2. The method shows a minimal level of systematic effort but is marred by notable inaccuracies, lack of
precision, and inconsistencies that undermine the rigorousness of the method in tackling the research problem.
3. The method exhibits an average level of systematic structure and adherence to research standards but lacks
the thoroughness, precision, and consistency required for a rigorous scientific inquiry.
4. The method is well-structured and systematic, with a good level of precision and consistency, indicating a
strong adherence to research standards, though it falls short of exemplifying the highest level of rigorousness.
5. The method exemplifies exceptional rigorousness, with outstanding thoroughness, precision, and consistency
in its systematic approach, setting a benchmark for high standards in scientific research quality.

Innovativeness

1. The method introduces no novel elements, fully relying on existing techniques without any attempt to modify
or adapt them for the specific research problem, showing a lack of innovativeness.
2. The method shows minimal innovation, with only slight modifications to existing techniques that do not
substantially change or improve the approach to the research problem.
3. The method demonstrates moderate innovativeness, incorporating known techniques with some new elements
or combinations that offer a somewhat fresh approach to the research problem but fall short of a significant
breakthrough.
4. The method is highly innovative, introducing new techniques or novel combinations of existing methods that
significantly differ from standard practices, offering a new perspective or solution to the research problem.
5. The method represents a groundbreaking innovation, fundamentally transforming the approach to the
research problem with novel techniques or methodologies that redefine the field’s standard practices.

Generalizability

1. The method shows no adaptability, failing to extend its applicability beyond its original context or dataset,
showing a complete lack of generalizability.
2. The method demonstrates minimal adaptability, with limited evidence of potential applicability to contexts
slightly different from the original.
3. The method exhibits some level of adaptability, suggesting it could be applicable to related contexts or
datasets with modifications.
4. The method is adaptable and shows evidence of applicability to a variety of contexts or datasets beyond the
original.
5. The method is highly adaptable, demonstrating clear evidence of broad applicability across diverse contexts,
populations, and settings.
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Table 15: The criteria induced from human judgments for validating the experiment designs, which are used to align model-based
evaluations with actual human preferences.

Types Criteria Texts

Experiment

Clarity

1. The experiment design is extremely unclear, with critical details missing or ambiguous, making it nearly
impossible for others to understand the setup, procedure, or expected outcomes.
2. The experiment design lacks significant clarity, with many important aspects poorly explained or omitted,
challenging others to grasp the essential elements of the setup, procedure, or expected outcomes.
3. The experiment design is moderately clear, but some aspects are not detailed enough, leaving room for
interpretation or confusion about the setup, procedure, or expected outcomes.
4. The experiment design is mostly clear, with most aspects well-described, allowing others to understand the
setup, procedure, and expected outcomes with minimal ambiguity.
5. The experiment design is exceptionally clear, precise, and detailed, enabling easy understanding of the setup,
procedure, and expected outcomes, with no ambiguity or need for further clarification.

Validity

1. The experiment design demonstrates a fundamental misunderstanding of the research problem, lacks
alignment with scientific methods, and shows no evidence of validity in addressing the research questions or
testing the proposed methods.
2. The experiment design has significant flaws in its approach to the research problem and scientific method,
with minimal or questionable evidence of validity, making it largely ineffective in addressing the research
questions or testing the proposed methods.
3. The experiment design is generally aligned with the research problem and scientific method but has some
limitations in its validity, offering moderate evidence that it can somewhat effectively address the research
questions or test the proposed methods.
4. The experiment design is well-aligned with the research problem and scientific method, providing strong
evidence of validity and effectively addressing the research questions and testing the proposed methods, despite
minor limitations.
5. The experiment design excellently aligns with the research problem and scientific method, demonstrating
robust evidence of validity and outstandingly addressing the research questions and testing the proposed
methods without significant limitations.

Robustness

1. The experiment design demonstrates a fundamental lack of understanding of the scientific method, with no
evidence of durability or adaptability across varying conditions, leading to highly unreliable and non-replicable
results.
2. The experiment design shows minimal consideration for robustness, with significant oversights in addressing
variability and ensuring consistency across different scenarios, resulting in largely unreliable outcomes.
3. The experiment design adequately addresses some aspects of robustness but lacks comprehensive measures
to ensure durability and consistency across a wide range of conditions, leading to moderate reliability.
4. The experiment design incorporates a solid understanding of robustness, with clear efforts to ensure the
experiment’s durability and consistency across diverse conditions, though minor improvements are still possible
for optimal reliability.
5. The experiment design exemplifies an exceptional commitment to robustness, with meticulous attention to
durability and adaptability across all possible conditions, ensuring highly reliable and universally applicable
results.

Feasibility

1. The experiment design is fundamentally unfeasible, with insurmountable resource, time, or technological
constraints that make implementation virtually impossible within the proposed framework.
2. The experiment design faces significant feasibility challenges, including major resource, time, or technologi-
cal limitations, that heavily compromise its practical execution and likelihood of success.
3. The experiment design is somewhat feasible, with moderate constraints on resources, time, or technology
that could be addressed with adjustments, though these may not guarantee success.
4. The experiment design is largely feasible, with minor resource, time, or technological limitations that can be
effectively managed or mitigated, ensuring a high probability of successful implementation.
5. The experiment design is highly feasible, with no significant constraints on resources, time, or technology,
indicating that it can be implemented smoothly and successfully within the proposed framework.

Reproducibility

1. The experiment design lacks critical details, making it virtually impossible for other researchers to replicate
the study under the same conditions or methodologies.
2. The experiment provides some essential information but omits significant details needed for replication,
leading to considerable ambiguity in methodology or conditions.
3. The experiment design includes sufficient details for replication, but lacks clarity or completeness in certain
areas, posing challenges for seamless reproducibility.
4. The experiment is well-documented with clear, detailed instructions and methodologies that allow for
consistent replication, albeit with minor areas for improvement.
5. The experiment design is exemplary in its clarity, detail, and comprehensiveness, ensuring that other
researchers can precisely and effortlessly replicate the study under identical conditions and methodologies.
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Table 16: The examples of research idea generation results from the proposed full ResearchAgent.
Index Types Texts

1

Input

Title: Knowledge-Augmented Language Model Prompting for Zero-Shot Knowledge Graph Question Answering

Abstract: Large Language Models (LLMs) are capable of performing zero-shot closed-book question answering tasks, based on
their internal knowledge stored in parameters during pre-training. However, such internalized knowledge might be insufficient and
incorrect, which could lead LLMs to generate factually wrong answers. Furthermore, fine-tuning LLMs to update their knowledge
is expensive. To this end, we propose to augment the knowledge directly in the input of LLMs. Specifically, we first retrieve the
relevant facts to the input question from the knowledge graph based on semantic similarities between the question and its associated
facts. After that, we prepend the retrieved facts to the input question in the form of the prompt, which is then forwarded to LLMs to
generate the answer. Our framework, Knowledge-Augmented language model PromptING (KAPING), requires no model training,
thus completely zero-shot. We validate the performance of our KAPING framework on the knowledge graph question answering
task, that aims to answer the user’s question based on facts over a knowledge graph, on which ours outperforms relevant zero-shot
baselines by up to 48% in average, across multiple LLMs of various sizes.

Entities: [’Natural language’, ’Learning management system’, ’Question answering’, ’Wikipedia’, ’Artificial intelligence’, ’Named-
entity recognition’, ’Quality assurance’, ’Long short-term memory’, ’English language’, ’Google Books’, ’Natural-language
programming’, ’LMS color space’, ’GitHub’, ’Logic learning machine’, ’Machine translation’, ’DBpedia’, ’Integrated library system’,
’Spanish language’, ’Neural machine translation’, ’ArXiv’, ’Artificial general intelligence’, ’Natural-language understanding’,
’Nonlinear programming’, ’Codex’, ’LoRa’, ’Adhesive’, ’Common Crawl’, ’ROUGE (metric)’, ’Transformer’, ’Tomas Mikolov’]

Problem Developing a Multimodal Knowledge-Aware Prompting System for Multilingual Zero-Shot Question Answering across Structured
and Unstructured Data Sources

Method

The further refined and enhanced method for developing a multimodal knowledge-aware prompting system for multilingual zero-shot
question answering (MMKP-ZSQA) incorporates advanced refinements in the following components to address the requirements for
innovativeness, clarity, and generalizability:

1. Interconnected Multimodal Knowledge Orchestration (IMKO):
- IMKO is an advanced evolution of SMKI, incorporating state-of-the-art language and vision models to handle data verbalization
with context-aware disambiguation methods.
- Techniques like attention mechanisms are employed to weigh the relevance of different data pieces when integrated, revealing how
textual and visual data augment each other in a synthesized representation.

2. Linguistically Inclusive Retrieval Engine (LIRE):
- LIRE extends EMKA with an emphasis on semantic understanding, using transformer-based models trained on diverse datasets,
including idiomatic and cultural nuances across languages.
- Specific algorithms to handle linguistic phenomena such as code-switching and transliteration are included, enhancing the application
to a broader set of languages and dialects.

3. Prompt Learning and Optimization Nexus (PLON):
- Building on AMPL, PLON focuses on creating a library of optimized prompts categorized by linguistic features and data modalities,
using Bayesian optimization algorithms.
- It includes domain adaptation techniques and a wider array of meta-learning strategies with case studies for high and low-resource
languages, and outlines theoretical frameworks for their implementation.

4. Cross-Modal Integrative Learning System (C-MILS):
- C-MILS advances SCAS by detailing the use of multi-head attention across modalities for effective and scalable reasoning, with
exemplifications on how each modality can enhance comprehension synergistically.
- The component now incorporates a layer of abstraction to distill knowledge into a modality-agnostic format, aiding reasoning and
facilitating interpretability across languages and data types.

5. User-Centric Adaptation and Privacy Framework (UCAPF):
- UCAPF enriches ALCUM with a user-centric design, focusing on interaction protocols that describe user engagement cycles,
feedback loops, and privacy-preserving active learning paradigms, with practical workflows and pseudocode.
- Aligns with GDPR and other privacy frameworks to fortify trust and address the ethical use of data in dynamic learning environments.

6. Global Evaluation and Reflective Testing System (GERTS):
- GERTS expands CEB by presenting a multi-tiered validation and reflection methodology to adjust system components based on a
diverse set of metrics, including fairness, bias, interpretability, and computational efficiency.
- Offers a structured approach to cross-cultural evaluation, including the use of demographic and regional diversity in forming test
cohorts.

Continued on the next page
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Table 16 – Continued from the previous page
Index Types Texts

Experiment

The experiment, named "Refined Experiment for Multimodal Knowledge-Aware Prompting System for Multilingual Zero-shot
Question Answering (RE-MKP-ZSQA)", aims to methodically develop and validate an advanced AI system. The experiment is
streamlined to address feasibility, clarity, and reproducibility concerns while upholding robustness and validity by adhering to the
following refined phases:

1. Detailed System Implementation Plan:
- Provide a publicly accessible project roadmap with specific milestones, resource allocation, and timelines.

2. Dataset Curation with Clear Guidelines:
- Publish precise annotation guidelines with strategies to prevent bias.
- Document the dataset assembly process, including source selection and data processing procedures.

3. Transparent System Training:
- Offer a detailed training protocol with hyperparameters, optimization strategies, and Bayesian optimization processes used in PLON.

4. Structured Zero-Shot Evaluation:
- Outline evaluation metrics derived from GERTS with benchmark datasets to test zero-shot capabilities.

5. Clearer Interdisciplinary Evaluation Protocol:
- Specify the composition of the evaluation committee, criteria for assessments, and methods for integrating the feedback.

6. Iterative Improvement with Validation Metrics:
- Describe statistical methods for reflective assessment and continuous improvement, aligned with multi-tiered GERTS methodology.

7. User-Centric Design and Privacy Compliance Evaluation:
- Structure user studies with targeted data points to assess usability and cultural adaptability.
- Outline privacy compliance protocols to adhere to international standards.

8. Detailed Global Scalability Evaluation Method:
- Define evaluation metrics for scalability tests and describe diverse infrastructural setups.

9. Enhanced Reporting for Reproducibility:
- Commit to creating a comprehensive report with precise specifications, configurations, and instructions for replication purposes.
- Utilize GitHub for version-controlled deposition of code and datasets, and arXiv for openly accessible experiment protocols and
findings.

2

Input

Title: Test-Time Self-Adaptive Small Language Models for Question Answering

Abstract: Recent instruction-finetuned large language models (LMs) have achieved notable performances in various tasks, such as
question-answering (QA). However, despite their ability to memorize a vast amount of general knowledge across diverse tasks, they
might be suboptimal on specific tasks due to their limited capacity to transfer and adapt knowledge to target tasks. Moreover, further
finetuning LMs with labeled datasets is often infeasible due to their absence, but it is also questionable if we can transfer smaller LMs
having limited knowledge only with unlabeled test data. In this work, we show and investigate the capabilities of smaller self-adaptive
LMs, only with unlabeled test data. In particular, we first stochastically generate multiple answers, and then ensemble them while
filtering out low-quality samples to mitigate noise from inaccurate labels. Our proposed self-adaption strategy demonstrates significant
performance improvements on benchmark QA datasets with higher robustness across diverse prompts, enabling LMs to stay stable.

Entities: [’Codex’, ’Natural language’, ’English language’, ’United States’, ’Question answering’, ’Natural-language programming’,
’GTRI Information and Communications Laboratory’, ’Artificial intelligence’, ’LoRa’, ’Llama’, ’Python (programming language)’,
’Learning management system’, ’Natural language processing’, ’Reinforcement learning’, ’LMS color space’, ’Wikipedia’, ’GitHub’,
’Natural-language understanding’, ’London, Midland and Scottish Railway’, ’Integrated library system’, ’Language model’, ’Chinese
language’, ’Lumen (unit)’, ’Spanish language’, ’English Wikipedia’, ’Logic learning machine’, ’Gradient descent’, ’Alternative
public offering’, ’Technology transfer’, ’Dialogue system’]

Problem Developing a Scalable, Domain-Adaptive Test-Time Training Protocol for Low-Resource Language QA Using Small Language
Models

Continued on the next page
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Method

1. Selection of Scalable Compact Language Models (CLMs): Identify and evaluate existing CLMs suitable for adaptation, emphasizing
models with minimal computational requirements.

2. Creation of a Multilingual Test-Time Training (TTT) Framework: Develop a TTT protocol that enables CLMs to adapt to new
domains and languages during the inference phase, leveraging unsupervised learning techniques and pseudo-label generation.

3. Synthetic and Unsupervised Data Generation: Utilize a combination of unsupervised and synthetic data generation methods to
produce multilingual QA pairs, employing techniques such as back-translation and context-based question synthesis.

4. Domain-Adaptive Mechanisms: Introduce domain-adaptive components, including feature adaptation layers and meta-learning
algorithms, which tailor the model’s behavior to new contexts and languages at test time.

5. Incremental Language Addition and Dominance Assessment: Start with a subset of linguistically diverse, low-resource languages.
Evaluate domain adaptability for each language via an iterative process, ensuring models learn to prioritize resource efficiency.

6. Model Robustness and Generalization: Perform robustness tuning (RT) to prepare models for unforeseen linguistic variations and
conduct thorough evaluations across multiple domains to ensure models can generalize their learning effectively.

7. Human-In-The-Loop Evaluation: Conduct evaluations with native speakers and domain experts to validate the relevance and
accuracy of the QA outputs, incorporating feedback into the iterative training process.

8. Open-Sourcing and Community Collaboration: Make the TTT protocol, trained models, and evaluation benchmarks publicly
available for the research community, fostering collaboration and further innovation.

Experiment

1. Selection and Preparation:
- Identify potential compact language models (CLMs) suitable for domain adaptation and test-time training, focusing on those with
minimal computational requirement and the ability to be fine-tuned or adapted in an unsupervised manner.
- Prepare a diverse set of low-resource languages and corresponding text corpora, ensuring linguistic diversity and sociocultural
significance. Select benchmark datasets for these languages if available.

2. Training and Adaptation Procedure:
- Create a Test-Time Training (TTT) framework that allows selected CLMs to adapt to various domains in the selected low-resource
languages during the inference phase.
- Implement unsupervised learning techniques and pseudo-label generation to produce QA pairs, utilizing back-translation and
context-based question synthesis to generate synthetic datasets for languages with limited or no available QA datasets.
- Integrate domain-adaptive components and meta-learning algorithms into the CLMs to enable domain-specific adaptations at test
time.

3. Iterative Evaluation and Refinement:
- Begin adaptation and training with a single low-resource language and gradually add additional languages, monitoring the domain
adaptability and model performance metrics after each addition.
- Perform robustness tuning and cross-domain evaluations for each CLM and language adaptation to ensure generalizability and
prevent overfitting.

4. Human-In-The-Loop Assessment:
- Enlist native speakers and domain experts to evaluate the relevance and accuracy of the model’s QA outputs for each language.
- Incorporate feedback into the iterative training process, refining and re-adapting the models accordingly.

5. Open-Sourcing and Community Feedback:
- Make the TTT protocol, adaptive CLMs, evaluation benchmarks, and any synthetic datasets publicly available for the research
community.

6. Experiment Monitoring and Documentation:
- Record all the parameters, datasets, model configurations, and evaluation metrics meticulously to ensure robustness and reproducibil-
ity.
- Document any challenges faced, unexpected results, or adaptions made during the experiment for open-sourcing purposes.

7. Data Analysis and Reporting:
- Analyze the collected performance data quantitatively, using appropriate statistical methods to compare with non-adaptive baselines.
- Report qualitative findings from human-in-the-loop evaluations, interpreting the implications for language model performance in
low-resource language domains.

Continued on the next page

28



Table 16 – Continued from the previous page
Index Types Texts

3
Input

Title: Whole-brain annotation and multi-connectome cell typing quantifies circuit stereotypy in Drosophila

Abstract: The fruit fly Drosophila melanogaster combines surprisingly sophisticated behaviour with a highly tractable nervous
system. A large part of the fly’s success as a model organism in modern neuroscience stems from the concentration of collaboratively
generated molecular genetic and digital resources. As presented in our FlyWire companion paper1, this now includes the first full
brain connectome of an adult animal. Here we report the systematic and hierarchical annotation of this 130,000-neuron connectome
including neuronal classes, cell types and developmental units (hemilineages). This enables any researcher to navigate this huge
dataset and find systems and neurons of interest, linked to the literature through the Virtual Fly Brain database2. Crucially, this
resource includes 4,552 cell types. 3,094 are rigorous consensus validations of cell types previously proposed in the “hemibrain”
connectome3. In addition, we propose 1,458 new cell types, arising mostly from the fact that the FlyWire connectome spans the whole
brain, whereas the hemibrain derives from a subvolume. Comparison of FlyWire and the hemibrain showed that cell type counts and
strong connections were largely stable, but connection weights were surprisingly variable within and across animals. Further analysis
defined simple heuristics for connectome interpretation: connections stronger than 10 unitary synapses or providing >1% of the input
to a target cell are highly conserved. Some cell types showed increased variability across connectomes: the most common cell type in
the mushroom body, required for learning and memory, is almost twice as numerous in FlyWire as the hemibrain. We find evidence
for functional homeostasis through adjustments of the absolute amount of excitatory input while maintaining the excitation-inhibition
ratio. Finally, and surprisingly, about one third of the cell types proposed in the hemibrain connectome could not yet be reliably
identified in the FlyWire connectome. We therefore suggest that cell types should be defined to be robust to inter-individual variation,
namely as groups of cells that are quantitatively more similar to cells in a different brain than to any other cell in the same brain. Joint
analysis of the FlyWire and hemibrain connectomes demonstrates the viability and utility of this new definition. Our work defines
a consensus cell type atlas for the fly brain and provides both an intellectual framework and open source toolchain for brain-scale
comparative connectomics.

Entities: [’Virtual Fly Brain’, ’Central nervous system’, ’Transposable element’, ’SUMO protein’, ’Kenyon cell’, ’Romani people’,
’Induced stem cells’, ’Ventral nerve cord’, ’FlyBase’, "Parkinson’s disease", ’Virtual Network Computing’, ’P element’, ’Piwi-
interacting RNA’, ’Drosophila Genetic Reference Panel’, ’Bateson–Dobzhansky–Muller model’, ’J. B. S. Haldane’, ’ATG7’,
"Haldane’s rule", ’Oxford Nanopore Technologies’, ’Drosophila mauritiana’, ’Germline’, ’PINK1’, ’Migratory locust’, ’CRISPR’,
’Heliconius’, ’GINS (protein complex)’, ’Parkin (ligase)’, ’Lepidoptera’, ’Illumina, Inc.’, ’Drosophila’]

Problem Investigating the Functional Implications of Connectome Variability in Drosophila’s Learning and Memory Circuits Across Different
Environmental and Genetic Contexts

Method

The proposed method involves a multi-tiered approach that integrates connectomics, behavioral assays, genetic manipulation, and
computational modeling to investigate the functional implications of connectome variability in Drosophila’s learning and memory
circuits. The method consists of the following steps:

1. Connectome Mapping and Variability Analysis:
a. Utilize the Virtual Fly Brain database to identify and compare individual connectomes, focusing on the mushroom body.
b. Quantify the variability in connection weights and cell type counts using statistical methods and machine learning algorithms to
identify patterns of variability.

2. Behavioral Assays:
a. Design a series of learning and memory tasks for Drosophila, such as olfactory conditioning or visual pattern recognition.
b. Test groups of flies with known connectome profiles under controlled environmental conditions to establish baseline behavioral
data.

3. Environmental and Genetic Perturbations:
a. Expose different groups of flies to varied learning paradigms and sensory inputs to create environmental perturbations.
b. Use CRISPR-Cas9 technology to introduce targeted mutations in genes like PINK1 or Parkin, creating genetic perturbations.
c. Assess the impact of these perturbations on connectome structure using high-resolution imaging and reconstruction techniques.

4. Transcriptomic and Spatial Analysis:
a. Apply single-cell RNA sequencing and spatial transcriptomics to profile gene expression changes in response to environmental and
genetic perturbations.
b. Correlate transcriptomic data with connectome changes to identify molecular pathways associated with structural and functional
plasticity.

5. Computational Modeling and Network Analysis:
a. Develop computational models to simulate the effects of connectome variability on neural circuit function.
b. Use network analysis tools to explore information flow and circuit dynamics, integrating data from related papers on olfactory
projection neurons and information flow in the olfactory system.

6. Synthesis and Validation:
a. Integrate findings from behavioral assays, connectome mapping, transcriptomic analysis, and computational modeling.
b. Validate the proposed models and hypotheses through iterative experimentation and refinement.

Continued on the next page
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Experiment

1. Pre-experimental Setup:
a. Establish a Drosophila melanogaster breeding program to ensure a consistent supply of genetically similar flies for the experiments.
b. Develop a standardized protocol for rearing flies under controlled conditions to minimize pre-experimental variability.
c. Select and validate CRISPR-Cas9 constructs for targeted gene editing of PINK1, Parkin, and other genes of interest.
d. Train personnel in the use of the Virtual Fly Brain database and relevant computational tools for connectome analysis.

2. Connectome Mapping and Variability Analysis:
a. Randomly assign individual flies to either a control group or various treatment groups (environmental and genetic perturbations).
b. Utilize high-resolution imaging techniques to map the connectomes of flies from each group, with a focus on the mushroom body.
c. Apply statistical and machine learning algorithms to quantify and compare the variability in connection weights and cell type
counts across groups.

3. Behavioral Assays:
a. Design and validate a series of learning and memory tasks, such as olfactory conditioning and visual pattern recognition, ensuring
tasks are sensitive to subtle differences in performance.
b. Test flies from each group in the behavioral tasks and record performance metrics.
c. Analyze behavioral data to establish correlations with connectome profiles.

4. Environmental and Genetic Perturbations:
a. Expose flies to different learning paradigms and sensory inputs to induce environmental perturbations.
b. Perform gene editing using CRISPR-Cas9 to create genetic perturbations in the treatment groups.
c. Re-map connectomes post-perturbation to assess structural changes.

5. Transcriptomic and Spatial Analysis:
a. Collect brain tissue from flies post-behavioral assays and perform single-cell RNA sequencing and spatial transcriptomics.
b. Analyze transcriptomic data to identify gene expression changes and correlate these with observed connectome and behavioral
variations.

6. Computational Modeling and Network Analysis:
a. Develop computational models to simulate the impact of observed connectome variability on neural circuit function.
b. Use network analysis to integrate behavioral, connectomic, and transcriptomic data, focusing on information flow and circuit
dynamics.

7. Synthesis and Validation:
a. Integrate findings across all experimental components to formulate a cohesive understanding of the functional implications of
connectome variability.
b. Validate models and refine hypotheses through additional targeted experiments, informed by initial findings.
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