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Abstract

Natural Language Generation (NLG) represents a large collection of tasks in the field of NLP. While many of these tasks have been tackled well by the cross-entropy (CE) loss, the task of dialog generation poses a few unique challenges for this loss function. First, CE loss assumes that for any given input, the only possible output is the one available as the ground truth in the training dataset. In general, this is not true for any task, as there can be multiple semantically equivalent sentences, each with a different surface form. This problem gets exaggerated further for the dialog generation task, as there can be multiple valid responses (for a given context) that not only have different surface forms but are also not semantically equivalent. Second, CE loss does not take the context into consideration while processing the response and, hence, it grades the response irrespective of the context. To grade the generated response for qualities like relevance, coherence, etc., the loss function should ideally consider both the context and the generated response. While training any NLG model using the CE loss, the probability of the ground truth response is maximized. Here, we make an implicit assumption that the ground truth is the only response possible for the given context. This is a major concern as this property does not hold for most dialogs where each context may have a large number of possible responses (Dou et al., 2021).

Previous attempts in training Seq2Seq dialog generation models using the CE loss have led to various complications. Mode collapse is one of the most common issues when training a Seq2Seq model with the CE loss, mainly at smaller scales (Li et al., 2016, 2021). Here, the model will just assign a high probability to one or more generic and bland responses e.g. “I don’t know”, “I have a problem”, “Yes”, etc., irrespective of the context. Previous research works have also explored various augmentations to the model architecture (Serban et al., 2016; Zhao et al., 2019) and/or the loss function (Serban et al., 2017; Shen et al., 2017; Zhao et al., 2017; Li et al., 2021) to resolve the common

1 Introduction

Choosing the right loss function is crucial for getting the expected behavior from deep learning based models trained for any task. While the token-level cross-entropy (CE) loss continues to excel in training natural language generation (NLG) models for various tasks, including dialog-response generation (Roller et al., 2021; Zhang et al., 2020), it is well accepted that CE is not the most appropriate loss function to use for training dialog generation models, and finding the right loss function for training dialog generation is still an open problem and an active area of research (Shen et al., 2017; Zhao et al., 2017; Saleh et al., 2020; Li et al., 2021).

The CE loss is computed by comparing the predicted token probabilities to the ground truth target sequence from the dataset. Thus, computation of CE loss is unconditional or context-free as it does not depend on the input prompt/context in the case of conditional NLG tasks like dialog generation. To be able to generate responses for qualities like relevance, coherence, etc., the loss function should ideally consider both the context and the generated response. While training any NLG model using the CE loss, the probability of the ground truth response is maximized. Here, we make an implicit assumption that the ground truth is the only response possible for the given context. This is a major concern as this property does not hold for most dialogs where each context may have a large number of possible responses (Dou et al., 2021).

Previous attempts in training Seq2Seq dialog generation models using the CE loss have led to various complications. Mode collapse is one of the most common issues when training a Seq2Seq model with the CE loss, mainly at smaller scales (Li et al., 2016, 2021). Here, the model will just assign a high probability to one or more generic and bland responses e.g. “I don’t know”, “I have a problem”, “Yes”, etc., irrespective of the context. Previous research works have also explored various augmentations to the model architecture (Serban et al., 2016; Zhao et al., 2019) and/or the loss function (Serban et al., 2017; Shen et al., 2017; Zhao et al., 2017; Li et al., 2021) to resolve the common

1These problems are specific to dialog systems only and may or may not apply to other NLG tasks.
problems with CE, as mentioned above.

To train dialog generation models that maximize some user-expected qualities, we propose to directly optimize an estimate of human perceived quality of a context-response pair. Sinha et al. (2020); Yeh et al. (2021) have shown that the output score of retrieval models correlates strongly with human perception of dialog response quality (given that it was trained on a dataset of domain similar to the target domain of application). Further, Santra et al. (2021) showed that representations learned by a response retrieval (using binary cross-entropy or a contrastive loss) capture important understanding features even better than large-scale dialog generation models trained using CE. But that is not applicable for a generative setting.

These observations triggered us to propose a novel Contextual Response Retrievability loss function or CORAL that circumvents issues with CE loss and relies on a response retrieval model. Further, we leverage CORAL to design a learning framework for dialog generation models that treats score calculated by retrieval models as a reward function, referred to as Response Retrievalability Reward (R3). We then use reinforcement learning (RL) to train dialog models that maximize above reward between context and generations from the optimized network. To test the proposed loss function, we train transformer-based Seq2Seq models (Vaswani et al., 2017) using CORAL for open-domain dialog generation using DailyDialog dataset (Li et al., 2017) and for domain-specific dialog generation using DSTC7-Ubuntu dataset (Yoshino et al., 2019). We compare the performance against state-of-the-art CE-based Seq2Seq models and various other baselines using both automatic metrics and through human evaluation. To summarize, our contributions are as follows. (1) We propose CORAL loss function for training dialog generation models by directly optimizing for an estimate of human preference of a \langle context, response \rangle pair. To the best of our knowledge, we are the first to propose a loss function for dialog generation model that also relies upon the context. (2) Further, we propose a recipe to train improved seq2seq dialog models which uses the CORAL loss in a reinforcement learning setup. (3) We experimentally prove the effectiveness of CORAL against strong baseline models using CE or its variants. We make the code publicly avail-

2 Literature Review

The use of the Seq2Seq model for training chitchat (now known as open-domain) dialog generation model was first proposed by Ritter et al. (2011). It was realized very soon that, unlike other NLG problems such as NMT, it is almost impossible to train dialog generation models using the CE loss, at small scales (Serban et al., 2016, 2017; Zhao et al., 2017; Li et al., 2016). Serban et al. (2016) argued that standard RNNs fail to encode the context properly and proposed a hierarchical encoder-based architecture, HRED, that captures utterance-level and context-level information using separate RNNs. To capture the notion of multiple possible responses per context, Serban et al. (2017) further augmented their HRED model with a VAE. Several prior works have also tried to formulate reward functions for training dialog generation models using Reinforcement Learning Li et al. (2016); Sankar and Ravi (2019); Saleh et al. (2020); Zhao et al. (2019).

Although at small scales CE-based training leads to degenerate dialog generation models, at (extremely) large scales of training data and model size, models can generate diverse, coherent and interesting responses. DialoGPT (Zhang et al., 2020) is based on the GPT-2 (Radford et al., 2019) language model (LM) further finetuned on a large conversational corpus crawled from Reddit. Blenderbot (Roller et al., 2021) focuses on generating high-quality responses and is based on a Transformer-based Seq2Seq architecture. To improve the quality of responses, Blenderbot is finetuned on the Blended-Skill-Talk dataset (combination of multiple datasets, Smith et al., 2020) after pretraining on Reddit. DialogRPT (Gao et al., 2020) proposes a sample-and-rank method for candidates generated from DialoGPT. The ranker was trained using a dataset of upvotes/downvotes and the number of replies on Reddit comments. Another family of recently proposed dialog generation models (Wu et al., 2019; Komelii et al., 2021) does retrieve-and-refine for efficiently training large models.

In this paper, we focus on testing the proposed CORAL loss mainly at small scale because 1) the changes are more apparent for smaller scale models, and 2) it becomes more difficult to judge the efficiency and robustness of the approach at larger
scales where all loss functions seem to work up to the same extent. Although we train small-scale models only, our small models outperform several large-sized models across multiple metrics.

3 Methods

First, using a response retrieval model, we design a reward function suitable for training dialog generation models (Section 3.1). Next, we apply reinforcement learning for training a Seq2Seq context-to-response generation model that maximizes the chosen reward function. We apply REINFORCE (Williams, 1992) to obtain the final differentiable objective function (Section 3.2), and use it to design our algorithm (Section 3.3) for training a Seq2Seq dialog generation model.

3.1 The $R_3$ Reward Function

Instead of optimizing perplexity or other heuristic-based rewards with weak correlation to human feedback, we choose a reward function that directly optimizes an estimate of human preferences. Thus, we design reward functions based on response retrieval models. We avoid supervised model based estimates of human preferences (Lowe et al., 2017) for their known shortcomings (Sai et al., 2019).

Motivated by prior work of Sinha et al. (2020), we propose a reward function based on a (self-supervised) response retrieval model, ESIM (Chen and Wang, 2019), which has been shown to correlate strongly with human ratings of model generated responses (Yeh et al., 2021). Similarly, Santra et al. (2021) recently showed that response retrieval models actually optimize an estimate of the mutual information between context and response. Their experiments also prove that these representations are more feature-rich than large-scale pretrained generative dialog models (based on CE loss). Hence, we also experiment with their model, DMI, to design a reward function.

Contextual Response Retrieval Reward ($R_3$) We define the output score of an already trained response retrieval model for a context-response pair as the Contextual Response Retrievalability Reward. This score is usually normalized between 0 and 1 and indicates the probability that the response is a valid (coherent and on-topic) continuation to the context. As the reward function would not be differentiable with respect to the target Seq2Seq-model parameters, we first formulate response generation as an RL task. Then, we apply REINFORCE (Williams, 1992) to obtain a differentiable objective function, as described next.

3.2 Final Objective Function (CORAL)

We pose the response generation problem as a reinforcement learning (RL) task. Each instance of the context-to-response generation task is considered as an episode in the RL formulation. The episode consists of several actions taken by the agent, in our case the decoder. Each action corresponds to generation of an output token. When the agent generates an EOS (end-of-sequence) token or has produced a max number of allowed tokens ($T$), the episode ends and the environment (the response retrieval model) generates the $R_3$ reward, for the context $c$, generated response $r$ pair.

The updates to the Seq2Seq model weights are
then determined by the Episodic REINFORCE algorithms follows.

$$\Delta W_{\text{CORAL}} = \eta R_3(c, r) \sum_{t=1}^{T} \frac{\partial \log P(r_t|c)}{\partial W_{\text{CORAL}}}$$ (1)

Loss function to be minimized (for an autoregressive decoder) can then be written as follows.

$$L_{\text{CORAL}} = -\eta R_3(c, r) \sum_{t=1}^{T} \log P(r_t|c)$$ (2)

**Algorithm 1 Training Algorithm for Seq2Seq Models using CORAL Loss (On-policy + Off-policy)**

**D** = \{(c, r^+), r^-\} \_i=1^n \>
> \text{Positive pairs from training dataset}
> \phi(0) \text{ Initialize Seq2Seq network weights}
> \text{for } (c, r^+) \in D \text{ do } \triangleright \text{Actual implementation uses batch gradient descent}
> \text{if rand()} > p_4 \text{ then}
> \# \text{Nucleus Sampling}
> r \leftarrow \text{Sample } r^- \sim \text{Nucleus}([0, 1]^{|T|})
> \# \text{or RandomNegative Sampling}
> r \leftarrow \text{Sample } r^- \sim \text{Uniform}([\text{Training Utterance Pool}])
> \text{else}
> r \leftarrow r^+ \triangleright \text{Use Positive Response}
> R_3(c, r) = f_R(c, r) - m \triangleright f_R: \text{Response Retrieval Model Score}
> \# \text{Compute Decoder output token distribution}
> P_{\text{Decoder}}(r|c, r^-) \forall t \in [1, T]
> L_{\text{CORAL}} = -R_3(c, r) \sum_{t=1}^{T} \frac{\partial \log P(r_t|c)}{\partial W_{\text{CORAL}}}
> \# \text{Update parameters of } P_{\text{Decoder}} \text{ using gradient descent on } L_{\text{CORAL}}
> \phi_{\text{Decoder}} \leftarrow \phi_{\text{Decoder}} - \alpha \nabla_{\phi_{\text{Decoder}}} L_{\text{CORAL}}$

### 3.3 Training Algorithm

**On-policy and Off-policy Training Using CORAL Loss**

RL training can be either on-policy or off-policy, depending on whether samples are generated from the parameterized policy network (the decoder in the Seq2Seq model in our case) or obtained from a dataset of human generated examples. For pure on-policy training, we will have to rely on response sequences randomly sampled from the decoder. But, because of the combinatorial complexity of the response space, it is highly unlikely that we would obtain any valid utterances/response candidates during on-policy training. Thus, to direct the model towards generating grammatically and semantically valid utterances, we mix-on-policy and off-policy modes of training and refer to this method of sample generation as **mix-policy**. To control the amount of mixing, we introduce a hyperparameter called $p^+$ (detailed below). Since random sampling based decoding can sometimes generate very low probability tokens while generating a sequence, we use nucleus sampling instead of random sampling for generating on-policy samples. We also tried a method to exclusively utilize more off-policy samples, called RandomNegative sampling (or RNS), for generating more diverse off-policy samples during training. In RNS, we randomly sample utterances from the pool of all utterances from the training set and use it as a response candidate in the training process. In Algorithm 1, we show the exact steps used for training a Seq2Seq model using the CORAL loss and an existing dialog dataset $D$. Fig. 1 illustrates how the standard cross-entropy loss and the proposed CORAL loss differ from each other. Fig. 2 shows the architecture of our Seq2Seq model, which generates a response given the context using a Transformer encoder-decoder model trained under CORAL loss.

**Hyperparameters of CORAL**

1. **Probability of positive samples ($p_4$)** denotes the probability with which we use the ground truth response for off-policy training.
2. **Margin ($m$)** denotes the minimum reward that we expect from model generations. We use a fixed margin\(^3\) value as the baseline reward for the RL training.
3. **Retrieval model**: For implementing $R_3$, we experimented with these retrieval model architectures: ESIM (Chen and Wang, 2019), BERT (Devlin et al., 2019) and DMI (Santra et al., 2021).

Although CORAL is derived from quite a different viewpoint, under certain hyperparameter set-
ings \((m = 0, p^+ = 1, R_3 \in (0, 1))\) CORAL approximates a sample-weighted version of the CE loss. Also, training of a dialog generation model using CE may over-weigh generic responses more than the informative ones. A more detailed account of the similarities/differences between CORAL and CE are in the appendix. CORAL loss incorporates quality of the response as measured by a response retrieval model as a factor in computing the loss.

4 Experimental Setup

4.1 Model Setup

We use a standard transformer-based Seq2Seq (S2S) architecture for training a dialog generation model using the CORAL loss as shown in Fig. 2. We used the Word-piece tokenizer\(^4\) from BERT (Devlin et al., 2019). We train our models using early-stopping, up to a maximum 50 epochs, based on validation-\(R_3\) (average \(R_3\) score of generated responses on the validation set). We use Adam optimizer with a peak learning rate of \(1e-4\) that is warmed up (first 1000 steps) and decayed linearly. We use a single NVIDIA V100-16GB GPU-based system for training all our models.

For the retrieval models, ESIM has two LSTM encoding layers (Encoding and Composition Layers) for individually encoding the context and a candidate response, interleaved by a cross-attention layer. The sigmoid output from the ESIM model is used as the score for a context-response pair. Since both BERT and DMI are pretrained models, we add an MLP, with two hidden layers and sigmoid activation at the output, on top of the [CLS] token embedding. These models are finetuned on DailyDialog or DSTC7-Ubuntu for the response retrieval tasks. We obtain the reward (\(R_3\)) by subtracting the margin \(m\) (also between 0 and 1) from the output score (sigmoid output).

ESIM For faster learning, we also initialize the ESIM model’s token embeddings with Blenderbot embeddings, which has a size of 2,560. The encoding and composition layers both used 1 layer LSTMs.

BERT and DMI We use the “bert-base-uncased” and the “DMI_Medium” checkpoints, respectively.

CORAL Our proposed CORAL model has 6 self-attention layers for both the encoder and the decoder. We use 8 self-attention heads and 1,024 as the size of hidden representations.

4.2 Data

We used the DailyDialog (DD) (Li et al., 2017) and DSTC7-Ubuntu\(^5\) (Yoshino et al., 2019) datasets for all our experiments. DD is an open-domain dialog dataset in English. For training the retrieval model, we used randomly sampled utterances as negative samples. DSTC7-Ubuntu is a domain-specific dataset based on conversations from the Ubuntu IRC channel. DSTC7-Ubuntu contains majorly English conversations, with a small percentage instances from other languages. This is available directly as a dataset for training retrieval models with single positive and multiple negative responses per context. DD contains 76052, 7069 and 5740 context-response pairs for train, validation and test, respectively. DSTC7-Ubuntu contains 470860, 23478 and 3247 resp. We make the code publicly available\(^6\) and will release trained model checkpoints publicly upon publication of the paper.

4.3 Baselines

Small Scale Baselines:

(1) Mirror (Li et al., 2021): Seq2Seq model that extends CVAE (Shen et al., 2017), and is trained with a backward-reasoning loss function. It optimizes for generating both final and pre-final utterances in a bidirectional fashion. This is state-of-the-art loss function for training small-scale dialog generation models outperforming Shen et al. (2017); Zhao et al. (2017); Saleh et al. (2020).

(2) AdaLabel (Wang et al., 2021): Uses an adaptive label smoothing to prevent the model from being overconfident over a single choice. It also uses a soft-target distribution depending on the context, instead of usual one-hot distribution.

Large Scale Baselines:

(1) Blenderbot (Roller et al., 2021): Transformer-based S2S model pretrained on a large dialog corpus based on Reddit and finetuned on Blended-Skill-Talk dataset (Smith et al., 2020).

(2) DialoGPT (Zhang et al., 2020): GPT-2 (Radford et al., 2019) based language model further finetuned on dialogs from Reddit.

(3) DialogRPT (Gao et al., 2020): A response ranking model trained on a dataset of upvote/downvote and number of replies on Reddit comments. For generation purposes it reranks sampled responses from DialoGPT and returns the one with highest

---

\(^4\)We used the implementation by huggingface (Wolf et al., 2019) library (bert-base-uncased).

\(^5\)https://github.com/IBM/dstc-noesis

\(^6\)https://anonymous.4open.science/r/2022-CORAL-Anonymous/
We use a standard set of referenced evaluation metrics and a recently proposed reference-free metric for automatic evaluation.

**BLEU** (Papineni et al., 2002) and **METEOR** (Banerjee and Lavie, 2005) measure lexical match between a context and any response without a ground truth reference. **MAUDE** (Sinha et al., 2020) is a recently proposed metric that can capture the suitability between a context and any response without a ground truth reference. **MAUDE** is also a metric based on a response retrieval model and thus our model effectively optimizes **MAUDE** through the CORAL loss function. (Yeh et al., 2021) observed that **MAUDE** performs particularly well when the model has been trained on a dataset from a similar domain to its target application domain. Hence, we report results for two **MAUDE** variants based on ESIM (Chen et al., 2017; Chen and Wang, 2019) and BERT (Devlin et al., 2019) finetuned on the target dataset (DSTC7-Ubuntu or DD).

The Distinct-n (Liu et al., 2016) metric measures the diversity of n-grams in the overall set of generated responses. This number should not be too low, and an ideal target for this is the Distinct-n of the ground truth responses.

### 5 Results and Discussions

#### 5.1 Automatic Evaluation (Small Scale Models)

In Table 1, we present the results of automatic evaluation metrics for response generation. Results for small scale and large scale models are shown separately. For our proposed CORAL models, we used BERT-$R_3$ reward function with $m = 0.4$ and $p^+ = 0.8$ for DSTC7-Ubuntu and $m = 0$ and $p^+ = 0.8$ for DD dataset. Fig. 4 in Appendix

<table>
<thead>
<tr>
<th>DSTC7-Ubuntu</th>
<th><strong>Model</strong></th>
<th><strong>Avg. Len</strong></th>
<th><strong>BLEU</strong></th>
<th><strong>METEOR</strong></th>
<th><strong>Dist-1</strong></th>
<th><strong>Dist-2</strong></th>
<th><strong>MAUDE-ESIM</strong></th>
<th><strong>MAUDE-BERT</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td></td>
<td>13.73</td>
<td>NA</td>
<td>NA</td>
<td>0.0922</td>
<td>0.5231</td>
<td>0.8583</td>
<td>0.7363</td>
</tr>
<tr>
<td>DialogRPT (ZS)</td>
<td></td>
<td>14.17</td>
<td>0.0714</td>
<td>0.0424</td>
<td>0.0351</td>
<td>0.1333</td>
<td><strong>0.7328</strong></td>
<td><strong>0.6813</strong></td>
</tr>
<tr>
<td>DialoGPT (ZS)</td>
<td></td>
<td>8.59</td>
<td>0.0565</td>
<td>0.0369</td>
<td><strong>0.0504</strong></td>
<td><strong>0.1723</strong></td>
<td>0.7058</td>
<td>0.6557</td>
</tr>
<tr>
<td>Blenderbot (ZS)</td>
<td></td>
<td>17.78</td>
<td><strong>0.0869</strong></td>
<td><strong>0.0571</strong></td>
<td>0.0266</td>
<td>0.0893</td>
<td>0.5683</td>
<td>0.5294</td>
</tr>
<tr>
<td>DialoGPT (FT)</td>
<td></td>
<td>6.22</td>
<td>0.0527</td>
<td>0.0459</td>
<td><strong>0.1101</strong></td>
<td><strong>0.4017</strong></td>
<td>0.8210</td>
<td>0.6610</td>
</tr>
<tr>
<td>DialoRPT (FT)</td>
<td></td>
<td>13.63</td>
<td>0.0902</td>
<td>0.0628</td>
<td>0.0710</td>
<td>0.3219</td>
<td><strong>0.8731</strong></td>
<td><strong>0.7485</strong></td>
</tr>
<tr>
<td>Blenderbot (FT)</td>
<td></td>
<td>16.98</td>
<td><strong>0.1210</strong></td>
<td><strong>0.0905</strong></td>
<td>0.0788</td>
<td>0.3821</td>
<td>0.8237</td>
<td><strong>0.7800</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Small Models</th>
<th><strong>Model</strong></th>
<th><strong>Avg. Len</strong></th>
<th><strong>BLEU</strong></th>
<th><strong>METEOR</strong></th>
<th><strong>Dist-1</strong></th>
<th><strong>Dist-2</strong></th>
<th><strong>MAUDE-ESIM</strong></th>
<th><strong>MAUDE-BERT</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror</td>
<td></td>
<td>6.19</td>
<td>0.0299</td>
<td>0.0387</td>
<td>0.0068</td>
<td>0.0145</td>
<td>0.5121</td>
<td>0.4926</td>
</tr>
<tr>
<td>AdaLabel</td>
<td></td>
<td>15.70</td>
<td><strong>0.2022</strong></td>
<td><strong>0.1824</strong></td>
<td>0.0539</td>
<td>0.3099</td>
<td>0.7929</td>
<td>0.7046</td>
</tr>
<tr>
<td>CORAL (off-policy)</td>
<td></td>
<td>10.53</td>
<td>0.0949</td>
<td>0.0724</td>
<td><strong>0.0694</strong></td>
<td><strong>0.4093</strong></td>
<td>0.8534</td>
<td>0.8108</td>
</tr>
<tr>
<td>CORAL (mix-policy)</td>
<td></td>
<td>12.42</td>
<td>0.0970</td>
<td>0.0676</td>
<td>0.0630</td>
<td>0.3616</td>
<td><strong>0.8787</strong></td>
<td><strong>0.8477</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Large Models</th>
<th><strong>Model</strong></th>
<th><strong>Avg. Len</strong></th>
<th><strong>BLEU</strong></th>
<th><strong>METEOR</strong></th>
<th><strong>Dist-1</strong></th>
<th><strong>Dist-2</strong></th>
<th><strong>MAUDE-ESIM</strong></th>
<th><strong>MAUDE-BERT</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mirror</td>
<td></td>
<td>7.93</td>
<td>0.0618</td>
<td>0.0538</td>
<td>0.0371</td>
<td>0.1485</td>
<td>0.6223</td>
<td>0.4995</td>
</tr>
<tr>
<td>AdaLabel</td>
<td></td>
<td>11.59</td>
<td>0.1208</td>
<td>0.0881</td>
<td>0.0381</td>
<td>0.2292</td>
<td>0.5814</td>
<td>0.4890</td>
</tr>
<tr>
<td>CORAL (off-policy)</td>
<td></td>
<td>9.68</td>
<td>0.1838</td>
<td>0.1656</td>
<td><strong>0.0462</strong></td>
<td><strong>0.2902</strong></td>
<td>0.7279</td>
<td>0.6526</td>
</tr>
<tr>
<td>CORAL (mix-policy)</td>
<td></td>
<td>10.50</td>
<td><strong>0.2241</strong></td>
<td><strong>0.2079</strong></td>
<td>0.0428</td>
<td>0.2760</td>
<td><strong>0.7418</strong></td>
<td><strong>0.6692</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>DailyDialog</th>
<th><strong>Model</strong></th>
<th><strong>Avg. Len</strong></th>
<th><strong>BLEU</strong></th>
<th><strong>METEOR</strong></th>
<th><strong>Dist-1</strong></th>
<th><strong>Dist-2</strong></th>
<th><strong>MAUDE-ESIM</strong></th>
<th><strong>MAUDE-BERT</strong></th>
</tr>
</thead>
<tbody>
<tr>
<td>Ground Truth</td>
<td></td>
<td>11.97</td>
<td>NA</td>
<td>NA</td>
<td>0.0681</td>
<td>0.4061</td>
<td>0.8180</td>
<td>0.8603</td>
</tr>
<tr>
<td>DialogRPT (ZS)</td>
<td></td>
<td>8.89</td>
<td>0.0667</td>
<td>0.0445</td>
<td><strong>0.0415</strong></td>
<td><strong>0.1682</strong></td>
<td>0.6327</td>
<td>0.6016</td>
</tr>
<tr>
<td>DialoGPT (ZS)</td>
<td></td>
<td>15.94</td>
<td>0.0809</td>
<td>0.0530</td>
<td>0.0273</td>
<td>0.1192</td>
<td><strong>0.6523</strong></td>
<td><strong>0.6055</strong></td>
</tr>
<tr>
<td>Blenderbot (ZS)</td>
<td></td>
<td>17.27</td>
<td><strong>0.1049</strong></td>
<td><strong>0.0771</strong></td>
<td>0.0223</td>
<td>0.0977</td>
<td>0.6363</td>
<td><strong>0.6322</strong></td>
</tr>
<tr>
<td>DialoGPT (FT)</td>
<td></td>
<td>6.15</td>
<td>0.0752</td>
<td>0.0678</td>
<td><strong>0.0673</strong></td>
<td><strong>0.2957</strong></td>
<td>0.7878</td>
<td>0.7831</td>
</tr>
<tr>
<td>DialoRPT (FT)</td>
<td></td>
<td>16.55</td>
<td>0.1073</td>
<td>0.0978</td>
<td>0.0353</td>
<td>0.1791</td>
<td>0.8086</td>
<td><strong>0.8317</strong></td>
</tr>
<tr>
<td>Blenderbot (FT)</td>
<td></td>
<td>30.70</td>
<td><strong>0.1139</strong></td>
<td><strong>0.1081</strong></td>
<td><strong>0.0355</strong></td>
<td><strong>0.1984</strong></td>
<td><strong>0.8222</strong></td>
<td><strong>0.8249</strong></td>
</tr>
<tr>
<td>Mirror</td>
<td></td>
<td>7.93</td>
<td>0.0618</td>
<td>0.0538</td>
<td>0.0371</td>
<td>0.1485</td>
<td>0.6223</td>
<td>0.4995</td>
</tr>
<tr>
<td>AdaLabel</td>
<td></td>
<td>11.59</td>
<td>0.1208</td>
<td>0.0881</td>
<td>0.0381</td>
<td>0.2292</td>
<td>0.5814</td>
<td>0.4890</td>
</tr>
<tr>
<td>CORAL (off-policy)</td>
<td></td>
<td>9.68</td>
<td>0.1838</td>
<td>0.1656</td>
<td><strong>0.0462</strong></td>
<td><strong>0.2902</strong></td>
<td>0.7279</td>
<td>0.6526</td>
</tr>
<tr>
<td>CORAL (mix-policy)</td>
<td></td>
<td>10.50</td>
<td><strong>0.2241</strong></td>
<td><strong>0.2079</strong></td>
<td>0.0428</td>
<td>0.2760</td>
<td><strong>0.7418</strong></td>
<td><strong>0.6692</strong></td>
</tr>
</tbody>
</table>

Table 1: Results for DailyDialog and DSTC7-Ubuntu datasets: From the results, we can see that by optimizing the contextual $R_3$ score directly, using REINFORCE, the CORAL model is able to produce coherent and diverse responses at the same time. The average length is reported to make sure that the model is not resorting to short utterances, such as “I don’t think I know about [topic_word]”, just to be coherent. CORAL denotes a Seq2Seq model trained with CORAL loss. ‘x’ identifies the retrieval model used for the $R_3$ reward. Note that we used the DialoGPT-medium, DialoRPT-medium, Blenderbot checkpoints. We have kept these large-scale baselines as a separate group, in the table. Each value reported for CORAL models is computed as average of 5 runs.
shows sensitivity analysis for hyperparameters $p_+$ and $m$.

The diversity of the generated responses, in terms of number of unique unigrams and bigrams, is indicated by the dist-1 and dist-2 metrics. All baselines, except AdaLabel, have very low diversity for the generated responses. The RNN-based Mirror model mostly generates the same bland response (e.g., “I don’t know how to do that”, “I don’t know what to suggest”) for most contexts leading to a low diversity score. Although DialoRPT produces relevant responses (as indicated by a high MAUDE score), the response produced by these models sometimes does not change after the initial few turns, and the model repeatedly generates the same utterance for all remaining turns which leads to a poor Dist-n score. The diversity of most baselines (except AdaLabel) is quite low compared to that of CORAL models. From Table 1, it is quite clear that only the proposed CORAL-based models are able to produce responses which are both diverse (high Dist-n) and coherent to the context (high MAUDE), while most baselines have failed to maintain this consistently.

BLEU and METEOR have been known to not correlate strongly with human judgments on the quality of generated responses, as shown by several prior works (Liu et al., 2016; Sinha et al., 2020; Yeh et al., 2021). Even in terms of these word overlap-based metrics, we outperform most of the baselines in DD. In case of DSTC7-Ubuntu, AdaLabel beats CORAL-ESIM and CORAL-DMM.

In terms of average length of the generated responses, the pretrained models outperform other baselines and also the CORAL models. Though it should be noted that high generation length does not necessarily mean higher quality responses, as also indicated by the MAUDE scores.

Finally, in terms of the MAUDE metric, our proposed method, CORAL, outperforms all baselines by a significant margin. The diverse and high quality responses justify the choice and design of the CORAL loss function.

5.2 Human Evaluation Study

As automatic evaluation metrics cannot capture all the nuances of how humans assess a model generated response, we also run a crowdsourced human evaluation study for various models. Three different annotators rated a context-response pair in terms of engagement, fluency and relevance on a 0-2 scale: No (0), Somewhat (1), Yes (2). Detailed annotation questionnaire is in the appendix. This evaluation process was run on a 100 randomly selected contexts from DailyDialog test set.

Figure 3 shows that the CORAL-based models outperform the baselines in all the three aspects. CORAL-mixp (nucleus) outperforms CORAL-offp in engagement and relevance, whereas CORAL-offp is more fluent than CORAL-mixp.

5.3 Ablation Studies

To better understand the effects of various hyperparameters (see Section 3.3) on the final trained model, we ran ablation studies on both the datasets. The complete set of results is displayed in Figure 4 and Table 3 in the appendix. All the comparisons are done based on the best average reward obtained by the model on validation set. In general, the mix-policy setup outperforms off-policy training routines. For the DailyDialog dataset, lower margin values tend to have higher $R_3$ scores. But, for DSTC7-Ubuntu, in case of mix-policy training, the $R_3$ score increases with the margin value. Off-policy training worked better with positive ground truth responses only, with RandomNegatives generally having a detrimental effect on the final reward achieved by the model.

5.4 Comparison with Large-Scale Models

Large-scale (in terms of data or model parameter size) pretrained language models have become a very prominent candidate for open-domain dialog generation models with the development of models like DialoGPT, Blender etc. Thus, we also compare our CORAL models with two variants of these large-scale models: zero-shot and finetuned versions. Because of the extensive pretraining done for training these large-scale models, we do not expect CORAL models to fully outperform these large-scale models. We observe that CORAL is able to beat all the zero-shot models for both the
Table 2: This table shows sample generations from different baseline models and our CORAL\textsubscript{BERT} model. Compared to Mirror, responses from our model feels like a more natural continuation to the context. The AdaLabel baseline also has a higher tendency to generate a generic/dull response to the context. A common issue that we notice in all small-scale models is their random behavior when they encounter a new concept unseen during training.

<table>
<thead>
<tr>
<th>Context</th>
<th>Blenderbot</th>
<th>AdaLabel</th>
<th>CORAL\textsubscript{BERT}</th>
</tr>
</thead>
<tbody>
<tr>
<td>Have you got any wine?</td>
<td>I’m not sure what you mean by that, but I’m sure there’s something you can do.</td>
<td>ok, thank you.</td>
<td>OK, sir. Can I take your room key to the Room 20 minutes?</td>
</tr>
<tr>
<td>Room service, is there anything I can do for you?</td>
<td>How much did you pay for it??</td>
<td>when will you come back?</td>
<td>I’d like to buy a new dress.</td>
</tr>
<tr>
<td>Could I have my bill, please?</td>
<td>I don’t know what to do with my life. I feel like I have no purpose.</td>
<td>oh, i see. then, let me see…. oh, this switch down to the shop tonight. i’ve got a lot.</td>
<td>I’m sorry, sir. I’ve got you a wrong case. I’ve been waiting for the wrong medicine. I’m sorry.</td>
</tr>
<tr>
<td>Are you busy tomorrow morning?</td>
<td>I really need to start eating healthier.</td>
<td>I’m sorry to hear that.</td>
<td>I’d like to. What time do you want to produce some unrelated utterance.</td>
</tr>
</tbody>
</table>

5.5 Case Study: Generation Quality

We provide samples generated from CORAL\textsubscript{BERT} and some baseline models in Table 2. Since Blenderbot (Roller et al., 2021) model was trained with a much larger dialog corpus, it is able to generate good responses in many cases where small-scale models failed to understand the context leading to random utterances. Among the small scale models, CORAL\textsubscript{BERT} generally replies with more engaging and specific responses, whereas Mirror tends to produce generic responses most of the time. Blenderbot, however, fails to realize the switch in the turns sometimes and generates the same response repeatedly, only based on the context topic. This is the reason for low diversity scores of Blenderbot. For all small-scale models, because of limited training data, they lack knowledge of many entities that only appears in test set but not during training. In such cases, the small scale models just produce some unrelated utterance.

6 Conclusion

In this paper, we proposed CORAL, a novel loss function to circumvent these shortcomings of CE loss. Specifically, using CORAL, we can train dialog generation models without assuming a fixed ground-truth response and the value of the loss function is based on both the context and response. The CORAL loss is based on pretrained response retrieval models that, in prior literature, have been shown to correlate with human preferences. Experiments over two diverse benchmarks have shown that it comprehensively outperforms other small scale models and is even comparable to the large scale models. The proposed loss function will make it possible to train future models focused on maximizing human preference. We also hope that our work will motivate the NLP community to look for more suitable loss functions for training dialog generation models and to rely less on the cross-entropy loss.

We plan to extend this framework for training larger scale models that can capture more patterns from larger training data. We are also looking into the possibility of designing a learning curriculum for RL-based training using the mix-policy method. This will help make the training of the dialog generation model more efficient.
7 Ethical Considerations

Like many other pretrained language representation models, the proposed model may also have learned patterns associated with exposure bias. Interpretability associated with the output is rather limited, hence users should use the outputs carefully. The proposed model generates possible response candidates, and does not filter out any “problematic” candidates. Thus, for applications, where candidate responses could be problematic, (e.g., offensive, hateful, abusive, etc.), users should carefully filter them out before using the output from our model.

All the datasets used in this work are publicly available. We did not collect any new dataset as part of this work.

DailyDialog: The dataset was downloaded from http://yanran.li/dailydialog. DailyDialog dataset is licensed under CC BY-NC-SA 4.0.

DSTC7-Ubuntu: The dataset was downloaded from https://ibm.github.io/dstc-noesis/public/data_description.html#ubuntu. The dataset is available under MIT license.
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A Similarities and Differences between CORAL and CE Loss Functions

In this section, we explore the similarities and differences between the proposed CORAL loss and the CE loss function. Although CORAL is derived from quite a different viewpoint, under certain hyperparameter settings CORAL approximates a weighted version of the CE loss.

1. If we only consider positive samples as candidate responses and set the score range \((\text{score} \in [0, 1])\) and margin \(m (m = 0)\) such that \(R_3\) is always greater than zero, CORAL is equivalent to a weighted version of CE.

2. Cross-entropy loss has always relied strictly on the positive responses in the dataset. CORAL utilizes both positive and negative response candidates.

3. Training of a dialog generation model using CE may over-weigh generic responses more than more informative ones as there is no mechanism for automatically assigning weight to different \(\langle \text{context}, \text{response} \rangle\) pairs. CORAL has provision for assigning different weight for different \(\langle \text{context}, \text{candidate response} \rangle\) pairs.

4. CORAL uses randomly sampled response candidates for training which allows us to utilize more samples of \(\langle \text{context}, \text{response} \rangle\) pairs during training. This provides a richer training signal from the same dataset.

5. CE loss decomposes to a token level comparison between the predicted and the target token. Its main goal is to increase the probability of the tokens in ground truth response strictly in the given form and order. CORAL loss works quite differently as it treats responses as whole units. It will either increase or decrease probability of responses as a whole, based on their semantics and compatibility to the context.

B Limitations

We have trained a small version of the proposed CORAL model. It will be great to see if the gains due to CORAL loss lead to similar improvements for large scale models as well.

We experimented with English datasets only. While we hope that these results will generalize to models trained on multi-lingual datasets; empirical validation needs to be done.

C Human Annotation Guidelines

For each of the eighteen dialog qualities, the detailed instructions and examples are shown below. These instructions were available for the worker to expand for each question.

C.1 Engaging

A response is considered engaging if it can engage the user. This might be an inquisitive question or an interesting response that can be followed-up on.

- No: the response is boring and does little to engage the user.
  - Hi there.
  - Oh wow! That’s cool!
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Figure 4: Hyperparameter Sensitivity Analysis/Ablation Studies: These plots showcase the effect of $p^+$ and margin on the final validation-$R_3$ score obtained by the corresponding CORAL model. Each lineplot corresponds to a single $p^+$ value as indicated by the legend. Note: The $R_3$ values are not comparable across any two plots.
• Somewhat: the response is not particularly engaging but still leaves room for follow-up.
  – My favourite colour is blue.
  – Nope. I’m not very good with cooking.

• Yes: the response is actively engaging the user and trying to move forward the conversation.
  – I have a feeling that if you can dodge a wrench you can dodge a ball.
  – What kind of shows do you like?

C.2 Relevant
A response is considered relevant if it is on topic and a valid/reasonable continuation of the conversation. An irrelevant response is one that is completely off topic, or abruptly tries to change the topic of conversation.

• No: the response is irrelevant. It is completely off topic or abruptly tries to change the topic of conversation.
  – User: I think I’m starting to feel sick actually System: My favorite movie is Parasite
  – User: Can you play dodge ball? System: What kind of shows do you like?

• Somewhat: the response is a valid continuation of the conversation, but is somewhat generic or tangential to the main topic. For example, it begins with a generic acknowledgement of the topic then changes topics.
  – User: Have you tried seafood pancake? System: It’s okay. I like beef bulgogi, but I’m not a huge fan of kimchi.
  – User: It’s going great, I just finished reading ’1001 inventions that changed the world’ System: That sounds interesting. My favorite movie is Parasite.

• Yes: the response is relevant, on topic and a valid continuation of the conversation.
  – User: lol... wanna join us for dodge ball? System: Sounds like fun! I’m in!
  – User: I think I like most foods. I really like steak System: Steak is good. I especially love it when it’s well done.

C.3 Fluent
A response is considered fluently written if it follows all the rules of English grammar and is coherent.

• No: the response is not fluently written.
  – System: Therefore you are. Still how long? I don’t know if I can.
  – System: OK let’s do it. Pardon me? Why it shouldn’t be?

• Somewhat: the response is somewhat fluent, but makes a minor mistake or is confusing.
  – System: I am 18 of your Earth years.
  – System: Glad to hear it. What’s new? Oh. Maybe you should get some rest?

• Yes: the response is written fluently.
  – System: I have a feeling that if you can dodge a wrench you can dodge a ball.
  – System: The Last Airbender, and Arrested Development are my favorites.
Table 3: Automatic evaluation results on reward-type (ESIM, BERT, DMI) based ablations for CORAL-based models. For each reward-type, we report the best results here among all the possible configuration of $p^+$ and $m$. This selection was done based on validation set.

<table>
<thead>
<tr>
<th></th>
<th>DSTC7-Ubuntu</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Model</td>
<td>Avg. Len</td>
<td>BLEU</td>
<td>METEOR</td>
<td>Dist-1</td>
<td>Dist-2</td>
</tr>
<tr>
<td>Ground Truth</td>
<td>13.73</td>
<td>NA</td>
<td>NA</td>
<td>0.0922</td>
<td>0.5231</td>
<td>0.8583</td>
</tr>
<tr>
<td>Small Models</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CORAL_{ESIM} (off-policy)</td>
<td>10.28</td>
<td>0.1729</td>
<td>0.1581</td>
<td>0.0744</td>
<td>0.4242</td>
<td>0.8590</td>
</tr>
<tr>
<td>CORAL_{BERT} (off-policy)</td>
<td>10.53</td>
<td>0.0949</td>
<td>0.0724</td>
<td>0.0694</td>
<td>0.4093</td>
<td>0.8534</td>
</tr>
<tr>
<td>CORAL_{DMI} (off-policy)</td>
<td>10.39</td>
<td>0.2194</td>
<td>0.2111</td>
<td>0.0707</td>
<td>0.4151</td>
<td>0.8274</td>
</tr>
<tr>
<td>CORAL_{ESIM} (mix-policy)</td>
<td>8.54</td>
<td>0.1342</td>
<td>0.1219</td>
<td>0.0716</td>
<td>0.4038</td>
<td>0.8691</td>
</tr>
<tr>
<td>CORAL_{BERT} (mix-policy)</td>
<td>12.42</td>
<td>0.0970</td>
<td>0.0676</td>
<td>0.0630</td>
<td>0.3616</td>
<td>0.8787</td>
</tr>
<tr>
<td>CORAL_{DMI} (mix-policy)</td>
<td>6.93</td>
<td>0.0904</td>
<td>0.0779</td>
<td>0.0729</td>
<td>0.3848</td>
<td>0.8628</td>
</tr>
</tbody>
</table>

|                      | DailyDialog  |                    |                    |                    |                  |                  |
|                      | Model        | Avg. Len | BLEU   | METEOR | Dist-1 | Dist-2 | MAUDE-ESIM | MAUDE-BERT |
| Ground Truth         | 11.97        | NA      | NA     | 0.0681 | 0.4061 | 0.8180 | 0.8603     |
| Small Models         |              |         |        |        |        |        |            |            |
| CORAL_{ESIM} (off-policy) | 10.00    | 0.1910 | 0.1727 | 0.0459 | 0.2840 | 0.7402 | 0.6474     |
| CORAL_{BERT} (off-policy) | 9.68     | 0.1838 | 0.1656 | 0.0462 | 0.2902 | 0.7279 | 0.6526     |
| CORAL_{DMI} (off-policy) | 9.44     | 0.1727 | 0.1567 | 0.0461 | 0.2844 | 0.7229 | 0.6234     |
| CORAL_{ESIM} (mix-policy) | 11.01    | 0.2118 | 0.1970 | 0.0397 | 0.2541 | 0.7577 | 0.6588     |
| CORAL_{BERT} (mix-policy) | 10.50    | 0.2241 | 0.2079 | 0.0428 | 0.2760 | 0.7418 | 0.6692     |
| CORAL_{DMI} (mix-policy) | 10.91    | 0.2327 | 0.2190 | 0.0433 | 0.2635 | 0.7410 | 0.6680     |