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Abstract
In the stochastic gradient descent (SGD) for sequential simulations such as the neural stochastic
differential equations, the Multilevel Monte Carlo (MLMC) method is known to offer better theoreti-
cal computational complexity compared to the naive Monte Carlo approach. However, in practice,
MLMC scales poorly on massively parallel computing platforms such as modern GPUs, because
of its large parallel complexity which is equivalent to that of the naive Monte Carlo method. To
cope with this issue, we propose the delayed MLMC gradient estimator that drastically reduces
the parallel complexity of MLMC by recycling previously computed gradient components from
earlier steps of SGD. The proposed estimator provably reduces the average parallel complexity per
iteration at the cost of a slightly worse per-iteration convergence rate. In our numerical experiments,
we use an example of deep hedging to demonstrate the superior parallel complexity of our method
compared to the standard MLMC in SGD.

1. Introduction

In this paper, we study the stochastic gradient descent (SGD) for sequential stochastic simulations
such as the neural stochastic differential equations (SDEs). Since the seminal work by Chen et al.
[8] on neural ordinary differential equations (ODEs), the neural differential equations have gained
considerable traction in the machine learning community. The development of neural differential
equations has led to various extensions beyond ODEs [8] and SDEs [37], such as neural jump
ODEs [30] and SDEs [24], neural control differential equations [26], and neural stochastic partial
differential equations (PDEs) [34].

In the Monte Carlo simulation of such sequential models, the multilevel Monte Carlo (MLMC)
method [15, 16] is a popular choice to improve the computational complexity compared to the naive
Monte Carlo approach. Notably, recent research by Ko et al. [29] explored the application of MLMC
to neural SDEs, and Hu et al. [20] conducted an in-depth theoretical analysis, shedding light on
the performance improvements that MLMC offers to SGD. However, when it comes to practical
implementation, MLMC exhibits a scalability issue when combined with SGD on massively parallel
computers such as GPUs.

In highly concurrent settings, where we can increase the batch size significantly to reduce the
impact of the stochasticity in the gradient estimator during optimization, the primary bottleneck
for performance shifts from standard computational complexity to the parallel complexity1 of the
gradient estimator. In such a scenario, the limiting factor for performance becomes the total number
of iterations in the SGD process, which is constrained by the parallel complexity of the gradient

* A major part of the work was done while the author was at ETH Zurich, Switzerland.
1. This is often called the work time of the algorithm on parallel random-access machine model [22].
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estimator, and consequently, the benefit of the variance reduction offered by MLMC becomes
marginal. This shift poses a challenge to the effective use of MLMC within the SGD framework on
high-performance parallel hardware, as the traditional MLMC estimator requires the same parallel
complexity as the naive Monte Carlo estimator.

To address this issue, we propose a novel adaptation of the traditional MLMC approach, which
we term "delayed MLMC." By periodically sampling the expensive parts of gradients and reusing
those values for the rest of the time, the delayed MLMC achieves a substantial reduction in parallel
complexity. Later in the paper, we provide theoretical analysis, where we derive the convergence
rate of the SGD with the delayed MLMC for a smooth non-convex objective, and demonstrate its
practical relevance by a numerical experiment using a neural SDE model.

2. Background on Multilevel Monte Carlo Method

Here, we provide an overview of the conventional MLMC estimator of the gradient that offers better
computational complexity than the naive Monte Carlo gradient estimator. Conceptually, MLMC
reduces the variance of the Monte Carlo average by considering a hierarchy of the discretization size
for a simulation. Instead of running the most precise but very expensive random simulations many
times and taking their average, it combines the results of a large number of cheap but low-accuracy
simulations with a very small number of highly accurate simulations.

To formally discuss this concept, we introduce a sequence of approximations for the true
random simulation, denoted as {F̂ℓ(x, ξ)}ℓmax

ℓ=0 along with their expectations {Fℓ(x)}ℓmax
ℓ=0 so that

Fℓ(x) = Eξ[F̂ℓ(x, ξ)]. Here, x ∈ Rm represents a parameter of the function and ξ is a random
variable. The quality of the approximation improves as we increase level ℓ with the maximum
level offering the best possible approximation. Given such approximations, we would like to solve
optimization problem

minimize
x∈Rm

F (x) := Fℓmax(x). (1)

For instance, in the case of SDEs, the approximation at level ℓ corresponds to the SDE simulation
with step size ∆t = δ2−ℓ. Although it is possible to use the naive SGD with gradient estimator
∇F̂ℓmax(x, ξ)

2 to optimize the above objective, for many types of sequential simulations such as
SDEs, it is known that we can construct a more sample efficient gradient estimator using MLMC.

For MLMC to be applicable to the problem above, we need to make additional assumptions:

Assumption 1 (Complexity of the Gradient) Both standard and parallel complexities of estimator
∇F̂ℓ grow exponentially to ℓ. In other words, there exists constant c such that for any x and ℓ,

Complexity
[
∇F̂ℓ(x, ξ)

]
= O(2cℓ) and ParallelComplexity

[
∇F̂ℓ(x, ξ)

]
= O(2cℓ).

Furthermore, we introduce so-called coupled estimator ∆ℓF̂ (x, ξ) := F̂ℓ(x, ξ)− F̂ℓ−1(x, ξ) for
ℓ = 0, . . . , ℓmax. Here, for notational simplicity, we set F̂−1(x, ξ) = 0. This coupled estimator
allows us to decompose original stochastic objective F̂ℓmax(x, ξ) as F̂ℓmax(x, ξ) =

∑ℓmax
ℓ=0∆ℓF (x, ξ).

Similarly, we define the difference of the expectations as ∆ℓF (x) := Fℓ(x) − Fℓ−1(x). For this
gradient estimator of difference ∇∆ℓF̂ (x, ξ), we make the following assumption on the exponential
decay of variance.

2. Here, derivative is taken with respect to the parameter x so that ∇ =
(

d
dx1

, d
dx2

, . . . , d
dxm

)T

.
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Assumption 2 (Decay of the Variance) There exist constants M and b such that for any ℓ and x,

Eξ

∥∥∥∇∆ℓF̂ (x, ξ)−∇∆ℓF (x)
∥∥∥2 ≤ 2−bℓM.

Furthermore, we assume that the decay rate of variance, represented by the parameter b, is faster
compared to the increase rate of the cost c defined in Assumption 1, so that b > c. 3

Here, to understand the feasibility of this assumption in practice, let us consider an example of an
SDE simulation. In the case of SDEs, the coupled estimator corresponds to the difference between
two simulations using different discretizations of the same continuous Brownian motion path ξ.
Compared to coarse simulation ∇F̂ℓ−1(x, ξ) in the previous level, ∇F̂ℓ(x, ξ) uses a finer time grid
with half the step size. As both of them approximate the same SDE solution given a Brownian path,
the difference between them tends to decay quickly, as in the assumption. 4

Now, we introduce the MLMC gradient estimator with effective batch size N as

∇F̂MLMC =

ℓmax∑
ℓ=0

1

Nℓ

Nℓ∑
n=1

∇∆ℓF̂ (x, ξℓ,n),

where Nℓ =

⌈
2−(b+c)ℓ/2∑ℓmax

ℓ=0 2−(b+c)ℓ/2
·N
⌉
= Θ(N2−(b+c)ℓ/2). 5 This estimator has

∑ℓmax
ℓ=0NℓO

(
2cℓ
)
=

O(N) complexity and
∑ℓmax

ℓ=0
M2−bℓ

Nℓ
= O(N−1) variance due to the assumption that b > c. Thus,

the MLMC estimator is more efficient than the naive Monte Carlo estimator

∇F̂naive =
1

N

N∑
n=1

∇F̂ℓmax(x, ξn),

with O(N2cℓmax) complexity and O(N−1) variance. In Appendix A, we describe the derivation of
this optimal allocation of per-level sample size Nℓ for MLMC that we used here.

3. Delayed Multilevel Monte Carlo method for SGD

As discussed above the MLMC estimator has superior computational complexity than the naive
Monte Carlo estimator. However, the computation of the MLMC gradient always requires the
computation of the highest level with O(2ℓmax) parallel complexity, which makes the MLMC-based
SGD as slow as the naive SGD on a massively parallel computer.

To cope with this problem, we propose the delayed MLMC for SGD, which we describe
in Algorithm 1, where we introduced ∇∆ℓF̂MLMC(x, ξℓ) = 1

Nℓ

∑Nℓ
n=1∇∆ℓF̂ (x, ξℓ,n) for ξℓ =

3. The latter assumption is made for the sake of simplicity. Though it is not always required for MLMC to achieve better
convergence than the naive Monte Carlo method, it is essential for the fastest convergence rate of MLMC [16].

4. The above assumption holds for b = 2k if we use an SDE solver with strong order k [28] for computing F̂ℓ(x, ξ)’s
and its gradient by adjoint method [33]. Indeed, a common choice of an SDE solver for MLMC is the Milstein scheme
[17], and it has strong order k = 1. Nevertheless, Assumption 2 (and 3) cannot always be guaranteed theoretically. In
such cases, one has to confirm this assumption experimentally, as we have done in our numerical experiment.

5. Here, ⌈·⌉ and ⌊·⌋ denote the ceiling function and the floor function, respectively.
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(ξℓ,1, . . . , ξℓ,Nℓ
). With this notation, the standard MLMC estimator at step t can be written as

∇F̂ (t)
MLMC =

∑ℓmax
ℓ=0∇∆ℓF̂MLMC(xt, ξt,ℓ) whereas the delayed MLMC estimator becomes

∇F̂ (t)
DMLMC =

ℓmax∑
ℓ=0

∇∆ℓF̂MLMC(xτℓ(t), ξτℓ(t),ℓ).

Instead of calculating the gradient at each level every time step, the delayed MLMC estimator
computes the gradient at level ℓ only once per every ⌊2dℓ⌋ steps, and when the gradient computation
is skipped, it reuses the most recent gradient computed at time τℓ(t), which satisfies t − ⌊2dℓ⌋ ≤
τℓ(t) ≤ t and τℓ(t) ≡ 0 mod ⌊2dℓ⌋. Under Assumption 1, the parallel complexities of the standard
SGD and the MLMC-based SGD per iteration are both O

(
2cℓmax

)
. In contrast, the average parallel

complexity of the delayed MLMC gradient descent (Algorithm 1) per iteration is O
(∑ℓmax

ℓ=0 2
(c−d)ℓ

)
,

which is an improvement by a factor of 2dℓmax to 2cℓmax , depending on the magnitude of c and d. 6

Algorithm 1: SGD with the delayed MLMC
Initialize x0.
for t = 0, . . . , T do

for ℓ = 0, . . . , ℓmax do
if t ≡ 0 mod ⌊2dℓ⌋ then

Sample a new gradient at current xt as ∇∆ℓF̂
(t) ← ∇∆ℓF̂MLMC(xt, ξt,ℓ)

7.
Update the time of the latest gradient as τℓ ← t.

end
end
Compute delayed gradient estimator as∇F̂ (t)

DMLMC ←
∑ℓmax

ℓ=0∇∆ℓF̂
(τℓ).

Update the parameter x as xt+1 ← xt − αt∇F̂ (t)
DMLMC.

end

4. Theoretical Guarantee

In this section, we present the results of our theoretical analysis of the delayed MLMC. To justify the
skipping of gradient computation, we make the following assumption regarding smoothness.

Assumption 3 (Decay of the Smoothness) There exist constants L and d such that for any x1, x2
and ℓ,

∥∇∆ℓF (x1)−∇∆ℓF (x2)∥ ≤ 2−dℓL∥x1 − x2∥.

This assumption guarantees that gradients at higher levels undergo progressively smaller changes
throughout the optimization process, enabling us to skip the computation of higher levels in
the delayed MLMC. Here, note that we can trivially obtain the standard smoothness condition
for SGD from this assumption as ∥∇F (x1)−∇F (x2)∥ ≤

∑ℓmax
ℓ=0 ∥∇∆ℓF (x1)−∇∆ℓF (x2)∥ =∑ℓmax

ℓ=0 2
−dℓL∥x1 − x2∥. Thus,∇F (x) is L′-smooth for L′ :=

(∑∞
ℓ=0 2

−dℓ
)
L. With this additional

assumption in place, we can now present our main theorem (with the proof available in the appendix):

6. Summation
∑ℓmax

ℓ=0 2
(c−d)ℓ becomes O(1) for c < d, O(ℓmax) for c = d, and O(2(c−d)ℓmax) for c > d.

7. Here, ξt,ℓ are sampled independently from past samples and samples from the other levels.
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Theorem 1 (Delayed MLMC Gradient Descent for Non-Convex Functions) Under Assumption
2 and 3, suppose we run SGD with delayed MLMC gradient estimator ∇F̂ (t)

DMLMC as in Algo-

rithm 1. Assume that the step sizes are chosen as αt = α0 ≤ min
{

1
8L′ ,

β
L

}
for β satisfying

0 < β ≤ 1
12(ℓmax+1)(

∑∞
ℓ=0 2

−dℓ) log(2T+1)
. Then, we have

1

T

T−1∑
t=0

E∥∇F (xt)∥2 ≤
8(F (x0)− Finf)

α0T
+

(
24ℓmax +

49

2

)
M ′ ≤ O

((
log T

T
+

M

N

)
ℓmax

)
,

where we defined Finf := infx F (x) and M ′ := M
N

(∑ℓmax
ℓ=0 2

−(b+c)ℓ/2
)(∑ℓmax

ℓ=0 2
−(b−c)ℓ/2

)
.

As can be seen, our convergence rate depends on variance of the gradient M
N , but with a mas-

sively parallel computer, we can take the (effective) batch size N sufficiently large to reduce the
variance term to a negligible magnitude. Then, the convergence rate of delayed MLMC becomes
O
((

log T
T

)
ℓmax

)
, which is slightly less favorable than O( 1

T ) rate of both MLMC and naive method.
At the cost of the additional factor ofO (log T · ℓmax), the delayed MLMC gains substantial improve-
ment in its parallel complexity as discussed earlier. For clarity, in Table 1, we provide a summarized
comparison of the convergence rate and the complexities of these methods.

Convergence rate Complexity Parallel complexity
Naive SGD O( 1

T + M
N ℓmax) O(NT2cℓmax) O(T2cℓmax)

MLMC + SGD O( 1
T + M

N ) O(NT ) O(T2cℓmax)

Delayed MLMC + SGD (ours) O(( log TT + M
N )ℓmax) O(NT ) O(T

∑ℓmax
ℓ=0 2

(c−d)ℓ)8

Table 1: A comparison of the convergence rate of 1
T

∑T−1
t=0 E∥∇F (xt)∥2, the (standard) complexity,

and the parallel complexity of different methods. Parameters T , M , and N are the number
of iterations in SGD, the variance of the gradient, and the effective batch size, respectively.

5. Experiments

In the numerical experiments, we employed an example of deep hedging [5] to assess the performance
of the proposed method. In the context of deep hedging, our goal is to solve optimization problem

minθ∈Θ,p0∈R E
∣∣∣max{S1 −K, 0} −

∫ 1
0 Hθ(t, St)dSt − p0

∣∣∣2, to find the optimal hedging strategy
H(t, s). In our experiments, we chose the underlying asset price process St to be a geometric
Brownian motion, and hedging strategy Hθ(t, s) was parameterized using a deep neural network.
For more detailed information regarding the experimental setup, please refer to Appendix C.

To assess the validity of Assumption 2 and 3, we examined the decay rate of the variance and
the smoothness of ∇∆ℓF̂ (x, ξ) during the optimization, as shown in Figure 1. To estimate the

decay rate of the variance, we instead tracked squared norm of the gradient E
∥∥∥∇∆ℓF̂ (x, ξt,ℓ)

∥∥∥2,
which provides an upper bound on the variance. Since the direct estimation of the smoothness is

8. Again, this summation becomes O(T ) for c < d, O(Tℓmax) for c = d, and O(T2(c−d)ℓmax) for c > d.
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Figure 1: The decay of squared norm of the gradient E
∥∥∥∇∆ℓF̂ (x, ξ)

∥∥∥2 (left) and path-wise smooth-

ness E
∥∥∥∇∆ℓF̂ (xt+1,ξ)−∇∆ℓF̂ (xt,ξ)

xt+1−xt

∥∥∥ (right). These expectations were estimated by running
the Monte Carlo simulation for the parameters during the optimization. The line and the
band indicate the mean and standard deviation of the estimated values.

difficult, we approximated it with the path-wise smoothness in L1 norm. From these figures, we can
reasonably assume the values of b to be close to 2 and d to be 1 in the aforementioned assumptions,
which implies that the standard MLMC and the delayed MLMC are applicable to our problem.
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Figure 2: Learning curves of the naive SGD (baseline), the SGD with MLMC, and the SGD with
delayed MLMC, where standard (left) and parallel complexity (right) are the time scale.

Figure 2 illustrates the learning curves for three different optimization methods: the naive SGD
(baseline), the SGD with the standard MLMC, and the SGD with delayed MLMC. All methods
employed the same learning rate, and the batch sizes were adjusted to match the gradient variance
across methods. When we consider parallel complexity as the horizontal axis, it becomes evident
that the delayed MLMC outperforms both the baseline and the standard MLMC, which aligns with
our expectations. Interestingly, even when assessing performance in terms of standard complexity as
the time scale, we observe that the delayed MLMC exhibits slightly faster optimization compared to
the standard MLMC. This improvement can be attributed to the skipped computation of gradients at
higher levels, which again demonstrates the effectiveness of the proposed approach.
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Appendix A. A Review on the Multilevel Monte Carlo Method

A.1. Literatures on MLMC

The multilevel Monte Carlo (MLMC) method, initially introduced by Heinrich [18] for paramet-
ric integration, gained substantial recognition following the seminal work by Giles [15] on path
simulation of SDEs. Its applications have since extended into various domains, including partial
differential equations with random coefficients [9], continuous-time Markov chains [1], and nested
simulations [6]. Following its success in the numerical simulations, the MLMC has been extended
further to the fields of statistics and machine learning. In statistics, MLMC has been applied to
Markov chain Monte Carlo sampling [12], sequential Monte Carlo sampling [2], particle filtering
[23]. The adoption of MLMC in machine learning is a more recent development, with applications
ranging from distributionally robust optimization [31] to Bayesian computation [7, 21, 32, 36] and
reinforcement learning [11, 19, 38]. For those interested in a comprehensive review of MLMC, Giles
[16] provides an excellent tutorial and an extensive survey.

Here, we also offer a brief comparison of our work with existing literature on variance reduction
techniques for SGD. Some of the most popular variance reduction techniques such as SAG [35],
SVRG [25], SAGA [10], and SPIDER [14] are orthogonal to our approach and they may be combined
with our method. Still, they share a similarity with our method in that they also take advantage
of the smoothness of the loss function, which requires gradients for two similar parameters to be
proportionally similar. Our work aligns most closely with that of Hu et al. [20], which examines the
convergence of SGD with MLMC, albeit with a primary focus on standard complexity, whereas our
focus is on parallel complexity.

A.2. Optimal Sample Size Allocation of MLMC

To determine the optimal sample sizes per level, denoted as N0, . . . , Nℓmax , we minimize the variance
under a fixed total cost. 9 For the analysis, let us assume that there exist C, c,M , and b such that

Cℓ := Complexity
[
∇∆ℓF̂ (x, ξ)

]
= C2cℓ

and that

Vℓ := E
∥∥∥∇∆ℓF̂ (x, ξ)− E∇∆ℓF̂ (x, ξ)

∥∥∥2 = M2−bℓ.

Since the variance of the MLMC estimator ∇F̂MLMC =
∑ℓmax

ℓ=0
1
Nℓ

∑Nℓ
n=1∇∆ℓF̂ℓmax(x, ξℓ,n) can be

written as
∑ℓmax

ℓ=0
Vℓ
Nℓ

, we can solve the following constrained optimization to obtain the optimal choice
of N0, . . . , Nℓmax .

min
N0,...,Nℓmax>0

ℓmax∑
ℓ=0

Vℓ

Nℓ
subject to

ℓmax∑
ℓ=0

CℓNℓ = Ctotal.

This problem can be solved analytically by using the method of Lagrangian multipliers, yielding the
optimal sample sizes:

Nℓ =

√
Vℓ/Cℓ∑ℓmax

k=0

√
VkCk

· Ctotal ∝
√

Vℓ

Cℓ
= O(2−(b+c)ℓ/2).

9. Here, we can alternatively minimize the total cost given a constant variance.

10
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For this solution, the resulting optimal variance is

ℓmax∑
ℓ=0

Vℓ

Nℓ
=

1

Ctotal
·

(
ℓmax∑
k=0

√
VkCk

)2

=
1

Ctotal
·

(
ℓmax∑
k=0

O(2−(b−c)ℓ/2)

)2

= O
(

1

Ctotal

)
.

Appendix B. Theoretical Analysis

Here, we provide a convergence analysis of our algorithm for smooth and non-convex objective
F (x). To set the stage for the analysis of the delayed MLMC, we first present a well-established
result for SGD applied to smooth and non-convex objectives as a reference.

Theorem 2 (Stochastic Gradient Descent for Non-Convex Functions [3]) Under Assumption 2
and 3, suppose we run standard SGD with gradient estimator∇F̂ (xt, ξt) and step size αt = α0 ≤ 1

L′

so that xt+1 ← xt−αt∇F̂ (xt, ξt) for i.i.d. samples of {ξt}T−1
t=0 . Assume the variance of the gradient

is bounded so that there exists constant M∇F̂ such that Eξ∥∇F̂ (x, ξ)−∇F (x)∥2 ≤M∇F̂ for any
x. Then, we have

T−1∑
t=0

αt

(
1− L′

2
αt

)
E∥∇F (xt)∥2 ≤ F (x0)− Finf +

T−1∑
t=0

L′α2
t

2
M∇F̂ .

where we introduced Finf := inf F (x).

Proof This proof follows Bottou et al. [3], theorem 4.10.
Also, by Assumption 3, we know that F (x) is L′-smooth so that

F (xt+1) ≤ F (xt) + ⟨∇F (xt), xt+1 − xt⟩+
L′

2
∥xt+1 − xt∥2

= F (xt) + ⟨∇F (xt),−αt∇F̂ (xt, ξt)⟩+
L′

2
∥ − αt∇F̂ (xt, ξt)∥2.

By taking the expectation with respect to the stochasticity at time t conditioned on the trajectory up
to time t− 1 (i.e. taking expectation with respect to ξt) and using Assumption 2, we get

EξtF (xt+1) ≤ F (xt) + ⟨∇F (xt),−αt∇F (xt)⟩+
L′α2

t

2

{
∥∇F (xt)∥2 + Eξt∥∇F̂ (xt, ξt)−∇F (xt)∥2

}
≤ F (xt)− αt

(
1− L′

2
αt

)
∥∇F (xt)∥2 +

L′α2
t

2
M∇F̂ .

By taking the summation of F (xt)− EξtF (xt+1) +
L′α2

t
2 M∇F̂ for t = 0, . . . , T − 1 and taking the

(non-conditional) expectation, we get

T−1∑
t=0

αt

(
1− L′

2
αt

)
E∥∇F (xt)∥2 ≤ F (x0)− EF (xT ) +

T−1∑
t=0

α2
tL

′

2
M∇F̂

≤ F (x0)− Finf +
T−1∑
t=0

α2
tL

′

2
M∇F̂ .

11
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Remark 3 Here, we can substitute M∇F̂ with the upper bound on the variance of ∇F̂naive and
∇F̂MLMC to obtain the convergence rate in Table 1. Under Assumption 2, the variance of the naive
Monte Carlo estimator can be bounded as

Eξ∥∇F̂naive(x)−∇F (x)∥2 ≤ 1

N
Eξ∥∇F̂ℓmax(x, ξ)−∇Fℓmax(x)∥2

≤ ℓmax + 1

N

ℓmax∑
ℓ=0

Eξ∥∇∆ℓF̂ (x, ξ)−∇∆ℓF (x)∥2

≤ ℓmax + 1

N

ℓmax∑
ℓ=0

Eξ∥∇∆ℓF̂ (x, ξ)∥2

≤ (ℓmax + 1)M

N

ℓmax∑
ℓ=0

2−bℓ

≤ O
(
M

N
ℓmax

)
.

Similarly, the variance of the standard MLMC estimator can be bounded as

Eξ∥∇F̂MLMC(x)−∇F (x)∥2 =
ℓmax∑
ℓ=0

Eξ∥∇∆ℓF̂MLMC(x)−∇∆ℓF (x)∥2

=

ℓmax∑
ℓ=0

1

Nℓ
Eξ∥∇∆ℓF̂ (x)−∇∆ℓF (x)∥2

=

ℓmax∑
ℓ=0

⌈
2−(b+c)ℓ/2∑ℓmax
ℓ=0 2

−(b+c)ℓ/2
·N

⌉−1

· 2−bℓM

≤ M

N

(
ℓmax∑
ℓ=0

2−(b+c)ℓ/2

)(
ℓmax∑
ℓ=0

2−(b−c)ℓ/2

)

= O
(
M

N

)
,

where we used the mutual independence of coupled estimators at different levels at the first line. For
notational convenience, we let M ′ := M

N

(∑ℓmax
ℓ=0 2

−(b+c)ℓ/2
)(∑ℓmax

ℓ=0 2
−(b−c)ℓ/2

)
= M∇F̂MLMC

for
the rest of the paper to represent the upper bound on the variance of the MLMC gradient estimator.

Now, to study the convergence property of the delayed MLMC, we analyze the convergence of
SGD with a general biased gradient estimator.

Lemma 4 (Biased Stochastic Gradient Descent for Non-Convex Functions) Under Assumption
2 and 3, suppose we run SGD with a biased gradient estimator ∇F̂ (t)

biased = ∇F̂biased(xt, ξ0:t)
depending on the information up to time t. Assume the variance of the biased gradient is bounded so
that there exists constant M∇F̂biased

such that Eξt∥∇F̂
(t)
biased − EξtF̂

(t)
biased∥2 ≤M∇F̂biased

holds for any
x0, t, and ξ0, . . . , ξt−1. Then, we have

T−1∑
t=0

αt

(
1

2
− L′αt

)
E∥∇F (xt)∥2

12
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≤ F (x0)− Finf +
T−1∑
t=0

[
αt

(
1

2
+ L′αt

)
E∥∇F (xt)−∇F̂ (t)

biased∥
2 +

L′M∇F̂biased
α2
t

2

]
.

Proof We can use a similar argument to Theorem 2 and get

EξtF (xt+1)

≤ F (xt)− αt⟨∇F (xt),Eξt∇F̂
(t)
biased⟩+

L′

2
Eξt∥ − αt∇F̂ (t)

biased∥
2

= F (xt)− αt∥∇F (xt)∥2 + αt⟨∇F (xt),∇F (xt)− Eξt∇F̂
(t)
biased⟩

+
L′α2

t

2

{
∥Eξt∇F̂

(t)
biased∥

2 + Eξt∥∇F̂
(t)
biased − Eξt∇F̂

(t)
biased∥

2
}

2⟨v,u⟩≤∥v∥2+∥u∥2
≤ F (xt)− αt

(
1− L′

2
αt

)
∥∇F (xt)∥2 +

αt

2

{
∥∇F (xt)∥2 + ∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2
}

+
L′α2

t

2

{
∥Eξt∇F̂

(t)
biased∥

2 − ∥∇F (xt)∥2 +M∇F̂biased

}
= F (xt)− αt

(
1

2
− L′

2
αt

)
∥∇F (xt)∥2 +

αt

2
∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2

+
L′α2

t

2

{〈
∇F (xt) + Eξt∇F̂

(t)
biased,∇F (xt)− Eξt∇F̂

(t)
biased

〉
+M∇F̂biased

}
Cauchy-Schwarz

≤ F (xt)− αt

(
1

2
− L′

2
αt

)
∥∇F (xt)∥2 +

αt

2
∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2

+
L′α2

t

2

{
∥∇F (xt) + Eξt∇F̂

(t)
biased∥ · ∥∇F (xt)− Eξt∇F̂

(t)
biased∥+M∇F̂biased

}
triangular ineq.
≤ F (xt)− αt

(
1

2
− L′

2
αt

)
∥∇F (xt)∥2 +

αt

2
∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2

+
L′α2

t

2

{
∥2∇F (xt)∥ · ∥∇F (xt)− Eξt∇F̂

(t)
biased∥+ ∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2 +M∇F̂biased

}
2ab≤a2+b2

≤ F (xt)− αt

(
1

2
− L′

2
αt

)
∥∇F (xt)∥2 +

αt

2
∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2

+
L′α2

t

2

{
∥∇F (xt)∥2 + 2∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2 +M∇F̂biased

}
= F (xt)− αt

(
1

2
− L′αt

)
∥∇F (xt)∥2 + αt

(
1

2
+ L′αt

)
∥∇F (xt)− Eξt∇F̂

(t)
biased∥

2 +
L′M∇F̂biased

α2
t

2

Jensen’s ineq.
≤ F (xt)− αt

(
1

2
− L′αt

)
∥∇F (xt)∥2 + αt

(
1

2
+ L′αt

)
∥∇F (xt)−∇F̂ (t)

biased∥
2 +

L′M∇F̂biased
α2
t

2
.

By taking the summation of the above inequalities from t = 0, . . . , T − 1, we get the main statement.

To utilize the above lemma, we derive the upper bound on the bias term in the following.
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Lemma 5 (Bounded Bias in Delayed MLMC Gradient 1) Under Assumption 2 and 3, suppose
we run SGD with delayed MLMC gradient estimator∇F̂ (t)

DMLMC as in Algorithm 1. Then, we have

E∥∇F (xt)−∇F̂ (t)
DMLMC∥

2 ≤

(ℓmax + 1) + 2 ·

ℓmax∑
ℓ=0

2−dℓL

t−1∑
r=τℓ(t)

αr


×

M ′ +

ℓmax∑
ℓ=0

2−dℓL

t−1∑
s=τℓ(t)

αs

(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

) .

Proof We will first decompose the norm of the bias as

∥∇F (xt)−∇F̂ (t)
DMLMC∥

=

∥∥∥∥∥
ℓmax∑
ℓ=0

[
∇∆ℓF (xt)−∇∆ℓF̂MLMC(xτℓ(t), ξτℓ(t),ℓ)

]∥∥∥∥∥
≤

ℓmax∑
ℓ=0

∥∥∥∇∆ℓF (xt)−∇∆ℓF̂MLMC(xτℓ(t), ξτℓ(t),ℓ)
∥∥∥

≤
ℓmax∑
ℓ=0

{∥∥∇∆ℓF (xt)−∇∆ℓF (xτℓ(t))
∥∥+ ∥∥∥∇∆ℓF (xτℓ(t))−∇∆ℓF̂MLMC(xτℓ(t), ξτℓ(t),ℓ)

∥∥∥} .

By Assumption 3, we can bound the second term in the summation as∥∥∇∆ℓF (xt)−∇∆ℓF (xτℓ(t))
∥∥ ≤ 2−dℓL∥xt − xτℓ(t)∥

and we can use the triangular inequality as

∥xt − xτℓ(t)∥ ≤
t−1∑

s=τℓ(t)

∥xs+1 − xs∥

≤
t−1∑

s=τℓ(t)

∥ − αs∇F̂ (s)
DMLMC∥

≤
t−1∑

s=τℓ(t)

αs

(
∥∇F (xs)−∇F̂ (s)

DMLMC∥+ ∥∇F (xs)∥
)
.

Here, we use a modified version of Cauchy-Schwarz inequality (
∑

i uivi)
2 ≤ (

∑
i ui)

2(
∑

i v
2
i ).

For non-negative ai and any xi, we can show that(∑
i

aixi

)2

≤

(∑
i

ai

)(∑
i

aix
2
i

)
holds, by substituting ui =

√
ai and vi =

√
aixi to above. Letting xi’s and ai’s be the norms and

their coefficients, we get

E∥∇F (xt)−∇F̂ (t)
DMLMC∥

2

14
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≤ E

∣∣∣∣∣
ℓmax∑
ℓ=0

{∥∥∥∇∆ℓF (xτℓ(t))−∇∆ℓF̂MLMC(xτℓ(t), ξτℓ(t),ℓ)
∥∥∥

+ 2−dℓL
t−1∑

s=τℓ(t)

αs

(
∥∇F (xs)−∇F̂ (s)

DMLMC∥+ ∥∇F (xs)∥
)}∣∣∣∣∣

2

≤

ℓmax∑
ℓ=0

1 + 2−dℓL

t−1∑
s=τℓ(t)

αs(1 + 1)




× E

[
ℓmax∑
ℓ=0

{∥∥∥∇∆ℓF (xτℓ(t))−∇∆ℓF̂MLMC(xτℓ(t), ξτℓ(t),ℓ)
∥∥∥2

+ 2−dℓL
t−1∑

s=τℓ(t)

αs

(
∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + ∥∇F (xs)∥2

)}]

≤

(ℓmax + 1) + 2 ·

ℓmax∑
ℓ=0

2−dℓL
t−1∑

s=τℓ(t)

αs


×

M ′ +

ℓmax∑
ℓ=0

2−dℓL
t−1∑

s=τℓ(t)

αs

(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

) ,

which concludes the proof.

Now, we derive a recursive formula of the upper bound from this lemma and obtain a more
concrete bound on the bias.

Lemma 6 (Bounded Bias in Delayed MLMC Gradient 2) Under Assumption 2 and 3, suppose
we run SGD with delayed MLMC gradient estimator∇F̂ (t)

DMLMC as in Algorithm 1. Additionally, as-
sume that step sizes are chosen as αt <

β
L for β satisfying 0 < β ≤ 1

4(ℓmax+1)(
∑∞

ℓ=0 2
−dℓ) log(2T+1)

≤
1
2 .10 Then, there exist K1,K2 > 0 such that

E∥∇F (xt)−∇F̂ (t)
DMLMC∥

2 ≤ K1M
′ +K2

t−1∑
s=0

1

t− s
E∥∇F (xs)∥2 (2)

for t = 0, . . . , T − 1.

Proof We first re-write the inequality in Lemma 5 into a recursion as follows:

E∥∇F (xt)−∇F̂ (t)
DMLMC∥

2

≤

(ℓmax + 1) + 2 ·

ℓmax∑
ℓ=0

2−dℓL
t−1∑

r=τℓ(t)

αr


10. Strictly speaking, we need to assume T ≥ 2 for the third inequality.
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×

M ′ +

ℓmax∑
ℓ=0

2−dℓL

t−1∑
s=τℓ(t)

αs

(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
≤ (2β + 1)(ℓmax + 1) ·

M ′ + β ·
ℓmax∑
ℓ=0

2−dℓ
t−1∑

s=τℓ(t)

(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
= (2β + 1)(ℓmax + 1)M ′ + β(2β + 1)(ℓmax + 1)

ℓmax∑
ℓ=0

t−1∑
s=t−⌊2dℓ⌋

2−dℓ
(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
re-index
≤ (2β + 1)(ℓmax + 1)M ′

+ β(2β + 1)(ℓmax + 1)
t−1∑
s=0

∞∑
ℓ=

⌈
log2(t−s))

d

⌉ 2−dℓ
(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
= (2β + 1)(ℓmax + 1)M ′

+ β(2β + 1)(ℓmax + 1)

t−1∑
s=0

2
−d

⌈
log2(t−s))

d

⌉ ∞∑
ℓ=0

2−dℓ
(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
≤ (2β + 1)(ℓmax + 1)M ′

+ β(2β + 1)(ℓmax + 1)
t−1∑
s=0

2−d
log2(t−s))

d

( ∞∑
ℓ=0

2−dℓ

)(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
= C1M

′ + C2

t−1∑
s=0

1

t− s

(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
. (3)

Here, we introduced constants C1 := (2β+1)(ℓmax+1) and C2 := β(2β+1)(ℓmax+1)
(∑∞

ℓ=0 2
−dℓ
)

at the last line. In the above reformulation, we re-indexed the summation using the fact that the
summand is always non-negative and that

{(ℓ, s) : 0 ≤ ℓ ≤ ℓmax, 0 ≤ s and t− ⌊2dℓ⌋ ≤ s ≤ t− 1}
= {(ℓ, s) : 0 ≤ ℓ ≤ ℓmax, t− s ≤ ⌊2dℓ⌋ and 0 ≤ s ≤ t− 1}
⊆ {(ℓ, s) : 0 ≤ ℓ ≤ ℓmax, t− s ≤ 2dℓ and 0 ≤ s ≤ t− 1}
⊂ {(ℓ, s) : (log2(t− s))/d ≤ ℓ and 0 ≤ s ≤ t− 1}.

For notational simplicity, we used a convention of taking summation with respect to only non-negative
indices in the above.

Now, we look for K1,K2 ≥ 0 for which we can use the mathematical induction from t = 0 to
t = T − 1 to prove (2). When t = 0, the left-hand side of the inequality simply becomes the variance
of the standard MLMC estimator as the coupled gradient estimators for all levels are calculated,
making the estimator unbiased. Thus, (2) holds for any K1 ≥ 1 and K2 > 0 at t = 0. Next, for the
mathematical induction, let us assume that (2) holds for any 0 ≤ t ≤ t′ − 1. Then, by (3), we get

E∥∇F (xt)−∇F̂ (t)
DMLMC∥

2
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≤ C1M
′ + C2

t−1∑
s=0

1

t− s

(
E∥∇F (xs)−∇F̂ (s)

DMLMC∥
2 + E∥∇F (xs)∥2

)
≤ C1M

′ + C2

t−1∑
s=0

1

t− s

(
K1M

′ +K2

s−1∑
u=0

1

s− u
E∥∇F (xu)∥2 + E∥∇F (xs)∥2

)

=

{
C1 + C2K1

(
t−1∑
s=0

1

t− s

)}
M ′ + C2K2

t−1∑
s=0

s−1∑
u=0

1

(t− s)(s− u)
E∥∇F (xu)∥2 + C2

t−1∑
s=0

1

t− s
E∥∇F (xs)∥2

=

{
C1 + C2K1

(
t−1∑
s=0

1

t− s

)}
M ′ + C2K2

t−2∑
u=0

(
t−1∑

s=u+1

1

(t− s)(s− u)

)
E∥∇F (xu)∥2

+ C2

t−1∑
s=0

1

t− s
E∥∇F (xs)∥2.

To further the analysis, we need to bound the summation terms
∑t−1

s=0
1

t−s and
∑t−1

s=u+1
1

(t−s)(s−u) .
These terms can be bounded using the convexity of x 7→ 1

x on domain 0 < x and x 7→ 1
x(t−x) on

0 < x < t as

t−1∑
s=0

1

t− s
=

t−1∑
s=0

1∫ t−s+ 1
2

t−s− 1
2

xdx

Jensen’s ineq.
≤

t−1∑
s=0

∫ t−s+ 1
2

t−s− 1
2

1

x
dx

=

∫ t+ 1
2

1
2

1

x
dx

= log(2t+ 1)

and

t−1∑
s=u+1

1

(t− s)(s− u)
=

t−u−1∑
k=1

1

k(t− u− k)

=

t−u−1∑
k=1

1(∫ k+ 1
2

k− 1
2

xdx

)(
t− u−

∫ k+ 1
2

k− 1
2

xdx

)
Jensen’s ineq.
≤

t−u−1∑
k=1

∫ k+ 1
2

k− 1
2

dx

x(t− u− x)

=

∫ t−u− 1
2

1
2

dx

x(t− u− x)

=
1

t− u

∫ 1− 1
2(t−u)

1
2(t−u)

dz

z(1− z)

17
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=
1

t− u

∫ 1− 1
2(t−u)

1
2(t−u)

(
1

z
+

1

1− z

)
dz

=
1

t− u
· 2 log(2t− 2u− 1)

Using these bounds, we get

E∥∇F (xt)−∇F̂ (t)
DMLMC∥

2

≤ {C1 + C2K1 log(2t+ 1)}M ′ + C2K2

t−2∑
u=0

(
1

t− u
· 2 log(2t− 2u− 1)

)
E∥∇F (xu)∥2

+ C2

t−1∑
s=0

1

t− s
E∥∇F (xs)∥2.

≤ {C1 + C2K1 log(2t+ 1)}M ′ + C2 {1 +K22 log(2t− 1)}
t−1∑
s=0

1

t− s
E∥∇F (xs)∥2.

≤ {C1 + C2K1 log(2T + 1)}M ′ + C2 {1 +K22 log(2T − 1)}
t−1∑
s=0

1

t− s
E∥∇F (xs)∥2.

Therefore, by choosing

K1 =
C1

1− C2 log(2T + 1)
=

(2β + 1)(ℓmax + 1)

1− β(2β + 1)(ℓmax + 1) (
∑∞

ℓ=0 2
−dℓ) log(2T + 1)

and

K2 =
C2

1− 2C2 log(2T − 1)
=

(2β + 1)(ℓmax + 1)

1− β(2β + 1)(ℓmax + 1) (
∑∞

ℓ=0 2
−dℓ) log(2T − 1)

so that {C1 + C2K1 log(2t+ 1)} ≤ K1 and C2 {1 +K22 log(2t− 1)} ≤ K2, we can apply math-
ematical induction to prove (2).

Remark 7 In the last part of the above proof, due to the upper bound of β in the assumption, the
denominators of K1 and K2 are positive because

1− C2 log(2T − 1) > 1− C2 log(2T + 1)

≥ 1− β(2β + 1)(ℓmax + 1)

( ∞∑
ℓ=0

2−dℓ

)
log(2T + 1)

≥ 1− β(2 · 1
2
+ 1)(ℓmax + 1)

( ∞∑
ℓ=0

2−dℓ

)
log(2T + 1)

≥ 1− 1

4(ℓmax + 1) (
∑∞

ℓ=0 2
−dℓ) log(2T + 1)

· 2(ℓmax + 1)

( ∞∑
ℓ=0

2−dℓ

)
log(2T + 1)

=
1

2

18
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This implies that we can upper bound K1 and K2 as

K1 ≤ 2(2β + 1)(ℓmax + 1) ≤ 4(ℓmax + 1)

and

K2 ≤ 2β(2β + 1)(ℓmax + 1)

( ∞∑
ℓ=0

2−dℓ

)
≤ 4β(ℓmax + 1)

( ∞∑
ℓ=0

2−dℓ

)
.

so that the upper bounds don’t depend on T .

Finally, with the above bound on the bias, we obtain the main theorem:

Theorem 1 (Delayed MLMC Gradient Descent for Non-Convex Functions) Under Assumption
2 and 3, suppose we run SGD with delayed MLMC gradient estimator ∇F̂ (t)

DMLMC as in Algorithm

1. Assume that the step sizes are chosen as αt = α0 ≤ min
{

1
8L′ ,

β
L

}
for β satisfying 0 < β ≤

1
12(ℓmax+1)(

∑∞
ℓ=0 2

−dℓ) log(2T+1)
. Then, we have

1

T

T−1∑
t=0

E∥∇F (xt)∥2 ≤
8(F (x0)− Finf)

α0T
+

(
24ℓmax +

49

2

)
M ′. ≤ O

((
log T

T
+

M

N

)
ℓmax

)
.

Proof By Lemma 4 and Lemma 6, we have

T−1∑
t=0

α0

(
1

2
− L′α0

)
E∥∇F (xt)∥2

≤ F (x0)− Finf +
T−1∑
t=0

[
α0

(
1

2
+ L′α0

)
E∥∇F (xt)−∇F̂ (t)

DMLMC∥
2 +

L′M ′α2
0

2

]

≤ F (x0)− Finf +
T−1∑
t=0

[
α0

(
1

2
+

1

4

)(
K1M

′ +K2

t−1∑
s=0

1

t− s
E∥∇F (xs)∥2

)
+

L′M ′α2
0

2

]
Remark 7
≤ F (x0)− Finf +

T−1∑
t=0

[
α0 ·

3

4
· 4(ℓmax + 1) ·M ′ +

L′M ′α2
0

2

]

+

T−1∑
t=0

[
α0 ·

3

4
· 4β(ℓmax + 1)

( ∞∑
ℓ=0

2−dℓ

)(
t−1∑
s=0

1

t− s
E∥∇F (xs)∥2

)]

= F (x0)− Finf +
T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
α0

]
M ′

+ 3β(ℓmax + 1) · α0

( ∞∑
ℓ=0

2−dℓ

)
T−2∑
s=0

(
T−1∑
t=s+1

1

t− s

)(
E∥∇F (xs)∥2

)
.

Here, summation
∑T−1

t=s+1
1

t−s can be bounded by Jensen’s inequality as

T−1∑
t=s+1

1

t− s
=

T−s−1∑
t=1

1

t
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=
T−s−1∑
t=1

1∫ t+ 1
2

t− 1
2

xdx

Jensen’s ineq.
≤

T−s−1∑
t=1

∫ t+ 1
2

t− 1
2

1

x
dx

=

∫ T−s+ 1
2

1
2

1

x
dx

= log(2T − 2s+ 1).

Thus, we get

T−1∑
t=0

α0

(
1

2
− L′α0

)
E∥∇F (xt)∥2

= F (x0)− Finf +
T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
α0

]
M ′

+ 3β(ℓmax + 1) · α0

( ∞∑
ℓ=0

2−dℓ

)
T−2∑
s=0

log(2T − 2s+ 1)E∥∇F (xs)∥2

≤ F (x0)− Finf +
T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
α0

]
M ′

+ 3β(ℓmax + 1) · α0

( ∞∑
ℓ=0

2−dℓ

)
log(2T + 1)

T−1∑
s=0

E∥∇F (xs)∥2

≤ F (x0)− Finf +

T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
α0

]
M ′

+
1

12(ℓmax + 1) (
∑∞

ℓ=0 2
−dℓ) log(2T + 1)

· 3(ℓmax + 1) · α0

( ∞∑
ℓ=0

2−dℓ

)
log(2T + 1)

T−1∑
s=0

E∥∇F (xs)∥2

≤ F (x0)− Finf +
T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
α0

]
M ′ +

1

4
α0

T−1∑
s=0

E∥∇F (xs)∥2.

Therefore, we have

T−1∑
t=0

α0 ·
1

8
· E∥∇F (xt)∥2 ≤

T−1∑
t=0

α0

(
1

4
− L′α0

)
E∥∇F (xt)∥2

≤ F (x0)− Finf +
T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
α0

]
M ′.

≤ F (x0)− Finf +
T−1∑
t=0

α0

[
3(ℓmax + 1) +

L′

2
· 1

8L′

]
M ′.
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from which the first inequality follows.
The second inequality follows trivially by substituting the upper bound on α0 to the first upper

bound.

Appendix C. Experimental Settings

In our numerical experiment, we employed deep hedging [5] as an example. The deep hedging
involves minimization of the following objective [5, Equation 3.3]:

min
θ∈Θ,p0∈R

E
∣∣∣∣max{S1 −K, 0} −

∫ 1

0
Hθ(t, St)dSt − p0

∣∣∣∣2 .
This optimization problem aims to determine optimal hedging strategy Hθ(t, s) and initial price
p0 of European call option with maturity at t = 1, which is p0 = E [max{S1 −K, 0}]. Hedging
strategy Hθ(t, s) represents the amount of the underlying asset we hold to hedge against a share of
sold European call option with strike price K, whose payoff can be written as max{S1 −K, 0}. For
price process of the underlying asset {St}t∈[0,1], we choose geometric Brownian motion model with
drift µ and volatility σ, which follows

dSt = µdt+ σStdBt

for standard Brownian motion {Bt}t∈[0,1]. To solve the SDE, we employed the Milstein scheme,
a standard solver for MLMC simulation of SDEs [17]. Hedging model Hθ(t, s) was implemented
as a feed-forward neural network with 2 hidden layers, each comprising 32 nodes. We used the
SiLU activation [13] for all layers except the final layer, for which we used the sigmoid activation.
This choice of activation functions ensures that the objective function is smooth and that the holding
volume of the hedging strategy is within the valid range of [0, 1]. For solving the resulting neural
SDE, we used Diffrax [27], a library for neural differential equations based on Jax [4]. The
parameter values for the simulation were set as follows: c = 1, d = 1, b = 1.8 ℓmax = 6,
µ = 1, σ = 1, and K = 3. The source code for the numerical experiment is publicly available at
github.com/kstoneriv3/delayed-mlmc.
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