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Abstract

Content moderation research has recently made significant advances, but remains
limited in serving the majority of the world’s languages due to the lack of re-
sources, leaving millions of vulnerable users to online hostility. This work presents
a large-scale human-annotated multi-task benchmark dataset for abusive language
detection in Tigrinya social media with joint annotations for three tasks: abusive-
ness, sentiment, and topic classification. The dataset comprises 13,717 YouTube
comments annotated by nine native speakers, collected from 7,373 videos with a
total of over 1.2 billion views across 51 channels. We developed an iterative term
clustering approach for effective data selection. Recognizing that around 64% of
Tigrinya social media content uses Romanized transliterations rather than native
Ge’ez script, our dataset accommodates both writing systems to reflect actual lan-
guage use. We establish strong baselines across the tasks in the benchmark, while
leaving significant challenges for future contributions. Our experiments demon-
strate that small fine-tuned models outperform prompted frontier large language
models (LLMs) in the low-resource setting, achieving 86.67% F1 in abusiveness
detection (7+ points over best LLM), and maintain stronger performance in all
other tasks. The benchmark is made public to promote research on online safety.1

1 Introduction

The proliferation of social media has revolutionized global communication, enabling unprecedented
connectivity while simultaneously creating new vectors for harm through abusive content [1]. Online
hostility and harassment affect millions of users, particularly vulnerable groups including minors
and minority communities, often causing physical and psychological harm while reinforcing social
marginalization [2, 3]. Although significant progress has been made in automated detection of abusive
content for high-resource languages such as English [4–6], the majority of the world’s low-resourced
languages, such as those spoken in Africa, remain understudied [7], creating an alarming disparity in
online safety and protection.

Tigrinya, a language with approximately 10 million speakers mainly in Eritrea and Ethiopia, exem-
plifies this technological divide [8]. Despite its significant speaker population, Tigrinya remains
computationally under-resourced with minimal datasets, tools, and models [9]. In particular, there is
a lack of well-established benchmarks to gauge progress in content moderation research. This gap
exposes the Tigrinya-speaking communities to unchecked online abuse. More broadly, it highlights

1 TiALD Resources (Dataset, Code, Models): https://github.com/fgaim/TiALD

39th Conference on Neural Information Processing Systems (NeurIPS 2025) Track on Datasets and Benchmarks.

https://github.com/fgaim/TiALD
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Figure 1: An overview of the TiALD Dataset Design and Annotated Class Distributions.

the urgent need for dedicated computational resources and methods of content moderation research
in underrepresented languages.2

In this paper, we address the critical gap by introducing the Tigrinya Abusive Language Detection
(TiALD) dataset, a large-scale human-annotated multi-task benchmark for abusive language detection
in the Tigrinya language. TiALD adopts a multifaceted approach, providing joint annotations for
three tasks: abusiveness detection, sentiment analysis, and topic classification across 13,717 manually
annotated YouTube comments. We further enrich the dataset by generating descriptions of the
visual content of the corresponding videos using a Vision-Language Model (VLM), enabling the
relational analysis against the user comments. Our annotation scheme enables richer contextual
understanding of abusive content, supporting more nuanced analysis than that with the typical binary
classification setups alone. Figure 1 shows an overview of the dataset design and class distributions.
The contributions of this work can be summarized as follows:

• We present the first large-scale multi-task benchmark dataset for abusive language detection
in Tigrinya based on user comments collected from YouTube channels in the community.

• We propose a data selection methodology for iterative semantic clustering of terms to address
the inherent imbalance in abusive vs. non-abusive content on social media.

• We accommodate the sociolinguistic reality of Tigrinya social media by covering posts
written in both the standard Ge’ez script and Latin transliterations, ensuring that the trained
models handle actual language practices.

• We demonstrate that small, specialized models with joint multi-task learning of abusiveness,
topic, and sentiment tasks outperform large frontier models, establishing a strong baseline.

2 Dataset Construction

In this section, we describe the construction of the TiALD dataset and an analysis of the annotations.

2.1 Data Collection and Preprocessing

As the source of data, we initially collected 4.1 million comments from 51 popular YouTube channels
with more than 34.5K videos and a total of over 2.2 billion views at the time of collection. These
channels cover various genres, including news, entertainment, music, educational, documentaries,

2 Monitoring and Analyzing online content is a major commitment of the United Nations’ Strategy and Ac-
tion Plan on Hate Speech established in 2019: https://www.un.org/en/genocideprevention/documents/
advising-and-mobilizing/Action_plan_on_hate_speech_EN.pdf (accessed on 2025-04-19).
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vlogs, and more, ensuring a diverse and representative sample of the Tigrinya-speaking social media
landscape. We then preprocessed the data by filtering out non-text comments, such as those that
contain only emojis and also non-Tigrinya comments, such as those written fully in English, Arabic,
Amharic, etc, using the GeezSwitch library [9]. Within the Tigrinya content, we observed that around
64% of the collected source comments contained Romanized text, where users employ improvised
and non-standard transliteration schemes. To accommodate this, we cover comments written in both
scripts in the annotation process, 70% Ge’ez and 30% Latin or mixed, which could help develop
models that reflect a realistic usage of the language in social media.

2.2 Data Samples Selection for Annotation

Abusive language constitutes a minority of online content, making random sampling inefficient for
dataset construction, while simple keyword searches yield lexically homogeneous datasets. Moreover,
most low-resourced languages lack extensive curations of abusive terms for this purpose. Recognizing
this gap, we propose a semi-automatic strategy that leverages a vector space of candidate samples and
a small set of seed terms to effectively expand the selection criteria without heavily relying on the
lexical search of manually curated terms. To this end, we trained word embeddings on the original 4.1
million comments from YouTube using word2vec [10] implemented in Gensim [11] with the CBOW
architecture and a vector dimension of 300. We used cosine similarity to compute nearest neighbors
and then applied an iterative process of term expansion and deduplication to construct a diverse and
balanced annotation pool.

Seed Word Selection and Iterative Expansion. As a first step, we curated an initial set of seed
words representing the target classes: abusive, non-abusive, political, religious, etc. These seed words
included not only derogatory terms but also common words, political party names, ethnic groups,
and religious terms, totaling 61 terms across all categories. We then expanded this seed set through
a three-stage iterative search in the embedding space, designed to maximize lexical diversity while
maintaining semantic relevance. In the first stage, for each seed term w0, we retrieved its 50 nearest
neighbors, retaining only those that are morphologically distinct from w0 (i.e., not simple inflections).
In the second stage, for each term obtained in Stage 1, we retrieved 25 additional nearest neighbors,
filtering out simple derivations from the source terms. In the third stage, we retrieved 10 nearest
neighbors for each term from Stage 2, applying the same distinctness criteria.

This iterative expansion process yielded 8,728 diverse and representative terms. We then selected
15K comments covering the expanded term list, with each term appearing in at least two comments,
ensuring coverage across all categories. To this set, we added 5K randomly sampled comments from
the remaining corpus as a control group. Our approach achieved a substantially higher type-to-token
ratio of 0.28 compared to 0.13 for pure random sampling, resulting in a balanced pool of 20K
comments ready for human annotation.

2.3 Data Annotation

We hired nine native speakers as annotators, four females and five males, between the ages of 22 to
48 years. The annotators were asked to label each comment for three tasks: abusiveness, sentiment,
and topic. For Abusiveness, comments are categorized into two classes (abusive or not abusive),
providing the primary classification target. The Sentiment dimension adds emotional context with
four possible classifications (positive, neutral, negative, or mixed). Finally, the Topic classification
assigns each comment to one of five categories (political, racial, sexist, religious, or miscellaneous
topics), capturing the subject matter of the context. The annotation schema of the three tasks is
depicted in Figure 1a. The annotation campaign was conducted in a controlled setting with informed
consent from each participant, and a set of instructions and annotation guidelines was provided to
ensure the quality and consistency of the dataset. By the end of the process, we collected annotations
for 13,717 comments, and we measured the inter-annotator agreement as discussed in Section 2.4.

Generating Video Descriptions. To provide richer contextual information for analysis, we extended
the dataset with descriptions of the visual content in the videos corresponding to comments in the
evaluation splits. These descriptions enable researchers to investigate potential relationships between
video content and abusive language, such as whether certain visual elements might trigger hostile
comments. We generated these descriptions using the Qwen-2.5-VL 3B [12] and refined them with
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Table 1: TiALD Dataset: Distribution of the Three Tasks and Dataset Splits.

Task Label Train Test Dev Samples

Abusiveness Abusive 6,980 450 250 7,680
Not Abusive 5,337 450 250 6,037

Sentiment

Positive 2,433 226 108 2,767
Neutral 1,671 129 71 1,871
Negative 6,907 474 252 7,633
Mixed 1,306 71 69 1,446

Topic

Political 4,037 279 159 4,475
Racial 633 113 23 769
Sexist 564 78 21 663
Religious 244 157 11 412
Others 6,839 273 286 7,398

Total 12,317 900 500 13,717

GPT-4o [13] to ensure quality and consistency, creating a unique multimodal dimension for studying
contextual factors in online abuse detection. See Appendix D for the model instructions and other
details used in this step.

2.4 Inter-Annotator Agreement (IAA)

To compute IAA scores, we randomly sampled 100 comments from each annotator’s contributions
(a total of 900 samples) and then asked each of the nine annotators to provide secondary labels to
comments that were not initially annotated by them. Then each comment in the sample was rated by
two different annotators, resulting in a total of 1,800 annotations for each of the three tasks. This
approach enabled us to compute the agreement between the pairs of contributors using Cohen’s
Kappa [14]. The aggregate scores for each task are: κ = 0.758 for Abusiveness, κ = 0.649 for
Sentiment, and κ = 0.603 for Topic annotations. According to Cohen’s interpretation, these scores
indicate a substantial agreement for abusiveness detection and sentiment analysis annotations (i.e.,
0.61 ≤ κ ≤ 0.80) and a moderate agreement for topic classification (i.e., 0.41 ≤ κ ≤ 0.60). We
assessed 25 random comments that were assigned different Topic labels by the annotators and found
that most disagreements were due to the potential applicability of the comments to multiple topics.

2.5 Gold-label Adjudication for Evaluation

To construct a high-quality test set, we extended the double-annotation process to three annotators
and determined a gold label for each of the 900 samples. Our analysis showed that the initial two
annotators achieved a full agreement on 546 comments, while they disagreed on at least one of the
three tasks for the remaining 354 samples. To adjudicate the differences, we hired two additional
experts who reviewed the inconsistent annotations of the initial annotators and decided on the final
labels, which are considered as the gold labels in our test set.

Finally, we partitioned the remaining single-annotated samples into two splits for training and
validation (500 samples), maintaining stratified proportions of the classes for abusiveness, sentiment,
and topic in each split. Table 1 presents the detailed sample distribution across the splits, and Figure
1b depicts the overall class distribution of the TiALD dataset for the three tasks.

3 Experimental Setup of Baselines

To establish strong baselines for abusive language detection in Tigrinya, we evaluate three comple-
mentary approaches. First, we conduct single-task fine-tuning by training and evaluating several
pre-trained language models (PLMs) on each classification task individually. Second, we implement
a multi-task joint learning framework, where a shared encoder model simultaneously learns all three
tasks through task-specific output heads. Finally, we assess the zero- and few-shot capabilities of
state-of-the-art generative LLMs on the abusiveness detection task using prompts.
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3.1 Single-task Fine-tuning

For each task in TiALD, we fine-tune several monolingual and multilingual PLMs that offer varying
levels of adaptation to Tigrinya and other African languages. These include: monolingual models
TiRoBERTa (125M) and TiELECTRA (14M) [15] trained exclusively on Tigrinya texts; multilin-
gual models AfriBERTa-base (112M) [16] and AfroXLMR-Large-76L (560M) [17], pre-trained on
11 and 76 African languages, respectively; and XLM-RoBERTa-base (279M) [18], a general-purpose
multilingual model pre-trained on 100 languages, as a control.

3.2 Joint Multi-task Training

In our joint learning setup, we employ a single transformer encoder shared across the three tasks that
simultaneously learns to categorize the input content according to all relevant labels. Formally, let
h = Encoder(x) ∈ Rd denote the contextualized representation of an input comment x, given by
the final hidden state corresponding to the model’s classification token (e.g., ‘[CLS]’ for BERT or
‘<s>’ for RoBERTa). A single linear classification head then maps h to a vector of logits:

z = W h+ b, W ∈ RL×d, b ∈ RL,

where L = 2 + 4 + 5 = 11 is the total number of labels covering (i) abusiveness (binary), (ii)
sentiment (4-way), and (iii) topic (5-way) tasks in the TiALD dataset. Each logit zj is passed through
a sigmoid to produce the probability of label j; a threshold of 0.5 is applied during inference to obtain
binary predictions:

ŷj = σ(zj), j = 1, . . . , L.

Training minimizes the average binary cross-entropy (BCE) loss over all label-example pairs:

L = − 1

N

N∑
i=1

L∑
j=1

[
yij log ŷij + (1− yij) log

(
1− ŷij

)]
,

where N is the total number of examples in the training set and yij ∈ {0, 1} indicates the presence of
label j in the ith example.

This hard-parameter-sharing approach treats each label as an independent binary predictor while
leveraging a shared representation across all three tasks, encouraging the model to capture features
that benefit abusive language detection, topic classification, and sentiment analysis simultaneously.
In our baseline setup, all labels contribute equally to the loss; future work may explore per-task or
per-class weighting to address label imbalance.

Model training settings. For single-task and multi-task fine-tuning experiments, we set the maxi-
mum input length to 256 tokens when using comment text only and 384 tokens when incorporating
video titles. We use a learning rate of 2e−5, a batch size of 16, and train for a maximum of six
epochs with early stopping based on validation macro F1 score (patience of 3). We employ the
AdamW optimizer [19] and implement our training system with PyTorch [20] and the Hugging Face
Transformers library [21].

3.3 In-context Learning of LLMs

To assess the capabilities of state-of-the-art generative LLMs on Tigrinya abusive language detection,
we employ prompt-based zero- and few-shot in-context learning [22, 23]. We design prompt templates
that include either no examples (zero-shot) or a small set of annotated examples (few-shot) randomly
sampled from the training set. We evaluate two commercial frontier models, GPT-4o [13] and Claude
Sonnet 3.7 [24],3 and two smaller open-weight models, LLaMA-3.2 3B [25] and Gemma-3 4B [26],
for comparison. To account for variability, we run the predictions twice and compute the average
scores. All input comments are preserved in their original script (Ge’ez, Latin, or mixed), and the
prompt explicitly mentions that the comment is in Tigrinya. See Appendix C for the full template of
the instructions used in our experiments.

3 OpenAI’s GPT-4o (gpt-4o-2024-08-06) and Anthropic’s Sonnet 3.7 (claude-3-7-sonnet-20250219).
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Table 2: Performance of fine-tuned encoder models (single and multi-task) and prompted generative
LLMs (zero-shot and few-shot) evaluated on user comments across all three tasks. The TiALD Score
is the average macro F1 across the three tasks. Overall task-level best scores are in bold; category-best
scores are underlined.

Model Abusiveness Sentiment Topic TiALD Score

Fine-tuned Single-task Models
TiELECTRA-small 82.33 42.39 26.90 50.54
TiRoBERTa-base 86.67 52.82 54.23 64.57
AfriBERTa-base 83.42 50.81 53.20 62.48
Afro-XLMR-Large-76L 85.20 54.94 51.42 63.86
XLM-RoBERTa-base 81.08 30.17 43.97 51.74

Fine-tuned Multi-task Models
TiELECTRA-small 84.21 43.44 29.27 52.30
TiRoBERTa-base 86.11 53.41 54.91 64.81
AfriBERTa-base 83.66 50.19 53.49 62.45
Afro-XLMR-Large-76L 85.44 54.50 52.46 64.13
XLM-RoBERTa-base 79.87 45.40 35.50 53.59

Zero-shot Prompted LLMs
GPT-4o 71.05 20.55 26.25 39.28
Claude Sonnet 3.7 59.20 22.64 25.25 35.70
Gemma-3 4B 59.35 29.47 35.24 41.35
LLaMA-3.2 3B 49.98 25.30 16.55 30.61

Few-shot Prompted LLMs
GPT-4o 72.06 21.88 27.56 40.50
Claude Sonnet 3.7 79.31 23.39 27.92 43.54
Gemma-3 4B 58.37 30.46 39.49 42.78
LLaMA-3.2 3B 45.65 19.94 21.68 29.09

Evaluation Metrics. We report Macro F1 as the primary task-level metric. We prioritize F1 over
accuracy due to the inherent class imbalance and the multi-class nature of the sentiment (4-way)
and topic (5-way) classification tasks. To facilitate holistic comparison at the benchmark level, we
introduce the TiALD Score, defined as the average of the task-level macro F1 scores. We supplement
these metrics with per-class F1 scores to enable granular analysis of model performance, particularly
on minority classes.

Our experimental setup provides strong baselines for comparing single and multi-task fine-tuning
against in-context learning of LLMs for abusive language detection under low-resource settings.

4 Results and Analysis

4.1 Performance of Fine-tuned Encoder Models

Our experimental results demonstrate that jointly training models on all three tasks consistently
enhances performance over the single-task approaches. This improvement suggests that abusiveness,
sentiment, and topic share complementary linguistic features that benefit from unified representation
learning. As shown in Table 2, Tigrinya-specific models outperform general multilingual alternatives.
TiRoBERTa-base achieves the highest macro F1 scores across most settings (86.67% for abusiveness
detection, 54.23% for topic classification), demonstrating the value of language-specific pre-training.
The Africa-centric AfroXLMR-76L model performs competitively, particularly for sentiment analysis,
where it reaches the highest F1 score of 54.94%, suggesting that well-adapted multilingual models
can reach monolingual performance.

Multi-task joint learning improves performance across almost all models and tasks, with the most
substantial gains observed for TiELECTRA-small (+1.76 percentage points in overall TiALD score)
and XLM-RoBERTa-base (+1.85 points). The consistent improvement across diverse model ar-
chitectures confirms that the complementary signals in the TiALD tasks can be leveraged through
parameter sharing. Notably, XLM-RoBERTa-base consistently underperformed compared to both
the Tigrinya-specific and Africa-adapted models, with a substantial 12 percentage point average gap

6



Table 3: Performance of models with video title as context. Fine-tuned models were trained on
concatenation of user comment and video title. LLMs were prompted with both comment and video
title. Overall task-level best scores are in bold; category-best scores are underlined.

Model Abusiveness Sentiment Topic TiALD Score

Fine-tuned Single-task Models
TiELECTRA-small 81.67 39.40 27.81 49.62
TiRoBERTa-base 86.17 54.97 54.55 65.23
AfriBERTa-base 82.44 51.33 52.10 61.96
Afro-XLMR-Large-76L 84.20 52.64 54.11 63.65
XLM-RoBERTa-base 75.09 43.47 41.60 53.39

Zero-shot Prompted LLMs
GPT-4o 75.59 41.03 55.52 57.38
Claude Sonnet 3.7 67.64 44.39 50.10 54.05
Gemma-3 4B 58.41 29.27 34.44 40.71
LLaMA-3.2 3B 44.13 21.85 15.91 27.30

Few-shot Prompted LLMs
GPT-4o 75.89 45.50 58.59 59.99
Claude Sonnet 3.7 80.29 48.01 59.45 62.58
Gemma-3 4B 59.39 30.43 39.60 43.14
LLaMA-3.2 3B 48.29 20.19 20.20 29.56

on the aggregate macro F1 scores. This performance disparity highlights the limitations of general
multilingual models when applied to low-resource languages with unique linguistic characteristics.

4.2 Performance of Large Language Models

The results in Table 2 reveal that even state-of-the-art LLMs struggle to match the performance
of small fine-tuned models on Tigrinya abusive language detection. GPT-4o achieves 71.05% F1
with zero-shot prompting, which, while impressive, still falls 15 percentage points behind the
tuned TiRoBERTa-base. The performance gap between zero-shot and few-shot settings varies
dramatically across models. Claude Sonnet 3.7 shows substantial improvement (59.20% → 79.31%),
demonstrating high sensitivity to in-context examples. By contrast, the smaller open-weight models
exhibit severe limitations in understanding Tigrinya text. LLaMA-3.2 3B shows classification bias
that reverses across prompting conditions: in zero-shot settings, it classified 68% of comments as
abusive, while in few-shot settings it conversely assigned 77% of them to not abusive, resulting
in F1 scores of 49.98% and 45.65%, respectively. This inconsistency highlights the fundamental
challenges current LLMs face when processing low-resource languages outside their primary training
distribution.

Task-Specific Performance Gaps. Further analysis of the scores in Table 2 reveals a critical finding:
while fine-tuned models maintain strong performance across all tasks (52-87% F1), LLMs exhibit
severe degradation on multi-class sentiment and topic classification. The best LLM achieves only
30.46% F1 on sentiment and 39.49% on topic, showing significant deficits of 24 and 15 percentage
points respectively compared to fine-tuned models. This disparity persists despite competitive LLM
performance on binary abusiveness detection (71-79% F1), suggesting that current LLMs fundamen-
tally struggle with fine-grained multi-class classification in low-resource settings. Interestingly, the
smaller Gemma-3 4B outperforms frontier models on sentiment and topic tasks, indicating that model
scale alone cannot overcome these limitations.

4.3 Impact of Contextual Information on Performance

Social media comments often respond to the original post, making contextual information valuable
for understanding them. When video titles are added as context, the performance improves for most
models, as shown in Table 3. TiRoBERTa-base trained on comments and video titles achieves the
highest overall performance (65.23% TiALD score), with a significant gain (+1.5 points) observed
in sentiment classification. This suggests that the video context provides topical cues that help
disambiguate the intent and subject of the comments. While the generated video descriptions provided
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Table 4: Performance of LLMs on Abusiveness Detection with Cross-Modality Contextual Informa-
tion: user comment augmented with video_title and auto-generated video_description. Best
scores for each prompting approach are in bold; highest scores within model category are underlined.

Comment Only Video Title + Comment Video Title + Desc. + Comment

Zero-shot Few-shot Zero-shot Few-shot Zero-shot Few-shot

Closed Frontier Models
GPT-4o 71.05 72.06 75.59 75.89 74.70 74.53
Claude Sonnet 3.7 59.20 79.31 67.64 80.29 72.02 78.21

Open-weight Models
Gemma-3 4B 59.35 58.37 58.41 59.39 54.84 50.95
LLaMA-3.2 3B 49.98 45.65 44.13 48.29 48.64 29.44

valuable contextual signals for LLMs with their large context windows (Table 4), incorporating this
long-form text into fine-tuned encoder models was not feasible due to their limited input length
constraints of 256-512 tokens.

More detailed class-level breakdown of model performances can be found in Appendix. Tables 5 and
6 present per-class F1 scores across all experimental settings.

4.4 Analysis and Insights

Cross-Task Performance Analysis. Performance analysis reveals that models achieve higher F1
scores for detecting abusive content (79-86%) compared to sentiment analysis (30-54%) and topic
classification (26-54%). This pattern likely reflects the multi-class nature of sentiment and topic
annotations, increasing the difficulty of the tasks, as evidenced by the lower inter-annotator agreement
scores. The best-performing model, TiRoBERTa-base with the joint learning setup, demonstrates
a relatively balanced increase across the sentiment (+0.6) and topic (+0.7) tasks, but both remain
challenging with only 53.41% and 54.91% macro F1 scores, respectively. This performance gap
presents an opportunity for future research to develop more specialized approaches to sentiment and
topic understanding in morphologically complex languages like Tigrinya.

Effectiveness of Iterative Seed-Expansion Sampling. Compared to conventional fixed-vocabulary
methods, our iterative seed-expansion sampling approach generates a more diverse and representative
annotation pool while preserving lexical diversity, which is a crucial factor for languages with highly
inflectional morphology where words can take numerous surface forms. Quantitative analysis reveals
that our approach yielded a higher type-to-token ratio (27.6%) compared to keyword-based sampling
using existing toxic word lists (18.2%) and the source corpus (7.2%) of all the 4.1M comments.
Furthermore, we analyzed the ratio of abusive class annotations for the comments from our iterative
sampling against those in the control group via random sampling, and we observed a significant
difference, 65.2% vs. 14.3%, respectively. The random sampling is biased towards the majority
type and hence leads to more benign non-abusive comments, while the keyword sampling is biased
towards the seed words and fails to produce a diverse pool of samples.

Cross-Modality Context for Abusiveness Detection in LLMs. As shown in Table 4, the per-
formance of the frontier LLMs improves when the user comments are enriched with contextual
information (i.e., video titles and the auto-generated video descriptions). GPT-4o performs the best in
the zero-shot settings, gaining 3.65 percentage points. Similarly, Claude Sonnet 3.7 shows substantial
improvement in zero-shot performance (+12.82 points) when provided with video context. These
gains underscore the importance of contextual understanding in accurately identifying abusive content,
particularly when the language itself presents challenges for the models. The consistent improvement
across settings confirms our hypothesis that supplementary video context provides valuable signals
for content moderation in low-resource languages.

5 Related Work

Datasets for Abusive Language Detection. Numerous datasets have been created for the purpose
of training and evaluating models for abusive language detection in English, typically sourced from
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online platforms such as Twitter, Reddit, YouTube, and Wikipedia [27–31]. Researchers have also
developed datasets for languages other than English, such as the Dutch-Bully-Corpus [32] consisting
of over 85,000 abusive posts, and the Arabic dataset by Mubarak et al. [33] containing 1,100 tweets
and 32,000 YouTube comments. Moreover, shared tasks such as OffensEval [5, 34], GermEval
2018 [35], and HASOC 2019 [36] have provided multilingual datasets for such tasks. Pavlopoulos
et al. [37] created the Greek-Gazzetta-Corpus, consisting of 1.6 million comments, and Song et al.
[38] proposed a comprehensive abusiveness detection dataset with multifaceted labels from Reddit.
Furthermore, Tonneau et al. [39] introduced a dataset for hate speech detection containing 35,976
tweets, comprising instances of mixed languages such as English, Pidgin, Hausa, and Yoruba.

Approaches to Abusive Language Detection. Approaches to abusive language detection have
evolved from statistical models to deep neural architectures, with transformer-based models like
BERT, RoBERTa, and the GPT-family, establishing the state-of-the-art performance across multiple
benchmarks [40–45]. For low-resource languages, cross-lingual transfer from multilingual models
offers significant benefits [46, 34]. Recent advances applied generative Large Language Models
(LLMs) with in-context learning and data augmentation of abusive language [22, 47]. For instance,
Shin et al. [48] demonstrated that GPT-generated synthetic data enhanced offensive language detection
in Korean. Zhang et al. [49] proposed an approach of Bootstrapping and Distilling LLMs for toxic
content detection using a novel Decision-Tree-of-Thought prompting. Jaremko et al. [50] evaluated
the performance of LLMs for implicitly abusive language detection using zero-shot and few-shot
learning approaches, and analyzed the models’ ability to extract relevant linguistic features.

Multi-Task Learning for Abusiveness Detection. Recent studies have demonstrated the efficacy
of multi-task learning (MTL) in enhancing abusive language detection by jointly modeling related
tasks. For instance, Dai et al. [51] employed a BERT-based MTL framework to simultaneously
address offensive language detection, categorization, and target identification, achieving promising
results. Similarly, Zhu et al. [52] integrated Prompt tuning [22, 53] with MTL to improve detection
performance across multiple datasets. Mnassri et al. [54] leveraged MTL to jointly model hate speech
and emotions, showing that sentiment information improves hate speech detection performance. In a
related approach, Rajamanickam et al. [55] demonstrated that joint learning of toxicity and sentiment
leads to more robust models than single-task approaches.

Tigrinya Language Processing. Tigrinya (ISO 639-3: tir) is a Semitic language of the Afro-
Asiatic family that shares linguistic features with Amharic and Tigre, and uses the Ge’ez script as
a writing system [9]. There is a growing interest in computational approaches to Tigrinya, such as
machine translation, part-of-speech tagging, sentiment analysis, text classification through transfer
learning [56–61, 9]. More recent progress on question answering and named entity recognition
[62, 63] has been enabled by datasets and pre-trained language models [64, 15, 16].

Resources for African Languages. In a related effort, Ayele et al. [65] developed a dataset
for Amharic, which contains 8,258 tweets annotated for hate/offensive category, target type, and
intensity on a continuous scale. Contemporary to our work, Muhammad et al. [7] introduced
AfriHate, a large-scale Twitter-based benchmark dataset for hate and abusive language in 15 African
languages, including a Tigrinya (tir) subset with 5,072 tweets annotated for abusiveness and target
types. The Tigrinya slice shows a class imbalance typical of keyword-retrieval pipelines and a
moderate inter-annotator agreement. Baseline experiments on AfriHate demonstrate that multilingual
fine-tuned models reach a macro F1 of 74.5%, outperforming few-shot prompting of GPT-4o [13]
by 18 points. In TiALD, we employ a semi-automated data-driven sampling strategy designed
to diversify the annotation pool, resulting in a more challenging and representative benchmark.
We sourced data from YouTube due its substantially higher popularity among Tigrinya speakers
in Eritrea and Ethiopia compared to Twitter (X) and other social media platforms.4 Furthermore,
YouTube comments are accompanied by rich context, such as video title and description, beneficial
for modeling abusive content detection. Thus, TiALD and AfriHate are complementary resources for
the research community with different characteristics. To the best of our knowledge, there is no prior
resource that simultaneously addresses abusiveness, sentiment, and topic under low-resource settings.

4 YouTube vs. Twitter (X) usage in Eritrea (36.4% vs. 9.1%) and Ethiopia (13.1% vs. 6.8%) since 2018:
https://gs.statcounter.com/social-media-stats/all/eritrea/#monthly-201801-202503 and
https://gs.statcounter.com/social-media-stats/all/ethiopia/#monthly-201801-202503.
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6 Conclusion

In this work, we introduced the first large-scale multi-task benchmark dataset for abusive language
detection in Tigrinya. Tigrinya Abusive Language Detection (TiALD) dataset comprises 13,717 user
comments from YouTube videos, annotated by native speakers for three tasks: abusiveness, sentiment,
and topic classification, providing a rich resource for understanding and detecting harmful content in
this understudied language’s social media. Our comprehensive experiments establish strong baselines
while revealing substantial room for improvement across all tasks, with performance gaps of 15-45
percentage points from perfect classification, indicating that TiALD will serve as a challenging
benchmark for future research. Our analysis reveals three key insights: first, we demonstrate that
small, specialized Tigrinya models substantially outperform the current frontier models in the low-
resource setting; second, we show that joint multi-task learning in aggregate outperforms single-task
approaches, indicating that the abusiveness, sentiment, and topic tasks share complementary signals;
third, incorporating auxiliary visual content descriptions further enhances abusiveness detection
performance. We make the TiALD dataset and trained models publicly available to advance content
moderation research for the Tigrinya-speaking community and to serve as a blueprint for similar
efforts in other low-resource languages, promoting more inclusive and effective online safety systems.

Limitations

Explicit vs. Implicit Abusiveness: As the first study of its kind for Tigrinya, our work focuses
on overt forms of offensive language. We acknowledge that implicit forms of toxicity, such as
microaggressions and subtle forms of prejudice, also contribute to online harassment and should be
addressed in future work. Granular Annotation of Abusiveness: Our dataset includes a single label
for abusiveness, which may not capture the full range of abusive language. Future work could look
into a more granular annotation scheme that captures nuanced subtypes of abusive language.

Ethics Statement

This research adheres to the academic and professional ethics guidelines of our institution, obtaining
its Institutional Review Board (IRB) approval.5 All data collection and annotations were conducted
with informed consent of the participants. While the development of abusive content detection systems
has the potential to improve the online experience of millions of social media users worldwide, it is
crucial to consider the possible societal and ethical implications of such research. Fairness and bias
mitigation: We carefully designed data collection and annotation procedures to minimize biases and
avoid reinforcing stereotypes in the dataset and baseline models. Respecting privacy: We adhere to
strict privacy guidelines while collecting and using user-generated data, ensuring that any personal
information remains anonymized and protected. Balancing moderation and expression: We
recognize the tension between detecting harmful content and protecting free expression, emphasizing
that systems built on our dataset should incorporate transparent, accountable processes to minimize
over-censorship. By addressing these considerations and making our dataset publicly available, we
aim to contribute to safer online environments for Tigrinya speakers while providing a foundation for
ethical content moderation research.
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Appendix

A Class-level Performance of Baseline Models on the TiALD Benchmark

We analyze model classification biases through the lens of performance variance across the three
tasks in TiALD and data subsets, revealing critical insights for content moderation in low-resource
settings. The class-level results expose disparities that have important implications for real-world
deployment.

A.1 Analysis of Fine-tuned Encoder Models

Table 5 presents the per-class F1 scores for all three tasks. For abusiveness detection, performance
is relatively balanced between abusive and not abusive classes, with TiRoBERTa-base achieving
the highest scores (86.52% and 86.81% in the single-task setting). However, sentiment and topic
classification reveal severe class imbalances that reflect both natural data distribution and the inherent
difficulty of nuanced content classification.

For sentiment analysis, all models exhibit strong bias toward the negative class (achieving up to
81.32% F1) while dramatically underperforming on neutral and mixed classes (as low as 1.53% and
0% F1). This disparity suggests that models default to negative sentiment when uncertain, potentially
over-flagging neutral content in production systems.

Topic classification shows similar patterns, with models achieving strong performance on political
content (up to 71.21% F1) but substantially weaker results on minority classes. Most concerning
are the near-zero F1 scores for racial (6.50%), sexist (0%), and religious (0%) categories in some
single-task configurations, indicating complete failure to identify these sensitive content types.

Critically, multi-task joint learning demonstrates significant bias mitigation. TiRoBERTa-base’s F1
score on sexist content improves dramatically from 31.78% to 46.30% (+14.52 points) with joint
learning. Similarly, performance on neutral sentiment increases from 40.0% to 42.75%, and religious
content shows recovery from complete failure in TiELECTRA (0% to 7.36%). These improvements
demonstrate that the complementary signals across tasks help models better recognize minority
classes, a crucial benefit for equitable content moderation.

Table 5: Class-level Performance of Single and Multi-task settings in F1 score. Models are trained
and evaluated on the comment text only. The highest class-level scores for each approach are
underlined, and the overall best scores are in bold. Multi-task learning yields significant performance
improvements for the minority classes (e.g., sexist, religious).

Abusiveness Sentiment Topic
Model Abusive Not Abusive Positive Neutral Negative Mixed Political Racial Sexist Religious Other

Single-task Models
TiELECTRA-small 82.35 82.31 62.84 4.48 80.88 21.36 67.48 06.50 00.00 00.00 60.51
TiRoBERTa-base 86.52 86.81 68.68 40.00 81.18 21.43 70.86 46.49 31.78 56.90 65.15
AfriBERTa-base 84.00 82.85 63.25 33.78 81.03 25.17 69.64 40.46 34.29 56.89 64.71
Afro-XLMR-Large-76L 85.74 84.66 69.44 41.06 81.32 27.94 70.71 39.75 28.00 54.38 64.29
XLM-RoBERTa-base 80.32 81.84 46.03 01.53 73.11 00.00 67.32 33.33 02.53 52.53 64.12

Multi-task Joint Learning
TiELECTRA-small 84.67 83.75 62.68 14.39 81.10 15.58 65.17 06.84 07.41 07.36 59.56
TiRoBERTa-base 86.13 86.10 62.98 42.75 79.83 28.07 71.21 45.96 46.30 47.44 63.65
AfriBERTa-base 83.93 83.39 65.39 27.43 81.13 26.79 70.59 44.16 44.00 43.35 65.36
Afro-XLMR-Large-76L 85.16 85.71 71.79 33.88 80.96 31.34 69.02 36.60 35.64 57.78 63.27
XLM-RoBERTa-base 80.43 79.31 67.06 15.47 79.92 19.15 67.51 16.26 16.47 15.29 61.95

A.2 Performance Disparity in Large Language Models

Class-level evaluation on the TiALD tasks reveals striking performance disparities in the generative
LLMs, as shown in Table 6. Despite the balanced test set (50% samples per class of abusiveness),
models show severe classification imbalances. Claude Sonnet 3.7 exhibits a highly asymmetric
zero-shot performance (44.18% F1 on abusive vs. 72.58% on not abusive), suggesting a bias toward
classifying content as non-abusive. However, it shows dramatic improvements in the few-shot setting,
achieving 79.26% and 80.69% F1 for abusive and not abusive classes, respectively, but still falls
short compared to fine-tuned small models. Adding contextual information partially mitigates the
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disparities but also yields mixed results. GPT-4o’s F1 score for detecting abusive content jumps from
69.04% to 76.66% when provided with video context.

LLaMA-3.2 3B exhibits dramatic classification instability across prompting conditions, predicting
68% of comments as abusive in zero-shot and inversely 77% as not abusive in few-shot settings.
This erratic behavior stems from the model’s fundamental limitation to comprehend Tigrinya text.
Tokenization analysis reveals LLaMA-3.2 requires 2.31 tokens per character for Tigrinya versus only
0.20 for English (an 11.5× increase), significantly impacting both accuracy and inference cost for
low-resource language deployment.

Table 6: Class-level Performance of LLMs across all tasks in TiALD evaluated on the user comment.
The highest class-level scores for each approach are underlined, and the overall best scores are in
bold. Most models show severe classification biases on the balanced test set. Reported in F1 score.

Abusiveness Sentiment Topic
Model Abusive Not Abusive Positive Neutral Negative Mixed Political Racial Sexist Religious Other

Zero-shot Prompted LLMs
GPT-4o 69.04 75.89 51.03 14.55 76.16 22.68 62.96 33.70 27.78 75.07 63.04
Claude Sonnet 3.7 44.18 72.58 65.85 29.80 77.94 07.55 66.90 21.33 19.78 79.00 65.48
Gemma-3 4B 59.25 60.94 35.95 00.00 69.49 12.00 55.03 03.45 06.19 64.31 49.62
LLaMA-3.2 3B 59.81 42.43 09.60 13.20 64.01 13.00 00.70 10.20 00.00 22.22 48.47

Few-shot Prompted LLMs
GPT-4o 74.82 71.41 54.40 23.92 74.32 22.38 60.85 37.12 37.87 78.72 61.02
Claude Sonnet 3.7 79.26 80.69 65.75 33.18 79.65 8.55 63.59 43.26 39.05 78.23 55.07
Gemma-3 4B 52.52 64.26 25.81 22.22 57.56 17.72 55.97 09.16 15.84 60.90 56.70
LLaMA-3.2 3B 28.30 60.16 26.67 20.29 15.52 16.13 21.14 06.76 11.43 23.40 48.76

A.3 Script-Based Robustness and Joint Annotation Benefits

Our dataset’s accommodation of both Ge’ez script and Romanized text (reflecting the 64% Romanized
usage in real Tigrinya social media) enables models to develop script-agnostic representations.
Initial qualitative analysis indicates that models trained on this mixed-script data show more robust
performance across both writing systems, though comprehensive quantitative evaluation is reserved
for future work.

Furthermore, the joint annotations in TiALD enable nuanced analysis beyond binary classification.
Comments labeled as both Abusive and Political can be interpreted as political hate speech, while
Abusive+Sexist combinations identify misogynistic content. This multi-dimensional labeling provides
pathways for fine-grained content moderation without requiring extensive re-annotation, addressing
reviewer concerns about granularity while maintaining high annotation quality.

A.4 Implications for Low-Resource Content Moderation

The demonstrated performance disparities have critical implications for deploying content moderation
systems in low-resource settings. The severe underperformance on minority classes means that
certain types of harmful content (particularly sexist and religious abuse) may go undetected. Our
results demonstrate that:

1. Multi-task learning provides a practical approach to mitigate these biases without additional
data collection

2. Current LLMs, despite their impressive capabilities in high-resource languages, require fun-
damental architectural changes (particularly in tokenization) to serve low-resource languages
effectively

3. Fine-tuned specialized models significantly outperform general-purpose LLMs, achieving
86.67% F1 compared to 79.26% for the best LLM configuration

B TiALD Dataset Features

Table 7 presents the descriptions of the fields in the TiALD dataset. Figure 2 depicts the task-wise
class distribution across the tasks of Abusiveness, Sentiment, and Topic.

18



Table 7: An overview of the features included in the TiALD Dataset.

Feature Data Type Description
sample_id String Unique identifier for the sample in the dataset.
comment_id String Unique identifier for the comment.
comment_original String Original comment text as posted by user.
comment_cleaned String Pre-processed version of the comment text.
abusiveness Categorical Abuse label (Abusive or Not Abusive).
sentiment Categorical Sentiment label (Positive, Neutral, Negative, or Mixed).
topic Categorical Topic label (Political, Racial, Sexist, or Religious, Other).
annotator_id String Identifier of the annotator.
comment_script Categorical Script used in the comment (Ge’ez, Latin, or Mixed).
comment_publish_date String Year and month the comment was published.
video_id String Identifier of the video the comment was posted under.
video_title String Title of the associated video.
video_num_views Numeric Number of views the video received.
video_publish_year Numeric Year the video was published.
video_description String Auto-generated description of the video content.
channel_id String Identifier of the YouTube channel the video belongs to.
channel_name String Name of the YouTube channel the video belongs to.
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C Evaluation Instructions for LLMs

We conducted experiments on two commercial frontier models and two open-weight smaller models
under both zero-shot and few-shot settings. All input comments were preserved in their original
script (Ge’ez, Latin, or mixed), with an explicit instruction that the comment was written in Tigrinya.
For the few-shot evaluation, we included four balanced examples (two abusive, two non-abusive)
randomly sampled from the training set and arranged in alternating order as follows:

[Instruction]
Classify the following user comment written in Tigrinya as
“Abusive” or “Not Abusive”. Do not provide any explanation or
additional text.

[Optional In-context Examples]
Here are some examples:
<comment text>: Abusive
<comment text>: Not Abusive
<comment text>: Abusive
<comment text>: Not Abusive

[Comment]
Comment: <comment text>

D Generating Video Content Descriptions

We used a vision-language model, Qwen2.5-VL-3B [12], to generate detailed descriptions of video
content corresponding to comments in the evaluation splits of the TiALD dataset. Qwen2.5-VL
handles long-form videos up to several hours by applying dynamic resolution processing and absolute
time encoding. The TiALD dataset’s videos average 28.1 minutes (1,686 seconds) in length and can
run as long as 334.75 minutes (20,085 seconds) at 30 FPS. To ensure high-quality descriptions, we
trimmed videos exceeding 20 minutes to their first 20-minute segment. Each resulting clip was then
passed to the model with the following instruction:

[Instruction]
Describe the content of this video frame in detail. Focus on
the people, objects, actions, and settings visible in the image.
Provide a comprehensive description that could help understand
what the video is about.

[Video]
<video frames>

To enhance the quality and consistency of the generated video descriptions, we revise them using a
larger, more capable model, GPT-4o [13], with the following instruction:

[Instruction]
Revise the following automatically generated video description
to make it clearer and consistent, while preserving the key
information. Keep your response to a moderate length, up to 150
words, and focus only on the video content.

[Video Title]
Video Title: <video title>

[Video Description]
Video Description: <video description>

Finally, the resulting video descriptions were included in the dataset as auxiliary features to enable
deeper analysis of potential relationships between video content and the abusiveness of comments.
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We also empirically show the benefit of using contextual information in our experiments, as shown
by the results in Table 4.

E Annotation Guidelines for TiALD Dataset

This section outlines the detailed annotation guidelines provided to the native Tigrinya speakers who
participated in the TiALD dataset creation. Annotators were instructed to classify each YouTube
comment across three dimensions: Abusiveness, Sentiment, and Topic, while following specific
protocols for comment eligibility.

Task 1: Abusive Language Detection

Annotators were asked to determine whether a comment contained abusive language according to the
following criteria:

• Abusive: The comment contains language that attacks, insults, demeans, or threatens an
individual or group. This includes hate speech, profanity directed at others, derogatory terms,
threats of violence, severe personal attacks, or language intended to humiliate or degrade.

• Not Abusive: The comment does not contain language that attacks an individual or group.
It may express disagreement, criticism, or negative opinions without using abusive language
toward others.

Task 2: Sentiment Analysis

Annotators classified the emotional tone of each comment into one of four sentiment categories:

• Positive: The comment expresses primarily positive emotions, approval, praise, gratitude,
happiness, or optimism. This includes congratulatory messages, expressions of joy, or positive
feedback.

• Neutral: The comment does not express a clear positive or negative sentiment. This includes
factual statements, questions without emotional content, or balanced objective comments.

• Negative: The comment expresses primarily negative emotions, disapproval, criticism, anger,
sadness, or pessimism. This includes expressions of disappointment, frustration, or negative
judgments.

• Mixed: The comment contains a relatively balanced mix of both positive and negative sentiments,
with neither clearly dominating. This includes comments expressing contrasting emotions or
evaluating different aspects both positively and negatively.

Task 3: Topic Classification

Annotators classified each comment into one of five topical categories:

• Political: Comments discussing political figures, parties, governments, policies, elections, or
expressing political opinions. This includes references to specific political events, governance
issues, or politically divisive topics.

• Racial: Comments referring to racial or ethnic identity, characteristics, or relationships between
racial/ethnic groups. This includes discussions about cultural identity tied to ethnicity.

• Sexist: Comments discussing gender roles, gender identity, or containing gendered language.
This includes content related to expectations based on gender or discussions about gender
relations.

• Religious: Comments discussing religious beliefs, practices, institutions, or figures. This
includes references to religious texts, doctrines, religious communities, or spirituality.

• Other: Comments that don’t primarily fall into any of the above categories. This includes
everyday conversations, entertainment, personal updates, or general information sharing.
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Comment Eligibility Criteria

Annotators were instructed to exclude comments from annotation if they met any of the following
conditions:

1. Comments written entirely in a language other than Tigrinya (e.g., English, Amharic, Arabic)
2. Comments containing no actual Tigrinya words (e.g., consisting only of repeated characters,

symbols, or emojis)
3. Comments that were unintelligible or lacked meaningful content

However, annotators were instructed to retain comments if they:

• Contained at least some Tigrinya words, even if mixed with words from other languages
• Used Romanized Tigrinya (Latin script) rather than the native Ge’ez script
• Contained code-switching between Tigrinya and other languages

These guidelines were designed to create a dataset that accurately reflects the linguistic and cultural
nuances of abusive language in Tigrinya social media content. Figure 3 shows the annotation system
we developed to annotate the TiALD dataset.

Figure 3: The annotation system we developed for the TiALD dataset. A summary of the annotation
guidelines is provided on screen to encourage consistent annotations.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the paper’s
contributions and scope?
Answer: [Yes]
Justification: The claims in our abstract and introduction accurately reflect the paper’s contri-
butions and scope. The paper clearly states in the introduction that we present a multi-task
benchmark dataset for abusive language detection in Tigrinya with three annotation tasks, demon-
strates the effectiveness of joint learning approaches, and provides strong baselines for future
research.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims made in
the paper.

• The abstract and/or introduction should clearly state the claims made, including the contribu-
tions made in the paper and important assumptions and limitations. A No or NA answer to
this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how much
the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals are
not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: We include a dedicated "Limitations" section that acknowledges the focus on explicit
rather than implicit forms of abusive language and discusses the current limitations of granularity
in our abuse annotations.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that the
paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings, model
well-specification, asymptotic approximations only holding locally). The authors should
reflect on how these assumptions might be violated in practice and what the implications
would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was only
tested on a few datasets or with a few runs. In general, empirical results often depend on
implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach. For
example, a facial recognition algorithm may perform poorly when image resolution is low
or images are taken in low lighting. Or a speech-to-text system might not be used reliably to
provide closed captions for online lectures because it fails to handle technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms and how
they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to address
problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best judgment
and recognize that individual actions in favor of transparency play an important role in
developing norms that preserve the integrity of the community. Reviewers will be specifically
instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and a
complete (and correct) proof?

Answer: [NA]

Justification: This paper focuses on dataset creation and empirical evaluations rather than present-
ing theoretical results that require mathematical proofs.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if they

appear in the supplemental material, the authors are encouraged to provide a short proof
sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented by
formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main
experimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We provide complete details on our dataset construction methodology, annotation
process, and model implementation. The dataset and baseline models are available at the GitHub
repository mentioned in the footnote (anonymized for review).

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived well by

the reviewers: Making the paper reproducible is important, regardless of whether the code
and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken to
make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways. For
example, if the contribution is a novel architecture, describing the architecture fully might
suffice, or if the contribution is a specific model and empirical evaluation, it may be necessary
to either make it possible for others to replicate the model with the same dataset, or provide
access to the model. In general. releasing code and data is often one good way to accomplish
this, but reproducibility can also be provided via detailed instructions for how to replicate
the results, access to a hosted model (e.g., in the case of a large language model), releasing
of a model checkpoint, or other means that are appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submissions
to provide some reasonable avenue for reproducibility, which may depend on the nature of
the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how to

reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe the

architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should either

be a way to access this model for reproducing the results or a way to reproduce the model
(e.g., with an open-source dataset or instructions for how to construct the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case authors are
welcome to describe the particular way they provide for reproducibility. In the case of
closed-source models, it may be that access to the model is limited in some way (e.g.,
to registered users), but it should be possible for other researchers to have some path to
reproducing or verifying the results.
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5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instructions to
faithfully reproduce the main experimental results, as described in supplemental material?
Answer: [Yes]
Justification: We will make the TiALD dataset and all code for baseline models publicly available
in a GitHub repository (currently anonymized in the paper for blind review). The repository
includes data preprocessing scripts, model training code, and evaluation scripts with clear instruc-
tions.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/public/
guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not including
code, unless this is central to the contribution (e.g., for a new open-source benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https://
nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how to
access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new proposed
method and baselines. If only a subset of experiments are reproducible, they should state
which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized versions
(if applicable).

• Providing as much information as possible in supplemental material (appended to the paper)
is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyperparameters,
how they were chosen, type of optimizer, etc.) necessary to understand the results?
Answer: [Yes]
Justification: Section 4 (Experimental Setup) provides comprehensive details on model archi-
tectures, hyperparameters, training procedures, and evaluation metrics. We specify all training
settings including learning rates, batch sizes, number of epochs, and optimization algorithms.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail that

is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [Yes]
Justification: Our experiments report inter-annotator agreement scores using Cohen’s Kappa
with clear explanation of their interpretation. Performance metrics (F1 scores and accuracy) are
reported across all experimental settings.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confidence

intervals, or statistical significance tests, at least for the experiments that support the main
claims of the paper.
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• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall run
with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula, call to a
library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error of the

mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should preferably

report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis of Normality
of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or figures
symmetric error bars that would yield results that are out of range (e.g. negative error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how they
were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the computer
resources (type of compute workers, memory, time of execution) needed to reproduce the experi-
ments?

Answer: [Yes]

Justification: Our experiments (task-specific and multitask model fine-tuning) were conducted
using single NVIDIA RTX A6000 GPUs with 48GB memory. Each model’s training time ranged
from 2-6 hours depending on model size and complexity. The total compute for all experiments
reported in the paper was approximately 750 GPU hours.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster, or

cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual experi-

mental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute than the

experiments reported in the paper (e.g., preliminary or failed experiments that didn’t make it
into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the NeurIPS
Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have read the NeurIPS Code of Ethics and ensured our research conforms to
it. Our paper includes an Ethics Statement section detailing our adherence to ethical guidelines,
including obtaining IRB approval and respecting privacy considerations.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consideration

due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative societal
impacts of the work performed?

Answer: [Yes]
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Justification: "Ethics Statement" discusses potential societal impacts of our work, including the
tension between detecting harmful content and protecting free expression. We acknowledge the
importance of developing transparent, accountable content moderation systems.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal impact

or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses (e.g.,

disinformation, generating fake profiles, surveillance), fairness considerations (e.g., deploy-
ment of technologies that could make decisions that unfairly impact specific groups), privacy
considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied to
particular applications, let alone deployments. However, if there is a direct path to any
negative applications, the authors should point it out. For example, it is legitimate to point
out that an improvement in the quality of generative models could be used to generate
deepfakes for disinformation. On the other hand, it is not needed to point out that a generic
algorithm for optimizing neural networks could enable people to train models that generate
Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is being
used as intended and functioning correctly, harms that could arise when the technology is
being used as intended but gives incorrect results, and harms following from (intentional or
unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks, mecha-
nisms for monitoring misuse, mechanisms to monitor how a system learns from feedback
over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible release
of data or models that have a high risk for misuse (e.g., pretrained language models, image
generators, or scraped datasets)?

Answer: [Yes]

Justification: Our released dataset has been carefully anonymized to protect user privacy by
removing personally identifying information from comments. The dataset is intended for research
purposes only, and we include usage guidelines that prohibit using the models for automated
content removal without human oversight.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring that
users adhere to usage guidelines or restrictions to access the model or implementing safety
filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors should
describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do not
require this, but we encourage authors to take this into account and make a best faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in the
paper, properly credited and are the license and terms of use explicitly mentioned and properly
respected?

Answer: [Yes]

Justification: We cite all existing assets used in our research, including pre-trained language mod-
els and evaluation metrics. All external tools and libraries are properly credited with appropriate
citations in the references section.
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Guidelines:
• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of service

of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the package

should be provided. For popular datasets, paperswithcode.com/datasets has curated
licenses for some datasets. Their licensing guide can help determine the license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of the
derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to the
asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our released dataset is accompanied by comprehensive documentation including
data format, class distributions, annotation guidelines, and intended uses and limitations. We
provide clear license information (CC BY-NC-SA 4.0) for our dataset.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their sub-

missions via structured templates. This includes details about training, license, limitations,
etc.

• The paper should discuss whether and how consent was obtained from people whose asset is
used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as well as
details about compensation (if any)?
Answer: [Yes]
Justification: We include details about our annotation process in Section 3.2, including annotator
demographics, training procedures, and compensation details. The full annotation guidelines are
available in the supplementary materials.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribution
of the paper involves human subjects, then as much detail as possible should be included in
the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation, or
other labor should be paid at least the minimum wage in the country of the data collector.

15. Institutional review board (IRB) approvals or equivalent for research with human subjects
Question: Does the paper describe potential risks incurred by study participants, whether such
risks were disclosed to the subjects, and whether Institutional Review Board (IRB) approvals
(or an equivalent approval/review based on the requirements of your country or institution) were
obtained?
Answer: [Yes]
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Justification: Our research received formal Institutional Review Board approval, as mentioned in
the Ethics Statement section (approval number: KH2022-133). All data collection and annotations
were conducted with the informed consent of participants.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent) may
be required for any human subjects research. If you obtained IRB approval, you should
clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions and
locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the guidelines
for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM Usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or non-
standard component of the core methods in this research? Note that if the LLM is used only for
writing, editing, or formatting purposes and does not impact the core methodology, scientific
rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: We did not use LLMs as part of our core methodology or experimental development.
LLMs were only used for generating video descriptions as mentioned in Section 3.3, but this was
an extended feature and not part of the core methodology or experiments.

• The answer NA means that the core method development in this research does not involve
LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM) for what
should or should not be described.
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