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Abstract—Generative zero-shot learning (ZSL) synthesizes vi-
sual features for unseen classes from semantic descriptors, then
trains a fully supervised classifier. Although effective, most meth-
ods depend on large volumes of synthetic data and heavyweight
generators which dilutes the original ZSL premise. We propose
BUP-FSIGenZ framework that approaches the generative ZSL
by taking few-shot learning (FSL) as an inspiration instead of
conventional supervised formulation. Consequently, the method
focuses on generating only a handful of bootstrapped prototypes
per unseen class. Instead of modeling full distributions with
adversarial or variational generators, we expose the variability
of seen classes using statistical resampling and estimate the same
for unseen classes by knowledge transfer to unseen domain.
Concretely, we bootstrap the seen data to obtain multiple class
prototypes that capture stable yet diverse modes; and then
estimate unseen bootstrapped prototypes through knowledge
transfer from seen to unseen domain. This way we generate few
prototypes for each unseen class and use them as unseen synthetic
training data. For classification, we introduce a classifier trained
jointly with binary cross-entropy and KL-divergence objectives
on visual–semantic contrast. This unified design drastically re-
duces compute and sample count, and attains competitive ZSL
performance on SUN, AWA2, and CUB with significantly fewer
synthetic features than conventional generative baselines.

Index Terms—Zero-shot learning, generalized zero-shot learn-
ing, knowledge transfer, feature synthesis

I. INTRODUCTION

Zero-shot learning (ZSL) is a machine learning paradigm
that aims to recognize objects from unseen (target) classes that
do not appear during training by transferring knowledge from
seen (source) classes through semantic side information such
as attributes or word vectors [1], [2]. This ability to generalize
beyond labeled training classes makes ZSL particularly ap-
pealing in large-scale recognition scenarios, where collecting
data for every possible category is impractical due to the scale
and annotation cost of modern datasets [3]. Depending on
how the test data are constructed, ZSL is commonly evaluated
under two settings: (i) conventional ZSL (CZSL), in which
test instances are drawn exclusively from unseen classes, and
(ii) generalized ZSL (GZSL), a more realistic and challenging

setting where test instances may belong to either seen or
unseen classes [4], [5].

A long line of methods learns a compatibility function or
a shared embedding space that aligns visual features with
semantic representations, enabling classification by nearest-
neighbor search or distance-based matching in the semantic
space [2]. Although effective, embedding-based models are
typically trained on seen data and hence develop a bias to-
ward seen classes, which often leads to misclassifying unseen
examples as seen in the GZSL setting [6]. This “seen-class
bias” is a central obstacle to robust GZSL performance.

Generative approaches attempt to mitigate this bias by
synthesizing visual features for unseen classes, effectively
converting ZSL into a fully supervised problem [7]. Popular
choices include Generative Adversarial Networks (GANs) [8]
and Variational Autoencoders (VAEs) [9], which condition on
class-level semantics to produce pseudo-examples for unseen
classes. While successful, these methods often rely on large
quantities of synthetic features and frequently select samples
based on perceived “realness” rather than downstream utility
[10]. The attendant computational burden and the difficulty
of curating informative synthetic sets can limit scalability and
interpretability.

Inspired by few-shot learning (FSL), we explore an alter-
native perspective: instead of flooding the learner with vast
synthetic datasets, furnish it with a small number of prototype-
like synthetic examples per unseen class. From this viewpoint,
the goal is not to model the full data distribution for each
class but to estimate a compact and discriminative set of rep-
resentative points that capture the principal modes of variation
relevant for recognition. Such a strategy preserves the benefits
of generative ZSL (reducing seen-class bias by supplying
unseen evidence) while markedly lowering computational cost
and simplifying training.

In this paper we instantiate this idea with a lightweight and
interpretable mechanism by utilizing multiple “means” (pro-
totypes) for each seen class by bootstrapping the training data



and then estimate bootstrapped means for the unseen classes
through seen-to-unseen knowledge transfer. These predicted
means act as a few synthetic training examples—compact
surrogates for the unseen distribution that can be fed to a
carefully designed classifier. By design, this approach avoids
heavy generative modeling and yields prototypes that are easy
to inspect and reason about. An overview of the proposed
method is presented in Fig. 1, and the complete procedure is
outlined in Algorithm 1.

We evaluate our approach under both CZSL and GZSL
on the standard SUN, AWA2, and CUB benchmarks. Despite
generating only a handful of synthetic points per unseen class,
our method attains competitive performance with state-of-the-
art generative ZSL approaches. The main contributions are as
follows:

• We approach generative ZSL through the lens of FSL,
replacing large-scale synthetic datasets with a compact
set of bootstrapped prototype-like synthetic examples per
unseen class.

• We propose a unified ZSL framework that estimates
multiple bootstrapped-like unseen means per class and
utilize them as unseen training data to train a classifier
specially designed to handle limited unseen data.

• Extensive experiments on SUN, AWA2, and CUB show
that our method attains competitive ZSL results while
using far fewer synthetic features than prior generative
methods.

II. RELATED WORKS

Embedding methods preserve the original training set of
seen classes and aim to learn a projection or compatibility
function that enables generalization to unseen categories.
These approaches differ mainly in the space where classifi-
cation occurs—visual, semantic, or a shared latent embed-
ding space [5]. Visual embedding methods project semantic
attributes into the visual domain, either by generating vi-
sual prototypes directly from semantic vectors [11] or by
exploiting semantic relationships among classes to construct
classifiers capable of extending to unseen categories [12],
[13]. Semantic embedding methods instead map visual features
into the semantic space using learned projection functions
[14]. Latent embedding approaches jointly embed both visual
and semantic representations into a shared latent space to
bridge the gap between seen and unseen classes and facilitate
transfer [15]. Overall, embedding-based ZSL methods focus
on aligning visual and semantic modalities through appropriate
projection functions, enabling recognition of unseen classes
without synthesizing new visual data.

Generative methods synthesize visual features for unseen
classes using seen class images and semantic information,
effectively converting ZSL into a supervised learning prob-
lem. This approache leverages adversarial frameworks such
as GANs conditioned on class semantics. For example, f-
CLSWGAN [7] generates discriminative visual features by
aligning synthesized samples with semantic attributes in a joint
embedding space. Extensions such as cycle-CLSWGAN [16]

impose semantic cycle consistency to better match generated
and true feature distributions, while f-VAEGAN [17] merges
the strengths of VAEs and GANs into a unified generative
framework. Methods like Dual-VAEGAN [18], FREE [19],
and CMC-GAN [20] further refine feature synthesis through
enhanced semantic alignment, cross-dataset generalization, or
hallucination strategies. ZeroGen [21] employs large language
models to synthesize features directly from textual prompts, re-
ducing reliance on heavy generative architectures. More recent
methods integrate embedding models with generative mecha-
nisms to improve robustness across seen and unseen classes
[22]–[24]. For instance, CE-GZSL [22] combines contrastive
embedding with class- and instance-level supervision, while
RE-GZSL [24] extrapolates unseen features using semantic
relations, contrastive losses, and feature mixing to produce
more realistic and discriminative samples.

Non-adversarial generative methods offer an alternative to
GAN-based feature synthesis by relying on sampling, inter-
polation, or statistical modeling rather than heavy adversarial
training. These approaches generally provide better training
stability, lower computational cost, and fewer issues such
as mode collapse and high computational costs [25], [26].
For example, TDCSS [27] disentangles attribute-relevant and
irrelevant components and controls pseudo-sample diversity
to improve feature transferability. GG [28] models each class
with a simple Gaussian distribution, generating features using
estimated statistical parameters without any deep generator.
Attribute-based models such as Composer [29] and ABS-Net
[30] synthesize unseen examples by recombining or perturbing
attribute patterns, while interpolation-based methods like BPL
[31] and AGZSL [32] transfer class-specific variations from
seen to unseen categories through projection and semantic
enrichment techniques.

These non-adversarial strategies demonstrate that effective
unseen feature synthesis does not require complex generative
architectures; instead, lightweight statistical or compositional
models can achieve strong performance with significantly
lower computational overhead. Our method is conceptually
aligned with this line of work, as it avoids adversarial gen-
eration and employs a simple, interpretable mechanism for
producing unseen class prototypes.

III. APPROACH

A. Problem Settings

In ZSL framework, the label space is partitioned into two
disjoint subsets: the seen classes Ys with K categories and
the unseen classes Yu with L categories, where Ys∩Yu = ∅.
The indices {1, . . . ,K} correspond to seen classes, while
{K+1, . . . ,K+L} denote unseen ones. The training dataset
comprises Ns labeled samples from the seen classes, repre-
sented as D = {(xi, yi) | xi ∈ X , yi ∈ Ys}Ns

i=1, where X
denotes the visual feature space. No labeled instances from
unseen categories are accessible during training. Each class
c ∈ Ys ∪ Yu is associated with a semantic descriptor ac,
and the complete attribute set is denoted by Ap = {ac}K+L

c=1 ,
which encodes transferable semantic information between seen



Fig. 1: Overview of the BUP-FSIGenZ framework. The model comprises two main phases: feature generation (on left of
the dotted line) and visual-semantic contrastive learning (right). Green-toned elements denote seen classes, while red-toned
elements denote unseen classes.

and unseen classes. The objective of CZSL is to learn a
classifier f : X → Yu that predicts unseen categories only,
while in the GZSL setting, the classifier must infer over both
seen and unseen categories, i.e., f : X → Ys ∪ Yu.

B. Attribute Rescoring

We utilize the model-specific attribute scoring strategy in-
troduced in [33] to adjust the class-level attributes as follows:

A = (Ap +Aq)Wa, (1)

where Wa is a scalar coefficient, Ap represents the original
attribute matrix, and Aq comprises the elements of Ap that
surpass a predefined threshold th, formulated as:

Aq = Ap ⊙ (Ap > th), (2)

with ⊙ denoting the element-wise multiplication operator, and
(Ap > th) yielding 1 when the condition is satisfied and 0
otherwise.

C. Unseen Data Synthesis

We can estimate virtual class centers for unseen classes by
transferring the semantic embedding manifold into the visual
feature space [34], as follows:

Au = R∫ (A
s)⇒Mu = R∫ (M

s), (3)

where As and Au are the attribute descriptions of seen and
unseen classes, respectively; Ms and Mu correspond to their
feature means; and Rs represents the relation function that
maps seen classes to unseen ones.

In this formulation, the attribute embeddings Au for unseen
classes are inferred by applying the relation function Rs to
the attribute descriptions As of seen classes. Likewise, the
virtual class centers Mu of unseen classes are computed by
transferring the seen-class cluster centers Ms through Rs. The
relation function Rs(·) is learned using a Ridge-regularized
linear reconstruction model, as:

min
α
∥auc −Asα∥22 + λ∥α∥22, (4)

where α = [α1, . . . , αK ]T is the reconstruction coefficient
vector, and λ controls the degree of regularization.

Finally, the estimated cluster centers of the unseen classes
are obtained as:

µu
l = Msα, (5)

where µu
l represents the estimated cluster center of the lth

unseen class.
Estimating a single cluster center for each unseen class is

relatively straightforward; however, the challenge arises when
multiple centers must be generated per class. To address this,
we adopt a bootstrapped mean estimation strategy for unseen
classes. Specifically, we first compute NSF

P bootstrapped
means for each seen class and group them into NSF

P batches,
where each batch Msb contains exactly one mean for every
seen class. Using these batches, we then synthesize NSF

P

synthetic features for each unseen class as follows:

µub

l = Msbα, for b = 1, 2, . . . , NSF
P (6)

where µub

l represents the estimated bootstrapped prototypes
of unseen classes in bth batch .



Algorithm 1 BUP-FSIGenZ
Input: Images I , Number of Unseen features per class NSF

P ,
class attributes Ap, initialization Θ
Output: ZSL classification

1: # Extracting Image Features
2: for each image i do
3: Extract ViT features: FS+U

i ← ViT(Ii)
4: end for
5: Rescore class attributes: A← Ap

6: # Synthesizing Unseen Features
7: Compute the relation, α← R∫ for a given λ
8: Obtain NSF

P batches of bootstrapped means for the seen
classes

9: Estimate bootstrapped prototypes for unseen classes:
µu
b ←Ms

bα, for b = 1, 2, ..., NSF
P

10: Utilize µu
b as synthetic unseen features

11: Obtain augmented train data, F by combining synthetic
unseen data and real train data

12: # Train the Classifier
13: for each iteration t do
14: Encode class semantics with MLP: Ej ← MLP(aj)
15: Compute instance to all class scores:

cij ← f1(Zij) with Zij ← Fi ⊗ Ej
16: Compute instance to unseen class scores:

ciju ← f2(Ziju) with Ziju ← σ(Riju)← Fi ⊗ Eju
17: Optimize training objective, L
18: end for
19: # Perform Inference
20: for a given test image i do
21: Predict CZSL class: yCZSL

i ← argmaxj{cij}K+L
j=K+1

22: Predict GZSL class: yGZSL
i ← argmaxj{cij}K+L

j=1

23: end for

Substituting these diverse Msb values into equation (5)
results in NSF

P number of cluster centers per unseen class.
These centers are visual prototypes, each capturing a different
bootstrap statistics, act as unseen train data. In essence,
the estimation of bootstrap statistics offers an efficient and
principled way to simulate the natural heterogeneity within
unseen classes—an idea that aligns with our few-shot-inspired
approach.

D. Classifier Design

Let Nu is the number of bootstrapped unseen class means.
These means are included as unseen class features with the real
seen features and form a augmented training set. We define a
one-hot class indicator vector mij based on the ground-truth
class label yi of the ith instance as follows:

mij =

{
1, if yi = j,

0, otherwise.
(7)

The joint representation of an instance–class pair is then
formulated as

Zij = F(xi)⊗ E(aj), (8)

where F(xi) denotes the visual feature of the ith instance,
E(aj) represents the semantic embedding of class j, and ⊗
indicates element-wise multiplication. To quantify the com-
patibility between an instance i and a class j, we define a
contrastive score cij as

cij = f1(Zij), (9)

where f1(·) denotes a contrastive learning function that mea-
sures the alignment between the fused visual–semantic repre-
sentation Zij and the target class embedding.

Using these definitions, a classifier can be trained to learn
visual–semantic alignment through the following contrastive
loss function, computed over the unified dataset that includes
both real and synthesized samples:

LN = −
Ns+Nu∑

i=1

K+L∑
j=1

mij log(cij) + (1−mij) log(1− cij),

(10)
This formulation does not explicitly address the issue of class
imbalance—particularly among unseen categories—since the
few-shot-inspired ZSL setting often yields a limited number
of synthetic samples per unseen class.
Training Strategy: To mitigate this we decompose the above
training objective into the following:

L = Lseen + βLunseen, (11)

where β is a hyperparameter that controls the contribution of
the unseen-class loss.
Computing Lseen: For each training instance, whether orig-
inating from real data (seen classes) or synthesized samples
(unseen classes), we partition the class indicator mij and the
contrastive score cij into their respective seen and unseen com-
ponents, denoted by superscripts s and u. The first objective,
Lseen, is a binary cross-entropy (BCE) loss applied to the
model’s predictions over seen classes, defined as:

Lseen = −
Ns+Nu∑

i=1

K∑
j=1

ms
ij log(c

s
ij) + (1−ms

ij) log(1− csij),

(12)
Computing Lunseen: Now, to compute the loss using the
model’s prediction over unseen classes, we need to consider
that the unseen class features are limited set of estimated boot-
strapped class means and may not fully reflect the complexity
of the real data. To mitigate this, we compute a unseen loss
term as:

Lunseen = LU + ηLKL, (13)

To compute Lunseen, we first employ another branch of
contrastive learning that measures scores between an instance
and unseen classes. To do that, we take the instance to unseen
class joint representation from equation (8)

Ziju = F(xi)⊗ E(aju), (14)

and compute
Riju = f2(Ziju), (15)



TABLE I: Performance of different methods on CZSL (T1) and GZSL (H). The best and second-best results are shown in
bold and underlined, respectively, while red and blue indicate the best and second-best results among generative approaches.

Method SUN AwA2 CUB

T1 U S H T1 U S H T1 U S H
E

m
be

dd
in

g-
ba

se
d

TCN [35] 61.5 31.2 37.3 34.0 71.2 61.2 65.8 63.4 59.5 52.6 52.0 52.3
DAZLE [36] - 52.3 24.3 33.2 - 60.3 75.7 67.1 65.9 56.7 59.6 58.1
ViT-ZSL [37] - 44.5 55.3 49.3 - 51.9 90.0 65.8 - 67.3 75.2 71.0
MSDN [38] 65.8 52.2 34.2 41.3 70.1 62.0 74.5 67.7 76.1 68.7 67.5 68.1
SCILM [39] 62.4 24.8 32.6 28.2 71.2 48.9 77.8 60.1 52.3 24.5 54.9 33.8
DUET [6] 64.4 45.7 45.8 45.8 69.9 63.7 84.7 72.7 72.3 62.9 72.8 67.5
BGSNet [40] 63.9 45.2 34.3 39.0 69.1 61.0 81.8 69.9 73.3 60.9 73.6 66.7
PRZSL [41] 64.2 53.6 37.7 44.4 73.6 65.8 77.8 71.3 77.1 68.8 63.7 66.2
ZS-VAT [42] 62.6 45.6 33.8 38.8 72.2 59.9 80.8 68.8 75.2 67.5 68.1 67.8

G
en

er
at

iv
e-

ba
se

d

f-CLSWGAN [7] 60.8 42.6 36.6 39.4 - - - - 57.3 43.7 57.7 49.7
f-VAEGAN-D2 [17] 64.7 45.1 38.0 41.3 71.1 57.6 70.6 63.5 61.0 48.4 60.1 53.6
OCD-CVAE [43] 63.5 44.8 42.9 43.8 71.3 59.5 73.4 65.7 60.3 44.8 59.9 51.3
TF-VAEGAN [44] 66.0 45.6 40.7 43.0 72.2 59.8 75.1 66.6 64.9 52.8 64.7 58.1
HSVA [45] 63.8 48.6 39.0 43.3 - 56.7 79.8 66.3 62.8 52.7 58.3 55.3
TGMZ [46] - - - - - 64.1 77.3 70.1 - 60.3 56.8 58.5
GCM-CF [47] - 47.9 37.8 42.2 - 60.4 75.1 67.0 - 61.0 59.7 60.3
CE-GZSL [22] 63.3 48.8 38.6 43.1 70.4 63.1 78.64 70.0 77.5 63.9 66.8 65.3
FREE [19] - 47.4 37.2 41.7 - 60.4 75.4 67.1 - 55.7 59.9 57.7
AGZSL [32] 63.3 29.9 40.2 34.3 73.8 65.1 78.9 71.3 57.2 41.4 49.7 45.2
SE-GZSL [48] - 45.8 40.7 43.1 - 59.9 80.7 68.8 - 53.1 60.3 56.4
ICCE [23] - - - - 72.7 65.3 82.3 72.8 78.4 67.3 65.5 66.4
TDCSS [27] - - - - - 59.2 74.9 66.1 - 44.2 62.8 51.9
LCR-GAN [49] - 57.6 43.8 49.8 - - - - - 53.6 67.5 59.7
DFCA-GZSL [50] 62.6 48.9 38.8 43.3 74.7 66.5 81.5 73.3 80.0 70.9 63.1 66.8
RE-GZSL [24] - - - - 73.1 67.7 81.1 73.8 78.9 72.3 62.4 67.0
AREES [51] 64.3 51.3 35.9 42.2 73.6 57.9 77.0 66.1 65.7 53.6 56.9 55.2
JFGOPL [52] - 48.8 38.0 42.7 - 62.6 74.2 67.9 - 56.4 62.7 59.4
DENet [53] - 52.3 40.8 45.8 - 62.6 84.8 72.0 - 65.0 71.9 68.3
DPCN [54] 63.8 48.1 39.4 43.3 70.6 65.4 78.6 71.4 80.1 72.7 65.7 69.0
Zheng et al. [55] - - - - - 63.3 74.0 68.2 - 71.0 65.7 68.3
FSIGenZ [33] 67.8 42.5 49.9 45.9 75.0 67.6 82.3 74.2 73.0 65.9 72.7 69.1
BUP-FSIGenZ (Ours) 67.9 42.6 50.1 46.0 77.4 68.3 84.2 75.4 73.1 64.6 75.0 69.4

where f2(·) is the contrastive learning function that outputs
raw contrastive logits, Riju that pass through sigmoid activa-
tions denoted by σ(·):

ciju = σ(Riju). (16)

Then, we compute

LU = −
Ns+Nu∑

i=1

L∑
j=K+1

mu
ij log(c

u
ijciju)

+ (1−mu
ij) log(1− cuijciju), (17)

Now, we compute class-to-class semantic similarities by solv-
ing the following optimization problem:

sp = argmin
sp

∥∥∥∥∥ap −
K+L∑
q=1

aqspq

∥∥∥∥∥
2

2

+ ϕ∥sp∥2 (18)

where ap represents the semantic embedding of class p, and
spq is the qth element of the similarity vector sp, repre-
senting the semantic proximity between class p and class
q. The regularization parameter ϕ prevents trivial solutions

by discouraging any single similarity score, particularly self-
similarity, from dominating. Once the similarity vector is
obtained, we apply temperature-scaled normalization to its
unseen portion:

s̃upq =
exp

(
supq
τ

)
∑K+L

q′=K+1 exp
(

su
pq′

τ

) , (19)

Riju is also normalized via a temperature-scaled softmax:

r̃iju =
exp

( riju
τ

)∑K+L
j′u=K+1 exp

(
rij′u
τ

) , (20)

We compute the temperature-scaled knowledge distillation
loss by minimizing the Kullback–Leibler (KL) divergence as
follows:

LKL = τ2DKL

(
R̃ ∥ S̃u

)
, (21)

E. Zero-Shot Recognition

Zero-shot recognition is performed using f1 network by
evaluating contrastive scores between the visual feature of an
input image and the semantic embeddings of all candidate



classes. In the CZSL setting, predictions are restricted to
unseen classes, and each image is assigned to the unseen class
with the highest contrastive score. In contrast, the GZSL set-
ting considers both seen and unseen classes, and the predicted
label corresponds to the class with the maximum contrastive
score across all categories.

Pczsl(xi) = max
j
{cij}K+L

j=K+1. (22)

Pgzsl(xi) = max
j
{cij}K+L

j=1 . (23)

IV. EXPERIMENTAL STUDIES

This section presents the experimental setup, including the
datasets, evaluation protocols, and implementation details. It
then reports the experimental results and ablation studies.

A. Experimental Setup

Datasets. We evaluate our method on three widely used ZSL
benchmarks: SUN [56], AwA2 [1], and CUB [57]. AwA2
is a medium-scale, coarse-grained dataset containing 37,322
images from 50 animal categories described by 85 attributes.
CUB is a fine-grained bird classification dataset with 11,788
images spanning 200 species, annotated with 312 attributes.
SUN is another fine-grained benchmark, consisting of 14,340
images across 717 scene classes, each represented by 102
attributes.
Evaluation Protocols. We assess performance under both
CZSL and GZSL settings. For CZSL, we report the average
per-class Top-1 accuracy (T1) on unseen classes. For GZSL,
we compute Top-1 accuracies on seen (S) and unseen (U)
classes, and summarize overall performance using the har-
monic mean, H = 2 × S×U

S+U , which reflects the balance
between seen and unseen class recognition.
Implementation Details. We extract 786-dimensional image
features using the ViT-Base backbone [58] pre-trained on
ImageNet-1k, and utilize the class attributes provided in [1].
For attribute rescoring, the threshold–weight pairs (th,Wa)
are set to (0.005, 0.8), (0.005, 0.4), and (0.3, 0.7) for the
SUN, AwA2, and CUB datasets, respectively. Our classifier
has a two-layer fully connected network that projects class
semantic vectors into the feature space, with 1024 units in
the first layer and 786 units in the second. It further employs
two contrastive learning networks, f1 and f2, each consisting
of a fully connected layer with a 1024-dimensional hidden
representation. The network f1 outputs a single-dimensional
sigmoid score, whereas f2 outputs raw logits. The MLP
classifier uses ReLU and Leaky ReLU activations, while f1
adopts ReLU followed by a sigmoid activation, and f2 applies
ReLU only in its hidden layer. The hyperparameters β and
η are selected empirically, with β = 0.2 for all datasets,
and η = 0.4 for SUN and CUB and 0.5 for AwA2. The
temperature τ is set to 0.6, 0.8 and 0.6 for SUN, AwA2, and
CUB, respectively.

B. Comparison With State-of-the-Art Methods

Table I provides a detailed comparison of state-of-the-art
ZSL approaches on the SUN, AwA2, and CUB benchmarks.
BUP-FSIGenZ attains the best CZSL performance on SUN
(67.9%) and AwA2 (77.4%), and achieves competitive accu-
racy on CUB (73.1%). Under the GZSL setting, it obtains har-
monic mean (H) scores of 75.4% on AwA2, 69.4% on CUB,
and 46.0% on SUN—ranking first, second, and third on these
datasets, respectively. No other method in the comparison
demonstrates this level of consistent strength across all bench-
marks; most alternatives excel only on particular datasets.
Moreover, several methods that surpass BUP-FSIGenZ on
isolated GZSL results—such as LCR-GAN (49.8%) and ViT-
ZSL (49.3%) on SUN, or ViT-ZSL (71.0%) on CUB—do
not report CZSL scores, limiting their overall evaluability.
In contrast, BUP-FSIGenZ delivers robust performance across
both CZSL and GZSL settings, making it the most consistently
effective method in Table I.

Compared with other generative approaches, BUP-FSIGenZ
attains the highest CZSL Top-1 accuracy on SUN (67.9%)
and AwA2 (77.4%), as well as the best GZSL harmonic
mean on AwA2 (75.4%) and CUB (69.4%). On SUN, it also
achieves the second-highest harmonic mean (46.0%), trail-
ing only LCR-GAN (49.8%). Notably, although LCR-GAN
achieves a higher harmonic mean on SUN, its CZSL Top-
1 accuracy is lower than that of BUP-FSIGenZ, suggesting
weaker performance on the core ZSL task. A similar pattern
appears on CUB, where DPCN reports the best CZSL accuracy
(80.1%), yet BUP-FSIGenZ slightly surpasses it in harmonic
mean (69.4% vs. 69.0%). In addition to its strong predictive
performance, BUP-FSIGenZ is also highly efficient in feature
synthesis. It generates only 15, 90, and 10 synthetic features
per class for SUN, AwA2, and CUB, amounting to 1080, 900,
and 500 total synthetic features—orders of magnitude fewer
than those generated by competing models (see Table II).
For example, LCR-GAN and DPCN synthesize up to 43,200
and 15,000 unseen features on SUN and CUB, respectively.
Despite using dramatically fewer synthetic samples, BUP-
FSIGenZ matches or outperforms these methods across ZSL
metrics. This efficiency reflects a different design philosophy:
rather than reframing ZSL as a large-scale supervised learning
problem, BUP-FSIGenZ adopts a more FSL-oriented perspec-
tive, relying on a small number of features that effectively
capture the underlying structure of unseen classes.

C. Ablation Study and Sensitivity Analysis

Ablation Study. To better understand the contribution of each
component in BUP-FSIGenZ, we conduct ablation studies by
removing the attribute rescoring mechanism, the unseen-class
loss Lunseen, and the KL-alignment loss LKL. The results on
SUN, AWA2, and CUB are reported in Table III. Removing
attribute rescoring leads to consistent drops in both T1 and
H across all datasets e.g., SUN: T1 decreases from 67.9%
to 66.0% and H decreases from 46.0% to 41.4%; CUB: T1
from 73.1 to 72.1 and H from 69.4% to 66.7%. Excluding
Lunseen results in the most severe degradation, especially on



TABLE II: Statistics of unseen data across different methods after incorporating synthetic features. Here, NUSF denotes the
number of synthetic unseen features, NURF represents the number of real unseen features, and NSF

P indicates the number of
synthetic features generated per class. The notation (U/S) specifies whether synthesis is performed only for unseen classes or
for both seen and unseen classes.

Method SUN AwA2 CUB

T1 H NUSF NURF NSF
P T1 H NUSF NURF NSF

P T1 H NUSF NURF NSF
P

HSVA [45] 63.8 43.3 28800/14400 1440 400/200 (U/S) - 66.3 4000/2000 7913 400/200 (U/S) 62.8 55.3 4000/2000 2967 400/200 (U/S)
CE-GZSL [22] 63.3 43.1 7200 1440 100 (U) 70.4 70.0 24000 7913 2400 (U) 77.5 65.3 15000 2967 300 (U)
FREE [19] - 41.7 21600 1440 300 (U) - 67.1 46000 7913 4600 (U) - 57.7 35000 2967 700 (U)
ICCE [23] - - - - - 72.7 72.8 50000 7913 5000 (U) 78.4 66.4 20000 2967 400 (U)
LCR-GAN [49] - 49.8 43200 1440 600 (U) - - - - - - 59.7 20000 2967 400 (U)
RE-GZSL [24] - - - - - 73.1 73.8 50000 7913 5000 (U) 78.9 67.0 20000 2967 400 (U)
DENet [53] - 45.8 7200 1440 100 (U) - 72.0 35000 7913 3500 (U) - 68.3 10000 2967 200 (U)
DPCN [54] 63.8 43.3 5760 1440 80 (U) 70.6 71.4 25000 7913 2500 (U) 80.1 69.0 15000 2967 300 (U)
Zheng et al. [55] - - - - - - 68.2 24000 7913 2400 (U) - 68.3 35000 2967 700 (U)
BUP-FSIGenZ (Ours) 67.9 46.0 1080 1440 15 (U) 77.4 75.4 900 7913 90 (U) 73.1 69.4 500 2967 10 (U)

TABLE III: Ablation studies for different components of
BUP-FSIGenZ on the SUN, AWA2, and CUB datasets. The
red and blue highlights are the best and second-best results,
respectively.

Method SUN AwA2 CUB

T1 U S H T1 U S H T1 U S H

BUP-FSIGenZ w/o attribute rescoring 66.0 36.7 47.5 41.4 76.3 65.5 84.9 73.9 72.1 60.2 74.7 66.7
BUP-FSIGenZ w/o Lunseen 65.8 20.2 51.0 28.9 67.8 8.6 88.0 15.7 69.4 32.5 84.1 46.9
BUP-FSIGenZ w/o LKL 66.1 30.1 50.8 37.8 77.5 67.9 83.4 74.8 72.2 64.2 69.6 66.8
BUP-FSIGenZ (full) 67.9 42.6 50.1 46.0 77.4 68.3 84.2 75.4 73.1 64.6 75.0 69.4

AWA2 where unseen accuracy falls from 68.3% to 8.6%.
Eliminating the KL-alignment loss LKL also harms perfor-
mance (e.g., CUB: T1 drops from 73.1% to 72.2% and H
drops from 69.4% to 66.8%), demonstrating that distributional
regularization improves semantic–visual alignment. Overall,
the full BUP-FSIGenZ model achieves the strongest results on
nearly all metrics, confirming that each component contributes
complementary benefits.

Impact of Synthetic Features. Across all datasets, the number
of synthesized unseen-class features consistently affects both
T1 and H (see Fig. 2). On SUN, T1 peaks at 15 instances and
then stabilizes, while H follows a similar upward trend before
gradually declining. For AwA2, both metrics increase steadily
as more synthetic features are generated, reaching their highest
values at 90 instances before slightly dropping. On CUB, T1
and H achieve their best performance at 10 instances, with
mild decreases afterward. Overall, these results indicate that
balanced feature synthesis improves both T1 and H, though the
optimal number of synthesized samples is dataset-dependent.

Fig. 2: Results with varying synthetic instances for unseen
classes of the (a) SUN, (b) AwA2, and (c) CUB datasets.

V. CONCLUSION

In this paper, we present BUP-FSIGenZ, a generative zero-
shot learning framework that synthesizes a compact set of
diverse prototypes per unseen class, in contrast to conventional
approaches that rely on large volumes of synthetic data. It
transfers the statistical bootstrapping of seen class features to
unseen domain utilizing class semantics to synthesize unseen
prototypes. To address the inherent class imbalance arising
from the small number of generated prototypes, we employ
a carefully designed contrastive classifier that enhances dis-
crimination between seen and unseen classes. Overall, BUP-
FSIGenZ supports that few-shot inspired generative modeling
can serve as a powerful alternative to traditional large-scale
generation by achieving competitive performance on SUN,
AwA2, and CUB.
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