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Abstract

Large language models (LLMs) pretrained pri-
marily on English data often reflect Western-
centric biases, limiting their effectiveness in
diverse cultural contexts. While some work
has explored cultural alignment, the potential
for cross-cultural transfer, using alignment in
one culture to improve performance in others,
remains underexplored. This paper investi-
gates cross-cultural transfer in the Arab world,
where linguistic and historical similarities co-
exist with local cultural differences. Using a
culturally grounded commonsense reasoning
dataset covering 13 Arab countries, we eval-
uate lightweight alignment methods such as
in-context learning (ICL) and demonstration-
based reinforcement (DITTO), alongside base-
lines like instruction fine-tuning (IFT) and
Direct Preference Optimization (DPO). Our
results show that just 12 culture-specific ex-
amples from one country can improve per-
formance in others by 15-20% on average.
These findings demonstrate that efficient cross-
cultural alignment is possible and offer a
promising approach to reducing Western bias
in LL.Ms while advancing culturally fair NLP
in low-resource settings.

1 Introduction

Large Language Models (LLMs) are increasingly
deployed across diverse cultural contexts, yet they
often reflect a Western-centric worldview, misalign-
ing with local customs, values, and norms (Naous
et al., 2024; Sadallah et al., 2025; Wang et al.,
2024). Prior studies have explored broad East-West
cultural misalignments in LLMs, but little is known
about how these models handle intra-regional cul-
tural variation, such as that found across the 22
Arab countries. For example, despite sharing lin-
guistic ties, Emirati culture differs significantly
from Egyptian or Syrian traditions in food, festivals,
and gender roles. However, most Arabic LLMs
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Figure 1: An example to demonstrate the concept of
cross-cultural transfer. If culturally aligning an LLM
on only Egyptian data improves the performance of
the LLM on UAE culture, then cultural knowledge is
transferred.

are trained on translated English data or regionally-
aggregated corpora (Sengupta et al., 2023; Sadallah
et al., 2025), potentially flattening these cultural
distinctions.

A central challenge in aligning LLMs to country-
specific cultural knowledge is data scarcity. High-
resource countries like Egypt have vastly more on-
line content than low-resource ones like the UAE
(114M vs. 1.3M population) (Insight, 2025; United
Nations Population Fund, 2025), leading to under-
representation. This raises a key question: Can
knowledge from one culture be transferred to bene-
fit another with limited data?
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Figure 2: This figure illustrates an overview of our alignment and evaluation pipeline. The ArabCulture dataset is
split into train/test subsets, aligned via either In-Context Learning or DITTO on different models with different
sampling methods, then evaluated and probed (stimulus, attention, correlation) to quantify cross-cultural transfer.

In this paper, we investigate the feasibility of
cross-cultural commonsense transfer within the
Arab world. Specifically, we ask: Can align-
ing an LLM to the culture of one Arab coun-
try improve performance on others? We ex-
plore this question through two lightweight align-
ment strategies: In-Context Learning (ICL) and
Demonstration-based Iterative Task Tuning Opti-
mization (DITTO) (Shaikh et al., 2024). Although
ICL is a strong few-shot baseline, DITTO offers
a reinforcement learning alternative that requires
only a handful of high-quality demonstrations,
making it particularly suitable for low-resource cul-
tural domains.

We construct experiments over a 13-country,
3.2k-example ArabCulture dataset spanning di-
verse domains such as food, rituals, relationships,
and social norms. Using only 12 cultural demon-
strations per source country, we test transfer to
unseen target cultures across four LLMs (Qwen2.5,
Gemma-2, ALLaM, and SILMA) (Team, 2024a;
Team et al., 2024; Bari et al., 2024; Team, 2024b).
We further probe whether cross-cultural improve-
ment is predictable from geographic proximity, and
whether alignment reshapes latent cultural repre-
sentations in the model’s internal space.

Our contributions are:

* We pioneer the use of DITTO for cultural
alignment, achieving up to 20% accuracy
gains in Arab commonsense reasoning with
only 12 demonstrations per country.

* We show that cross-cultural transfer is feasi-
ble: cultural knowledge from high-resource
countries improves LLM performance on cul-
turally distinct, low-resource ones.

* We perform probing and correlation analyses
to show that improvements are driven more
by cultural salience than geographic proxim-
ity, and that targeted alignment enhances the
linear separability of specific cultures in the
model’s latent space.

Our findings offer a compelling path toward cul-
turally adaptive NLP systems using minimal, tar-
geted supervision, a crucial step for equitable and
globally relevant Al

2 Related Work

2.1 Cultural Reasoning

Disparities in cultural knowledge persist, often
favoring dominant cultures (Shen et al., 2024;
Wang et al., 2024; Naous et al., 2024). Recent
work shows that including geographical context in
prompts significantly boosts model performance on
low-resource cultural reasoning tasks (Koto et al.,
2024). Likewise, culturally aware data collection,
targeted model adaptation, and robust evaluation
frameworks are crucial in addressing linguistic
diversity and cultural biases (Hershcovich et al.,
2022). Several Arabic cultural datasets and bench-
marks have been developed, including the ACVA
Arabic Culture benchmark, which includes general



true/false statements about Arab culture as a whole
(Huang et al., 2024), and the AraDiCE-Culture
benchmark, which includes cultural questions from
only six Arab countries (Mousi et al., 2025).

The assumption that underlies most of the work
related to Arabic cultural alignment of LLMs is
that Arabs share the same culture, either entirely
or regionally, raising the question of whether Arab
culture is a homogeneous culture or a diverse set of
cultures (Keleg, 2025). We further investigate this
assumption by experimenting with country-level
cultural alignment using the Arabic Culture dataset
(Sadallah et al., 2025), which consists of cultural
data from 13 Arab countries, and conducting a fine-
grained comprehensive analysis.

2.2 Cultural Alignment Approaches

There has been growing effort by researchers to
improve the cultural awareness of models by in-
corporating cultural data with methods for cultural
alignment such as fine-tuning (Li et al., 2024), and
in-context learning (such as few-shot prompting)
(Wang et al., 2024; AlKhamissi et al., 2024).

Although fine-tuning can be an effective ap-
proach to cultural alignment, it can cause models
to forget previous knowledge (Choenni et al., 2024;
AlKhamissi et al., 2024) and larger models need
a sizeable amount of data, whereas reinforcement
learning iteratively uses feedback from a reward
model to optimize its responses requiring a small
set of human demonstrations to align effectively.
Recent advances in preference alignment involve
reinforcement learning by using iterative feedback
to guide LLMs toward desired norms, exemplified
by Direct Preference Optimization (DPO) (Rafailov
et al., 2023). Additionally, methods like DITTO
(Shaikh et al., 2024) extend DPO to align effec-
tively without requiring large-scale data. While
DITTO was initially developed for stylistic adapta-
tion tasks, it is adopted in this work for the novel
application of cultural alignment.

We build on these existing approaches to align
LLMs with regional cultural nuances while preserv-
ing broader commonsense capabilities. Addition-
ally, we investigate how LLMs generalize cultural
knowledge in the Arab world, focusing on whether
training on specific regions enhances performance
elsewhere and how geographical or cultural dis-
tance influences model outcomes.
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Figure 3: Demonstrates sample efficiency of different
alignment methods for cultural alignment task, on both
multi-choice questions (MCQ) and completion aligned
using cultural demonstrations of UAE’s culture.

3 Methodology

An overview of our methodology is outlined in
Figure 2. The dataset is split into train/test sets,
aligned using ICL or DITTO across models and
sampling strategies, then evaluated and analyzed to
measure cross-cultural transfer.

3.1 Arabic Culture Dataset

We use the Arabic culture dataset (Sadallah et al.,
2025), which consists of approximately 3,200 hand-
crafted cultural statements and the corresponding
multiple choice options (one correct, two incorrect).
The dataset spans 12 topics and 40+ subtopics from
13 countries grouped into 4 regions of the Arab
world (North Africa, Gulf region, Nile Valley, Lev-
ant). Each country subset consists of roughly 250
pairs of statements and choices. For each country,
we split these 10% for training/alignment exam-
ples and 90% held-out for evaluation. This ensures
that our evaluation always assesses the model on
unseen cultural statements.

3.2 Alignment Methods

We adopt two main alignment approaches for
LLMs to align on country specific cultural exam-
ples: in-context learning (ICL) and DITTO, a re-
cently proposed lightweight method that extends
Direct Preference Optimization (DPO) (Rafailov
et al.,, 2023) and iteratively aligns model out-
puts to a small set of user-provided demonstra-
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Country Avg.

| DITTO | ICL | DITTO | ICL DITTO | ICL | DITTO | ICL |

| Comp. MCQ |Comp. MCQ |Comp. MCQ | Comp. MCQ |Comp. MCQ | Comp. MCQ | Comp. MCQ | Comp. MCQ |
Algeria | 0.19 1674| 280 1850 | 022 2526 | 3.86 452 | -031 157 | 399 -1049| 088 214 | 1.82 079 | 439
Egypt | -0.09 17.56| 239 19.67 | -1.61 2834 | 172 066 | 277 -1.10 | 3.61 -2532| 097 -122| 003 -0.66 | 2.52
Jordan | 031 1891| 277 17.09 | 147 3393 | 4.80 1121| 484 -12.82| 386 484 | 113 157 | 207 3.11 | 4.94
KSA 006 17.84| 324 1992 | 330 2746 | 342 600 | 078 -191 | 3.14 -1627| 022 066 | 126 139 | 440
Lebanon | 091 1838| 3.52 18.66 | 128 7.19 | 352 -003| 034 371 | 399 -1492| 088 -3.01| 0.63 -1.54 | 2.72
Libya | -0.12 1511| 327 1671 | 037 3355 | 238 -006| 207 -0.28 | 2.64 -13.22| 0.82 -034| 135 -697 | 3.32
Morocco | 1.64 17.25| 333 1879 | 041 1370 | 377 691 | 009 3.14 | 393 -1172| 113 271 | 1.89 [3.49 | 434
Palestine | -0.03 17.97 | 145 18.03 | 031 2494 | 342 047 | 333 082 | 2.80 -19.76| 038 2.05 | 1.54 0.00 | 3.19
Sudan | 1.07 1898| 321 1615 | 144 1511 | 326 14.32| -167 173 | 320 -22.87| 170 274 | 1.85 110 | 3.83
Syria 098 17.00| 330 1904 | 0.15 3182 | 260 044 | -145 255 | 421 -590| 028 195 | 057 3.40 | 502
Tunisia | -0.81 17.18| 2.01 1813 | 135 2058 | 229 0.60 | 022 135 | 433 -1860| 028 233 | 038 035 | 3.25
UAE 107 1684|399 1681 | 238 2815 | 355 157 | 2.07 3.58 | 3.36 -11.84| 170 220 | 204 227 | 473
Yemen | -091 1857| 2.14 1200 | -035 572 | 267 022 | 053 -0.50 | 2.86 -17.65| -0.12 044 | 0.63 -0.75 | 1.59
Avg | 027 1756 288 17.65 | 073 2275 | 307 360 | -129 0.4 | 353 -14.88| 046 109 | 124 046 |

Table 1: Overall accuracy improvements for Arab cultural commonsense reasoning when training on country-
specific knowledge across different models with topic-based sampling. Results show performance on Completion
and MCQ tasks using DITTO and ICL methods. Base accuracies (MCQ%/Completion%): Qwen2.5 (51.65/32.89),
Gemma-2 (34.56/32.52), ALLaM (69.9/36.35), SILMA (70.81/32.39). Bold and 'highlighted cells top two MCQ
and Completion values for each model, as well as the top two country-based improvements.

tions (Shaikh et al., 2024). DITTO treats high-
quality user-provided demonstrations as strictly
preferred over intermediate model outputs, guiding
the model toward better alignment through iterative
preference-based updates. DITTO offers a data-
efficient alternative to large-scale supervised fine-
tuning or full-scale reinforcement learning from hu-
man feedback (RLHF) (Bai et al., 2022), enabling
precise cultural alignment from a small number
of carefully selected examples as highlighted in
Figure 3, resulting in significant improvement in
overall performance in Arab cultures.

We use 2 multilingual models (Qwen2.5B 7B-
Instruct (Team, 2024a) and gemma-2 9b-it (Team
et al., 2024)), and 2 Arabic-centric models (AL-
LaM 7B-Instruct-preview (Bari et al., 2024) and
SILMA 9B-Instruct (Team, 2024b)) as the base
language models.

3.3 Demonstration Sampling

We employ two complementary in-context sam-
pling strategies for both ICL and DITTO: topic-
based sampling and food-based sampling. For
topic-based sampling, we select 12 demonstration
examples from the training subset of a specific
country, ensuring one example per main topic to
capture a broad thematic spectrum. In contrast,
food-based sampling draws all 12 demonstrations
exclusively from the "food" topic, covering a range
of subtopics within this domain. In both setups, the

model is prompted with these demonstrations and
tasked with selecting the most culturally appropri-
ate completion for an unseen statement—choice pair.
Demonstration examples are curated to represent
diverse topics, promoting comprehensive coverage
of region-specific cultural knowledge and reason-
ing patterns.

3.4 Evaluation

We evaluate the effects of cultural alignment by cal-
culating the country-level accuracy improvements
of the culturally aligned models over the base-
line models for both multiple-choice (MCQ) and
completion settings. We use the Im-eval frame-
work (Gao et al., 2024), which computes accuracy
based on log-likelihood. For completion, the log-
likelihood assigned to the gold continuation is used
to calculate accuracy. To analyze the impact of
geographical distance on cultural alignment, we
calculate the Pearson correlation between distances
and accuracy improvements. In addition to country-
level analysis, we also analyze performance by
topic and report our findings.

4 Results

Our experiments reveal key findings across the four
language models, as evident from Table 1 and Ta-
ble 2, highlighting accuracy improvements when
training on data from one country and evaluating
across others. Each cell shows percentage-point
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Gemma-29B-it | EISILMA 9B-Inst |
| DITTO | ICL | DITTO | ICL |
|Comp. MCQ |Comp. MCQ |Comp. MCQ |Comp. MCQ|

Country Avg.

Algeria | 0.44 2871 | 392 0.00 | -0.03 186 | 1.54 -2.73| 4.21
Egypt -0.66 37.51 | 235 550 | -0.03 227 | 0.00 249 | 6.18
Jordan 1.10 2278 | 3.58 11.37| 0.63 198 | 1.19 2.20 | 5.60
KSA -126 3088 | 1.54 446 | -0.19 098 | 0.69 0.26 | 4.67
Lebanon| 0.97 32.01 | 3.52 327 | 1.13 261 | 1.32 3.81 | 6.08
Libya -0.85 2077 | 223 245 | 0.10 236 | 1.19 1.79 | 3.76
Morocco| 1.19 2045 | 1.76 345 | -1.10 3.46 | 0.69 1.89 | 3.97
Palestine| 0.84 2853 | 292 025 |-034 255 | 1.13 1.64 | 4.69
Sudan 0.75 3145 | 3.14 836 |-028 1.73 | 1.19 3.08 | 6.18

Syria 0.00 3738 | 2.82 820 | 0.72 0.69 | 0.85 2.61 | 6.66
Tunisia | -1.42 2158 | 2.86 1.16 | 022 1.54 | 0.66 2.61 | 3.65
UAE 0.50 29.06 | 242 17.97| -0.34 324 | 0.10 245 | 6.93

Yemen | -091 18.66 | 2.26 459 | -1.10 -0.18 | 028 1.86 | 3.18

Avg. 0.05 27.67 | 2.72 546 | -0.05 193 | 0.83 1.84

Table 2: Overall accuracy improvements for Arab cul-
tural commonsense reasoning when training on country-
specific knowledge across different models with food-
based sampling. Results show performance on Com-
pletion and MCQ tasks using DITTO and ICL methods.
Bold and 'highlighted cells top two MCQ and Com-
pletion values for each model, as well as the top two
country-based improvements.

Strong Cross-Cultural Transfer. Training on
small demonstration sets from a single Arab coun-
try consistently improves model performance on
other Arab cultures, that is, cross-cultural, aver-
aging 2-5% gains in MCQ and completion tasks
across models and methods. Interestingly, Syria
as a source country ("teacher’) results in the high-
est average improvement (5.02%) across all models

and methods, followed by Jordan (4.94%) and UAE
(4.73%). Furthermore, Jordan-trained Gemma-2
exhibits strong cross-cultural improvements, yield-
ing a 4.8% completion gain with ICL and a 33.9%
MCQ gain with DITTO. This cultural transfer oc-
curs despite the geographical and cultural differ-
ences between countries, suggesting that cultural
knowledge effectively transfers across the Arab
region regardless of model architecture. Consis-
tent cross-cultural improvements suggest that these
models develop broader Arab cultural understand-
ing rather than just memorizing country-specific
features.

Multilingual VS. Arabic-centric. Comparing
multilingual models (Qwen2.5 7B-Inst (Team,
2024a), Gemma-2 9B-it (Team et al., 2024)) with
Arabic-centric models (ALLaM 7B-Inst (Bari et al.,
2024), SILMA 9B-Inst (Team, 2024b)) reveals
distinct performance patterns in Table 1. Corre-
lated with lower baseline for multilingual models,
Gemma-2 shows the largest relative gains in MCQ
tasks (34.56p45¢ +22.75% with DITTO), outper-
forming both Qwen2.5 (51.65p45¢ + 17.56%) and
Arabic-centric models. In contrast, ALLaM shows
the strongest improvement in the completion task
(+3. 53% with ICL) despite its relatively high base-
line (36.35%).

This pattern suggests that multilingual mod-
els excel at adapting cultural multiple-choice ca-
pabilities through cultural demonstrations, while
Arabic-centric models more effectively enhance
their generative understanding. Notably, Jordan’s
data produces exceptional gains with Gemma-2
(+33.93% MCQ), while Syria shows the highest
cross-model improvement (5.02% average). The
performance dichotomy persists in food-based sam-
pling (Table 2), though with narrower gaps in com-
pletion tasks, indicating domain-specific demon-
strations may partially neutralize architectural ad-
vantages. SILMA shows more balanced cross-task
improvements with food-based sampling, suggest-
ing Arabic-centric models benefit distinctly from
fine-grained cultural knowledge.

Performance Comparison of DITTO and ICL.
While ICL provides modest but highly consis-
tent improvements with minimal negative transfers,
DITTO demonstrates dramatically higher perfor-
mance ceilings particularly on MCQ tasks with
the Gemma-2 model, showing improvements up to
33.93% gain but with greater variability and occa-



sional negative transfers. For completion tasks, ICL
consistently outperforms DITTO across all models,
with ALLaM showing the largest gap (3.53% for
ICL vs. -1.29% for DITTO). However, for MCQ
tasks, DITTO excels with multilingual models, par-
ticularly Gemma-2 (22.75% with DITTO vs. 3.60%
with ICL). This asymmetry suggests that iterative
optimization benefits recognition tasks in multilin-
gual models, while in-context demonstration bet-
ter enhances generative capabilities, especially in
Arabic-centric models. The gap between meth-
ods narrows in food-based sampling demonstrated
in Table 2, indicating that domain-specific exam-
ples may reduce method-dependent variance. This
suggests that optimal method selection depends
on specific goals. DITTO excels when maximum
potential improvement is the priority, while ICL
offers better reliability for balanced performance
across both knowledge and generation tasks with
lower implementation complexity.

Transferability with Fine-Grained Sampling.
When alignment data is restricted to a single do-
main (food), cross-cultural effects remain strong
across methods as demonstrated in Table 2. Train-
ing on country-specific food-related examples can
yield significant accuracy improvements, with
Syria and UAE showing the highest overall av-
erage gains (6.66% and 6.93% respectively). The
results demonstrate asymmetry in knowledge trans-
fer effectiveness. Lebanon consistently performs
well as a source of transfer learning, appearing in
the top performers for both Gemma-2 and SILMA
completion tasks. Notably, MCQ tasks show
higher variability, with Gemma-2’s DITTO method
achieving remarkably strong improvements (aver-
aging 27.67% across countries), particularly when
trained on Syrian and Lebanese examples (37.38%
and 32.01%, respectively). For completion tasks,
Gemma-2 with ICL yields the strongest average im-
provement (2.72%), while SILMA benefits more
modestly but consistently across methods. These
findings indicate that the selection of fine-grained
demonstrations fosters robust cross-cultural adap-
tation, but the degree of reciprocity in knowledge
transfer varies substantially by country, model ar-
chitecture, and assessment method.

5 Discussion

5.1 Topic Learnability

Our analysis reveals significant patterns in the
cross-cultural transfer of commonsense reasoning

within Arab cultural contexts. As illustrated in Fig-
ure 4, there is notable variation in both topic learn-
ability and country transferability. Family relation-
ships emerged as the most effectively aligned topic
(26.83% improvement), followed by agriculture
(23.79%) and holiday activities (22.59%), suggest-
ing that explicitly structured social domains with
clear cultural rules are most amenable to align-
ment techniques. Conversely, idioms (13.20%)
and food (14.84%) showed the lowest improve-
ments, indicating that linguistically embedded and
context-dependent cultural elements present greater
challenges. This hierarchy of topic learnability
provides valuable insights for prioritizing cultural
alignment efforts across different domains.

5.2 Country-Based Transfer Effectiveness

Our analysis across both alignment methods re-
veals a clear hierarchy in cultural knowledge trans-
ferability among Arab countries. Yemen emerges
as the strongest cultural knowledge source (approx-
imately 19.2% average improvement), with Syria,
Jordan, and Palestine following closely behind (all
with improvements between 18.5-18.8%). These
four countries consistently demonstrate superior
performance in their ability to transfer cultural
knowledge across diverse Arab contexts. The mid-
dle tier includes Lebanon, Algeria, Tunisia, Sudan,
Morocco, and KSA (ranging from approximately
17.5-18.2%). UAE and Libya show slightly lower
transferability (approximately 17.0-17.3%), while
Egypt consistently shows the weakest transferabil-
ity (approximately 15%) among all countries ex-
amined, with a notable gap compared to all other
countries.

5.3 Impact of Geographical Distance on
Cross-Cultural Transfer

To measure the effect of geographical distance
on cross-cultural transfer, we used the geographi-
cal distances between the capitals of each country
shown in Table 5 in Appendix A and the accuracy
improvements per country over the baseline to cal-
culate the Pearson correlation between distance and
accuracy improvement for each country. The aver-
age correlations coefficient across all countries and
training methods are shown in Table 3. The Pear-
son correlation results for the Qwen2.5-7B model
are shown in Figure 6, and a more detailed break-
down of the results for all the models is shown in
the figures in Appendix B.

The results reveal significant variation in how the



Pearson Correlation between Distance and
Accuracy Improvement (Qwen2.5B 7B-Instruct)

Yemen
UAE
Tunisia |
Syria _ —
Sudan
Palestine —_—
Morocco
Libya —8
Lebanon
KSA) ICL Completion
Jordan) wmm DITTO Completion
Egypt| mmm ICLMCQ
Algeria DITTO MCQ
-0.6 -0.4 -0.2 0.0 0.2

Pearson Correlation

Figure 6: Pearson Correlation Coefficient between Dis-
tance from Training Country and Evaluation Accu-
racy Improvement for four different train/eval methods
(Qwen2.5B 7B-Instruct base model).

Model DITTO ICL
Completion MCQ | Completion MCQ
ALLaM 7B-Inst -0.0936 0.1277 -0.2506 -0.0024
Qwen2.5 7B-Inst -0.0288 0.0515 -0.2280 -0.0564
SILMA 9B-Inst -0.0672 0.0320 -0.0637 -0.0687
Gemma-2 9B-it -0.0654 0.0557 -0.1661 -0.0543

Table 3: Mean Pearson correlations across countries be-
tween distance and accuracy improvement across mod-
els for Completion and MCQ tasks.

four models perform across the 13 countries using
different evaluation methods. The data shows that
performance varies not only by country but also
by testing approach, with ICL Completion gener-
ally producing the most varied results and DITTO
MCQ typically showing more positive correlations,
as shown in Table 3. Notable patterns include the
UAE consistently showing negative correlations
across most models, while Morocco tends toward
positive correlations, particularly with Gemma-2.
The Gemma-2 model exhibits the most extreme cor-
relation values, with correlation coefficients rang-
ing from -0.8 to 0.65. These disparities likely re-
flect differences in cultural contexts, and potentially
imbalanced training data representation from these
regions, highlighting the challenges in developing
language models that perform consistently across
diverse Arabic-speaking populations.

5.4 Cross-Cultural Transfer Beyond Arab
Culture

We additionally explore the effect of cross-cultural
transfer when training on Indonesian cultural data
and evaluating on Arabic cultural data. The results
are shown in Table 4.

Table 4: Performance Comparison of Qwen-2.5 7B and
ALLaM 7B Models

MCQ Scores (%) Completion Scores (%)
Context ICL DiTTO Base ICL DiTTO Base
Qwen-2.5 7B-Instruct
ArabLB  63.65 66.76 3434 3198
Papua (ID) 71.13  67.17 3449 3214
Arab AVG 69.30  69.21 51.65 35.77 33.16 32.89
Aceh (ID) 69.09 67.17 3415 32.14
ArabUB 7157 70.63 36.88  34.53
ALLaM 7B-Instruct-preview
ArabLB 4458 57.08 38.99 3151
Papua (ID) 7122  71.88 3776 36.44
Arab AVG 55.02  70.04 69.90 39.88  35.06 36.35
Aceh (ID) 65.63  72.60 38.14  37.29
ArabUB  65.06 73.61 40.68  37.13

Note: Base scores are constant across contexts.
ICL = In-Context Learning. ID contexts (Aceh,
Papua) are out-of-culture, while Arab contexts
represent in-culture testing.

5.5 Cultural Representation in Model Latent
Space

To understand how different Arab cultures are inter-
nally represented within the model, we conducted
a probing analysis across all layers of the Qwen
model, using both one-vs-all and multiclass lin-
ear classifiers to assess the linear separability of
cultural knowledge. The results are illustrated in
Figure 7.
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Figure 7: F1 scores across model layers for different
countries using one-vs-all and multiclass classifiers.

Our probing analysis shown in Figures 7 and 8
reveals that Qwen encodes Arab cultures with vary-
ing distinctness, showing high linear separability
for Sudan and Jordan but much lower for Palestine
and Syria. Multiclass probing confirms the dif-
ficulty of jointly distinguishing multiple cultures,
though Sudan and Jordan remain relatively more
separable. After UAE-specific alignment, only the
UAE showed improved cultural encoding, while
other countries remained largely unchanged, yet
reasoning performance improved across all coun-
tries. This suggests that targeted cultural alignment
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Figure 8: F1 scores across model layers for Sudan, UAE,
Syria, and Palestine before and after UAE-specific align-
ment.

can enhance specific representations while indi-
rectly benefiting generalization, offering a viable
path toward culturally adaptive NLP systems.

6 Conclusion

Our study demonstrates that large language models
can effectively achieve cross-cultural adaptation
using lightweight alignment methods like ICL and
DITTO, yielding consistent gains across Arab coun-
tries—even with limited, culturally specific data.
Our experiments show strong cross-cultural gener-
alizability, training on one country’s dataset can sig-
nificantly improve accuracy in other countries, with
gains frequently exceeding 15-20%. Some country
pairs show modest gains even at large distances,
while others see minimal improvement despite
close proximity, suggesting that cultural proximity
is not strictly tied to geographic location. Probing
analyses further show that targeted alignment en-
hances cultural encoding (e.g., for the UAE) with-
out harming overall performance, highlighting the
feasibility and benefits of culturally adaptive NLP
in multilingual settings. In general, our results high-
light that lightweight alignment methods can effec-
tively align on the cultural commonsense reason-
ing task by incorporating region-specific cultural
demonstrations. Whether through ICL or DITTO,
LLMs can learn robust cultural representations that
transfer to new countries. This work therefore pro-
vides evidence that cross-cultural adaptation is both
feasible and beneficial in multilingual NLP settings,
particularly in the Arab world.

7 Limitations

While our findings illuminate promising insights
into pathways of cross-cultural transfer, several
critical limitations constrain the scope of our con-
clusions.

Task Diversity. Our primary focus was on the
evaluation of cultural multiple choice questions
and a completion task. The realm of open-ended
tasks (e.g., dialogue, narrative generation) intro-
duces additional layers of complexity for cross-
cultural alignment, underscoring the necessity for
a deeper investigation into how cultural knowledge
extrapolates across open-ended text generation.

Country Coverage While there are 22 countries
that are members of the Arab League, the data set
we use only represents 13 of them, which although
more representative than other datasets, still does
not completely represent the Arab world. This fur-
ther proves the point we bring up in the introduction
about the discrepancies in data availability by coun-
try, and emphasizes the importance of investigating
cross-cultural transfer in low-resource settings.

Fine-Grained Cultural Nuances. Our analysis
highlights performance variations even within topic
categories, such as family relationships and idioms.
In practice, cultural norms can be more nuanced
and context-dependent than captured by any small
demonstration set. A larger set of demonstrations
and supervised fine-tuning may be required to mas-
tering the intricacy of cultural knowledge that re-
quired memorization.

Despite these constraints, our work demonstrates
that meticulously chosen examples, irrespective of
being derived from broad topics or targeted do-
mains, can significantly improve performance in
varied cultural settings. These findings pave the
way for future work that refines cross-cultural align-
ment strategies and investigates the interplay be-
tween linguistic diversity and cultural distance in
multilingual NLP.
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A Distance Between Countries

The approximate distances' between the capitals
of each country are shown in Table 5.

B Correlations between Geographical
Distance and Accuracy Improvement

Table 6 shows the overall median correlation scores
across models and settings to supplement the means
in Table 3. Figures 20 through 12 show the correla-
tion scores for the remaining three models (ALLaM
7B-Instruct, SILMA 9B-Instruct, and Gemma-2
9B-It), which are also displayed in heatmaps in
Figure 9. Additionally, Figure 13 shows the cor-
relation scores averaged across the Arabic mod-
els ALLaM 7B-Instruct and SILMA 9B-Instruct,
while Figure 14 shows the correlation scores av-
eraged across the multilingual models Qwen2.5
7B-Instruct and Gemma-2 9B-It. To demonstrate
what the correlations look like, Figure 15 shows
the accuracy improvement vs distance graph for
the strongest correlation, while Figure 16 is for the
weakest correlation.

lhttps ://www.distance.to/
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Model DITTO ICL
Completion MCQ | Completion MCQ
ALLaM 7B-Inst -0.0986 0.1492 -0.2422 0.0033
Qwen2.5 7B-Inst 0.0311 0.1149 -0.2636 -0.0859
SILMA 9B-Inst -0.0421 0.0477 -0.0553 -0.1741
Gemma-2 9B-it -0.2122 0.0868 -0.3097 -0.1176

Table 6: Median Pearson correlations between distance
and accuracy improvement across models for Comple-
tion and MCQ tasks.
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Figure 10: Pearson Correlation Coefficient between Dis-
tance from Training Country and Evaluation Accuracy
Improvement for four different train/eval methods (AL-
LaM 7B-Instruct-preview base model).
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Figure 11: Pearson Correlation Coefficient between
Distance from Training Country and Evaluation Accu-
racy Improvement for four different train/eval methods
(SILMA 9B-Instruct base model).
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Table 5: Distance Matrix Between Countries (in kilometers)

From/To Morocco Algeria Tunisia Libya Egypt Sudan Palestine Jordan Syria Lebanon KSA UAE Yemen
Morocco 0 948 1,569 1,859 3,596 4,435 3,913 3,968 3,958 3,876 5,234 5946 5,493
Algeria 948 0 630 1,016 2,706 3,755 2,996 3,048 3,027 2,944 4,340 5,032 4,695
Tunisia 1,569 630 0 518 2,090 3,245 2,368 2419 2397 2,314 3,717 4,403 4,117
Libya 1,859 1,016 518 0 1,739 2,753 2,077 2,135 2,148 2,071 3,377 4,098 3,680
Egypt 3,596 2,706 2,000 1,739 0 1,596 432 494 613 485 1,639 2363 2,104
Sudan 4,435 3,755 3,245 2,753 1,596 0 1,794 1,821 1,997 2,027 1,738 2,426 1,201
Palestine 3,913 2,996 2,368 2,077 432 1,794 0 63 213 234 1,369 2,036 2,039
Jordan 3,968 3,048 2,419 2,135 494 1,821 63 0 177 219 1,328 1,984 2,027
Syria 3,958 3,027 2,397 2,148 613 1,997 213 177 0 86 1,408 2,019 2,170
Lebanon 3,876 2,944 2,314 2,071 485 2,027 234 219 86 0 1,494 2,107 2,240
KSA 5,234 4,340 3,717 3377 1,638 1,738 1,369 1,328 1,408 1,494 0 773 1,070
UAE 5,946 5,032 4,403 4,098 2363 2426 2,036 1,984 2,019 2,107 773 0 1,467
Yemen 5,493 4,695 4,117 3,680 2,104 1,201 2,039 2,027 2,170 2,240 1,070 1,467 0
Pearson Correlation between Distance and Pearson Correlation between Distance and
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Figure 12: Pearson Correlation Coefficient between
Distance from Training Country and Evaluation Accu-
racy Improvement for four different train/eval methods
(gemma-2 9b-it base model).
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Figure 13: Pearson Correlation Coefficient between Dis-
tance from Training Country and Evaluation Accuracy
Improvement for four different train/eval methods (Ara-
bic Models Averaged).
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Figure 14: Pearson Correlation Coefficient between Dis-
tance from Training Country and Evaluation Accuracy
Improvement for four different train/eval methods (Mul-
tilingual Models Averaged).
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Figure 15: Evaluation Accuracy Improvement vs. Dis-
tance for ICL Topic-based Training on Samples from
the UAE with completion evaluation (gemma-2 9b-it).
Pearson Correlation = -0.796699.
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Figure 9: Pearson Correlation Coefficient between Distance from Training Country and Evaluation Accuracy
Improvement for four different train/eval methods with topic-based sampling.
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Figure 16: Evaluation Accuracy Improvement vs. Dis-
tance for ICL Topic-based Training on Samples from
Yemen with MCQ Evaluation (ALLaM 7B-Instruct-
preview). Pearson Correlation = 0.003255.
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C Cultural Representation in Models
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Figure 17: F1 scores across model layers for different
countries using one-vs-all and multiclass classifiers.
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Figure 18: F1 scores across model layers for different
countries using one-vs-all and multiclass classifiers.
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Figure 19: F1 scores across model layers for different
countries using one-vs-all and multiclass classifiers.
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Table 7: Cross-country evaluation results for Multilingual language models. Models are evaluated on different
countries (columns) after being trained on specific countries (rows). Values represent score difference from the base

model.

e ‘Metho d‘ . | A MCQ vs. Base A Completion vs. Base
§ Trained < - 2 = < - [
| o |23 s %88 2z 25 &2 E|2s 23828 2z: 3856825
Algeria |18.1 20.7 15.7 193 17.2 28.2 21.7 24.8 159 164 139 250 44|04 62 79 2.1 -04 19 32 32 86 0.8 13 19 -0.8
Egypt 222 22.3 16.5 22.3 15.1 29.6 24.5 27.2 15.0 17.2 134 254 56 |-04 87 64 25 -1.7 -14 08 40 73 24 13 0.8 0.0
Jordan |15.3 18.2 17.2 15.1 134 23.6 17.8 22.8 15.0 16.8 13.0 24.6 9.2 (-2.8 3.7 139 0.0 0.0 19 35 04 129 35 04 08 -2.8
KSA 18.6 22.3 18.0 19.3 15.1 27.8 229 27.2 17.2 19.5 139 273 10.0|-1.6 62 64 34 1.7 05 12 3.6 7.7 3.1 2.1 42 32
Lebanon [21.4 18.6 16.1 19.8 15.5 29.2 21.0 23.2 129 184 12.2 262 8.8 |-1.2 7.0 124 -0.8 1.7 19 47 1.6 13.7 -08 0.8 2.7 1.6
Libya 15.3 19.8 15.7 16.8 11.6 269 158 224 129 164 11.3 246 8.0 |-1.2 6.6 9.0 04 -04 23 12 56 82 2.0 2.1 50 12
ICL |[Morocco |19.8 16.9 13.9 20.2 15.5 28.7 24.5 24.0 159 18.0 155 26.2 6.0 |-0.8 6.2 109 0.0 1.7 1.4 32 44 103 2.7 29 -04 04
Palestine [ 19.3 17.4 169 19.8 16.8 30.1 20.2 21.6 13.7 16.0 11.8 25.8 6.0 |-2.8 2.5 45 13 -04 0.0 40 36 64 -04 0.0 0.0 0.0
Sudan 169 153 142 193 164 25.0 16.2 19.6 10.7 164 84 215 104|/00 54 135 2.1 22 05 08 28 112 1.2 2.1 1.5 20
o Syria 18.9 20.2 16.5 16.0 17.2 32,9 22.1 22.8 16.3 18.8 11.8 27.7 7.2 |-1.6 62 9.7 42 13 19 32 32 103 1.2 29 23 -20
._“:“ Tunisia [20.6 17.8 16.1 19.8 13.8 30.1 21.4 22.0 14.2 18.8 10.1 23.8 80|08 62 1.1 08 1.7 05 0.0 40 60 12 29 27 -1.6
QA UAE 13.7 14.0 15.7 19.8 13.4 25.5 16.6 20.4 13.7 16.8 13.4 246 11.2/0.8 79 79 42 13 14 28 3.6 11.6 27 04 62 0.8
2 Yemen 6.4 124 127 16.8 8.6 18.0 95 164 154 11.7 84 173 2.8 |-1.2 3.7 56 04 1.7 28 12 12 47 12 04 19 40
§ Algeria |18.6 16.5 14.6 14.7 164 21.3 21.7 22.8 15.0 133 9.7 235 9.6 (0.8 29 30 00 13 19 -28 -04 26 -08 13 -50 -1.6
o Egypt 23.0 18.6 16.9 16.0 15.1 24.5 229 21.6 154 156 7.6 23.1 80 |-1.2 1.2 1.5 00 -04 -09 1.2 1.6 26 -55-04 12 20
@ Jordan |19.4 20.7 154 189 19.0 25.5 245 24.0 17.2 19.5 88 23.5 10.0(-1.6 6.2 -0.7 -04 -2.6 1.4 24 -16 22 -35 -13 -23 -1.6
KSA 189 19.4 16.1 16.8 18.1 23.6 23.3 248 154 164 84 212 96|12 33 26 0.8 -1.3 0.0 00 -3.6 43 47 -1.3 -2.7 0.8
Lebanon [21.0 17.4 16.5 16.4 18.5 23.2 22.5 244 163 164 12.6 242 9.6 | 1.6 3.7 3.0 2.1 09 -05 -3.6 20 26 -08 1.7 -0.8 0.0
Libya 17.3 13.2 15.0 15.6 13.8 19.9 19.0 18.8 14.6 164 9.7 208 24 |-1.2 33 00 2.1 -09 00 -55 1.2 09 -2.7 25 -1.5 0.8
Ditto |Morocco|20.6 16.1 15.7 17.6 13.8 24.5 23.7 21.2 154 145 84 238 88 |0.8 33 6.0 13 13 -09 20 -04 9.0 -23 0.0 -1.2 24
Palestine | 18.6 21.9 16.1 17.6 15.1 25.9 22,9 22.8 18.0 13.7 10.1 21.9 9.6 |-04 6.2 00 2.5 -13 0.5 -1.6 -1.6 2.6 -39 2.1 -1.5 -32
Sudan 19.4 22.7 16.5 19.3 16.0 24.5 24.1 22.8 184 184 9.7 23.1 12.0{24 25 60 13 -04 0.0 36 -20 69 -2.0 1.7 -38 -2.0
Syria 169 17.8 154 164 164 22.7 23.3 21.2 163 14.1 8.8 223 9.6|28 4.1 38 00 -1.3 19 -12 1.2 52 -3.1 2.1 -1.2 -1.2
Tunisia |16.9 17.4 15.7 15.1 17.7 23.6 21.0 22.0 17.2 13.7 11.8 21.9 10.0({2.0 2.1 -52 1.7 -04 0.0 -2.0 -1.2 1.3 -5.1 -0.8 -1.5 -04
UAE 18.1 15.7 169 17.6 16.0 24.5 22.1 20.8 184 12.1 88 212 72 1.6 41 34 08 -04 05 -1.2 20 69 -1.2 1.3 -3.5 0.0
Yemen |18.6 19.8 15.7 17.6 16.8 23.6 23.3 24.8 19.3 16.0 11.8 23.5 10.8/0.8 29 -3.0 04 -1.7 -23 04 -04 1.7 47 0.0 4.6 -0.8
Algeria | 6.5 45 0.7 38 35 23 59 84 17 106 2.1 58 04|04 29 94 80 35 -05 28 52 86 20 29 3.1 24
Egypt -04 08 07 13 00 00 04 12 09 16 08 08 00]-28 37 38 38 1.7 -14 24 36 56 -1.6 34 -04 0.8
Jordan |14.5 6.6 1.1 126 69 13.0 12.6 164 4.7 20.7 109 150 04 [-24 33 17.6 63 3.0 -09 47 2.8 107 2.7 34 39 6.0
KSA 73 58 04 80 48 37 24 104 43 168 38 65 28 (24 12 86 42 35 09 59 48 69 00 1.7 3.1 56
Lebanon | 0.0 0.0 0.0 00 00 00 00 00 00 -04 04 -04 20|-36 45 82 9.7 47 0.0 40 08 64 27 25 3.1 24
Libya 00 00 00 00 00 00 00 00 00 -04 00 -04 2840 21 75 42 00 -09 36 52 39 04 42 19 24
ICL [Morocco| 69 6.6 0.7 84 48 4.6 55 104 2.1 176 63 10.0 44 |-32 5.0 10.1 80 1.7 00 3.6 3.6 86 12 25 35 4.0
Palestine| 0.0 0.8 04 13 00 00 04 00 09 16 04 04 -12|-20 1.2 97 72 -09 05 04 44 103 1.6 3.8 39 4.0
Sudan 16.1 12.0 3.0 16.0 6.0 12.5 14.6 284 3.0 246 109 21.5 0.0 |-2.8 0.8 109 42 43 -23 47 08 11.6 1.2 25 19 40
- Syria 00 08 00 04 09 00 04 00 09 16 00 04 08(-65 21 60 46 39 -19 44 56 73 39 00 1.2 28
z Tunisia | 0.0 0.8 0.0 04 04 00 04 12 13 16 04 08 16|40 3.7 56 46 1.7 -14 24 52 34 04 50 19 038
2 UAE 08 04 04 25 30 05 08 28 09 47 13 23 20(-12 45 56 50 30 05 1.2 48 73 1.6 00 69 64
g Yemen |[-04 0.8 00 0.8 00 00 04 00 04 08 00 -04 12|-08 29 45 55 04 09 16 64 39 -1.2 38 15 52
E Algeria |25.4 16.1 33.0 269 104 32.4 32.8 28.8 25.8 29.3 18.5 26.2 21.6|/-40 -1.2 -1.9 1.7 22 -19 44 1.6 47 -08 -04 -1.2 32
o Egypt 24.6 18.6 43.8 26.5 15.5 35.2 41.5 31.2 39.5 30.1 15.1 30.0 152|-48 1.2 -6.0 0.0 35 -37 -32 -52 1.7 47 1.7 -1.5 12
Jordan [31.9 23.1 49.4 32.8 20.3 40.7 44.7 38.4 41.2 35.2 21.8 335 264|-52 2.1 56 2.1 17 -09 0.0 00 7.7 00 29 15 1.6
KSA 18.2 20.2 44.6 23.9 13.4 324 37.6 25.6 40.8 309 189 319 16.8|-1.6 74 64 2.1 65 19 08 00 95 1.6 38 04 48
Lebanon | 7.3 1.2 22 38 1.7 153 150 11.2 9.0 152 0.0 69 48 |-56 33 45 30 43 09 -12 44 77 08 2.1 04 1.6
Libya 32.3 21.1 49.8 32.4 16.0 40.7 41.1 40.0 43.3 36.3 20.2 30.4 30.8|-24 4.1 08 55 30 -19 47 -08 69 -35 08 -1.9 0.0
Ditto |Morocco| 8.5 9.9 30.3 84 4.3 14.8 23.7 144 262 12.1 63 11.5 6.0 [-6.5 -2.1 41 3.0 13 -1.9 -20 -52 43 -3.1 0.0 04 24
Palestine |22.6 18.6 30.3 23.5 13.4 34.7 33.2 26.8 29.2 30.1 17.2 23.5 20.8|-2.8 29 0.8 0.0 04 23 -40 -24 1.7 -08 34 -0.8 4.0
Sudan 14.1 10.7 21.3 13.0 5.2 17.1 23.3 18.0 20.6 17.6 10.1 142 10.0|-44 04 30 25 22 -09 04 32 3.0 -1.2 29 2.7 48
Syria 29.0 24.8 42.7 32.4 18.1 40.3 40.7 37.2 369 359 19.3 32.7 22.4|-56 3.7 41 09 39 09 -20 48 69 -23 -04 -19 -04
Tunisia |21.0 14.9 23.6 189 12.1 28.7 27.7 22.4 21.9 25.8 14.7 20.0 15.6(-1.2 2.5 56 3.8 2.6 -1.4 -20 -1.2 7.3 -3.1 04 -1.5 6.0
UAE 242 17.8 43.8 24.8 17.2 37.0 37.9 30.4 34.3 289 17.2 30.8 20.0|-24 50 64 3.8 26 19 00 1.6 43 0.8 13 04 56
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A MCQ vs. Base | A Completion vs. Base

| Trained |
Method On

m < = >
) = = é o 5 —_ < = = = £ R = 5 2 o 5 = k=) = s = =}
‘ ‘< ¥ & ¥ 5 3 2 & & & € S5 s£|2 @4 8 ¥ 8 3 2 & & & € D o=

Algeria |18.1 20.7 15.7 19.3 17.2 28.2 21.7 24.8 159 164 139 250 44|04 62 79 21 -04 19 32 32 86 08 13 19 -0.8
Egypt |22.2 223 16.5 22.3 15.1 29.6 24.5 27.2 15.0 17.2 134 254 5.6 |-0.4 87 64 25 -1.7 -14 08 40 73 24 13 08 0.0
Jordan |[15.3 18.2 17.2 15.1 13.4 23.6 17.8 22.8 15.0 16.8 13.0 24.6 9.2 |-2.8 3.7 139 0.0 0.0 19 35 04 129 35 04 0.8 -2.8
KSA 18.6 22.3 18.0 19.3 15.1 27.8 22.9 27.2 17.2 19.5 139 27.3 10.0(-1.6 6.2 64 34 1.7 05 12 3.6 7.7 3.1 2.1 42 32
Lebanon |21.4 18.6 16.1 19.8 155 29.2 21.0 23.2 129 184 12.2 262 88 |-12 7.0 124 -0.8 1.7 19 47 16 137 -08 08 2.7 1.6
Libya 15.3 19.8 15.7 16.8 11.6 269 15.8 22.4 129 164 11.3 246 8.0 |-1.2 6.6 9.0 04 -04 23 12 56 82 20 21 50 12
Morocco|19.8 16.9 13.9 20.2 15.5 28.7 24.5 24.0 159 18.0 155 26.2 6.0 |-0.8 6.2 109 0.0 1.7 1.4 32 44 103 2.7 29 -04 04
Palestine | 19.3 17.4 16.9 19.8 16.8 30.1 20.2 21.6 13.7 16.0 11.8 25.8 6.0 |-2.8 2.5 45 1.3 -04 0.0 40 3.6 64 -04 00 0.0 0.0
Sudan 169 153 14.2 193 16.4 25.0 16.2 19.6 10.7 164 8.4 21.5 104|0.0 54 135 2.1 22 05 08 28 11.2 1.2 21 15 -2.0
Syria 18.9 20.2 16.5 16.0 17.2 329 22.1 22.8 163 188 11.8 27.7 72 |-1.6 6.2 9.7 42 13 19 32 32 103 1.2 29 23 -20
Tunisia [20.6 17.8 16.1 19.8 13.8 30.1 21.4 22.0 14.2 18.8 10.1 23.8 8.0 |0.8 6.2 1.1 0.8 1.7 05 00 40 6.0 12 29 27 -1.6
UAE 13.7 14.0 15.7 19.8 13.4 255 16.6 20.4 13.7 16.8 13.4 246 11.2({08 79 79 42 13 14 28 3.6 11.6 2.7 04 62 08
Yemen |6.4 124 12.7 168 8.6 18.0 9.5 164 154 11.7 84 173 2.8 |-1.2 37 56 04 1.7 28 12 12 47 12 04 19 40

Ve

ICL ¢

Algeria |18.6 16.5 14.6 14.7 16.4 21.3 21.7 22.8 15.0 13.3 9.7 235 9.6 |08 29 3.0 00 13 19 -2.8 -04 2.6 -0.8 1.3 -5.0 -1.6
Egypt |23.0 18.6 169 16.0 15.1 24.5 229 21.6 154 156 7.6 23.1 80 |-12 12 1.5 00 -04 -09 12 16 26 -55-04 12 -2.0
Jordan [19.4 20.7 15.4 18.9 19.0 25.5 24.5 24.0 17.2 19.5 88 23.5 10.0|-1.6 6.2 -0.7 -04 -26 14 24 -1.6 22 -35 -13 -23 -1.6
KSA 18.9 19.4 16.1 16.8 18.1 23.6 23.3 24.8 154 164 84 212 9.6 (12 33 26 08 -1.3 0.0 0.0 -3.6 43 -47 -1.3 -2.7 0.8
Lebanon |21.0 17.4 16.5 16.4 18.5 23.2 22.5 244 163 164 12.6 242 9.6 |1.6 3.7 3.0 2.1 09 -05 -3.6 2.0 2.6 -0.8 1.7 -0.8 0.0
Libya 17.3 13.2 15.0 15.6 13.8 199 19.0 18.8 14.6 164 9.7 20.8 24 (-12 33 0.0 2.1 -09 0.0 -55 12 09 -2.7 25 -15 0.8
Morocco |20.6 16.1 15.7 17.6 13.8 24.5 23.7 21.2 154 145 84 238 88 0.8 33 6.0 13 13 -09 2.0 -04 90 -23 0.0 -1.2 24
Palestine | 18.6 21.9 16.1 17.6 15.1 259 22.9 22.8 18.0 13.7 10.1 21.9 9.6 [-04 62 0.0 25 -1.3 0.5 -1.6 -1.6 2.6 -39 2.1 -1.5 -32
Sudan |19.4 22.7 16.5 19.3 16.0 24.5 24.1 22.8 18.4 184 9.7 23.1 12024 25 6.0 13 -04 00 3.6 -20 69 -2.0 1.7 -3.8 -2.0
Syria 169 17.8 154 164 164 22.7 23.3 21.2 163 14.1 8.8 223 9.6 (2.8 41 38 0.0 -13 19 -12 12 52 -3.1 2.1 -12 -12
Tunisia [16.9 17.4 15.7 15.1 17.7 23.6 21.0 22.0 17.2 13.7 11.8 21.9 10.0/2.0 2.1 -52 1.7 -04 0.0 -2.0 -1.2 1.3 -5.1 -0.8 -1.5 -0.4
UAE 18.1 15.7 169 17.6 16.0 24.5 22.1 20.8 18.4 12.1 8.8 21.2 72|16 41 34 0.8 -04 05 -1.2 20 69 -12 13 -35 0.0
Yemen |18.6 19.8 15.7 17.6 16.8 23.6 23.3 24.8 19.3 16.0 11.8 23.5 10.8| 0.8 2.9 -3.0 04 -1.7 -23 04 -04 1.7 -47 0.0 -4.6 -0.8

v

Ditto *

Table 8: Cross-country evaluation results for Qwen2.5 7B-Instruct. Models are evaluated on different countries
(columns) after being trained on specific countries (rows). Values represent score difference from the base model.

Method | g:med | A MCQ vs. Base | A Completion vs. Base
2 & s 5 % =2 & 3 =T = 5 2 El2w s 58 2 & z T o= 5 2§
< @m £ ¥ a 4O 2 & @ @ B S5 =< @ 8 ¥ a 4 & @& » B D =

Algeria | 6.5 45 07 38 35 23 59 84 17 106 21 58 04|-04 29 94 80 35 -05 28 52 86 20 29 3.1 24
Egypt -04 08 07 13 00 00 04 12 09 1.6 08 08 00 (-2.8 37 38 3.8 1.7 -14 24 3.6 56 -1.6 34 -04 0.8
Jordan [145 6.6 1.1 12.6 69 13.0 12.6 16.4 4.7 20.7 109 150 04 |-24 3.3 17.6 6.3 3.0 -09 47 28 10.7 2.7 34 39 6.0
KSA 73 58 04 80 48 37 24 104 43 168 3.8 65 28 (-24 1.2 86 42 35 09 59 48 69 00 1.7 3.1 56
Lebanon| 0.0 0.0 00 00 00 00 00 00 00 -04 04 -04 20|-36 45 82 97 47 00 40 08 64 27 25 3.1 24
Libya 00 00 00 00 00 00 00 00 00 -04 00 -04 28|40 21 75 42 00 -09 36 52 39 04 42 19 24
Morocco| 6.9 6.6 0.7 84 48 46 55 104 2.1 176 63 100 44 |-32 50 10.1 8.0 1.7 0.0 3.6 3.6 86 12 25 35 4.0
Palestine| 0.0 0.8 04 13 00 00 04 00 09 16 04 04 -12(-20 1.2 9.7 72 -09 05 04 44 103 1.6 3.8 39 40
Sudan 16.1 120 3.0 160 6.0 125 14.6 284 3.0 24.6 109 21.5 0.0 |-2.8 0.8 109 42 43 -23 47 0.8 11.6 1.2 25 19 4.0
Syria 00 08 00 04 09 00 04 00 09 16 00 04 08]|-65 21 60 46 39 -19 44 56 73 39 00 12 28
Tunisia [ 0.0 08 0.0 04 04 00 04 12 13 16 04 08 1.6 |-40 3.7 56 46 1.7 -14 24 52 34 04 50 19 08
UAE 0.8 04 04 25 30 05 08 28 09 47 13 23 20|-1.2 45 56 50 30 05 12 48 73 1.6 00 69 64
Yemen |-04 08 0.0 08 00 00 04 00 04 08 00 -04 12]-08 29 45 55 04 09 1.6 64 39 -12 38 15 52

ICL

Algeria |25.4 16.1 33.0 26.9 10.4 32.4 32.8 28.8 25.8 29.3 18.5 26.2 21.6|-4.0 -1.2 -1.9 1.7 22 -19 -44 16 47 -08 -04 -1.2 32
Egypt |24.6 18.6 43.8 26.5 15.5 35.2 41.5 31.2 39.5 30.1 15.1 30.0 15248 1.2 -6.0 0.0 3.5 -3.7 -32 -52 1.7 47 1.7 -1.5 1.2
Jordan [31.9 23.1 49.4 32.8 20.3 40.7 44.7 38.4 41.2 352 21.8 335 264|-52 2.1 56 2.1 1.7 -09 00 00 7.7 0.0 29 15 16
KSA 18.2 20.2 44.6 23.9 13.4 32.4 37.6 25.6 40.8 30.9 189 319 16.8(-1.6 74 64 2.1 65 19 0.8 00 95 1.6 3.8 04 48
Lebanon | 7.3 1.2 22 38 1.7 153 150 11.2 9.0 152 0.0 69 48 |-56 33 45 3.0 43 09 -12 -44 7.7 08 21 04 1.6
Libya 32.3 21.1 49.8 32.4 16.0 40.7 41.1 40.0 43.3 36.3 20.2 30.4 30.8|-24 4.1 0.8 55 3.0 -1.9 -47 -08 69 -35 08 -1.9 0.0
Morocco| 8.5 9.9 303 84 43 14.8 23.7 144 262 12.1 63 11.5 6.0 |-6.5 -2.1 4.1 3.0 1.3 -1.9 -2.0 -52 43 -3.1 00 04 24
Palestine | 22.6 18.6 30.3 23.5 13.4 34.7 33.2 26.8 29.2 30.1 17.2 23.5 20.8|-2.8 29 0.8 0.0 04 23 -40 -24 1.7 -0.8 3.4 -0.8 4.0
Sudan |14.1 10.7 21.3 13.0 5.2 17.1 23.3 18.0 20.6 17.6 10.1 14.2 10.0|-4.4 0.4 3.0 2.5 22 -09 04 32 3.0 -1.2 29 27 48
Syria 29.0 24.8 42.7 32.4 18.1 40.3 40.7 37.2 36.9 359 19.3 32.7 22.4|-5.6 3.7 4.1 09 39 09 -2.0 48 69 -2.3 -04 -19 -04
Tunisia |21.0 14.9 23.6 18.9 12.1 28.7 27.7 22.4 21.9 258 14.7 20.0 15.6|-1.2 25 5.6 3.8 2.6 -14 -2.0 -12 73 -3.1 04 -1.5 6.0
UAE 242 17.8 43.8 24.8 17.2 37.0 37.9 30.4 34.3 289 17.2 30.8 20.0|-24 50 6.4 38 26 19 00 1.6 43 08 13 04 56
Yemen |28 29 127 25 04 69 122 40 180 43 25 35 12|12 25 34 00 22 -23 -24-52 39 -74 00 -19 20

Ditto

Table 9: Cross-country evaluation results for Gemma-2 9B-it. Models are evaluated on different countries (columns)
after being trained on specific countries (rows). Values represent score difference from the base model.

15



Method | g:ined | A MCQ vs. Base | A Completion vs. Base

Algeria | -9.7 -15.7 0.0 -11.8 -11.2 -144 -119 -144 -9.0 -10.2 -92 -9.6 -10.8|-04 2.1 11.2 42 3.0 3.7 51 3.6 34 47 88
Egypt -25.4 -26.0 -17.2 -26.9 -20.7 -23.6 -28.9 -34.8 -22.3 -31.3 -17.6 -29.2 -244|-1.6 04 105 50 13 23 3.6 40 47 2076
Jordan -32 83 -04 -55 -52 -69 -79 40 -39 -59 -67 -27 -32|00 08 135 34 26 14 51 32 9.0 2350
KSA -16.9 -194 -6.7 -18.1 -16.4 -18.1 -19.4 -23.2 -16.7 -17.6 -13.4 -13.5 -13.2|-40 2.1 94 55 22 14 24 36 47 5.1 38
Lebanon |-14.5 -17.4 -2.3 -164 -15.5 -14.8 -15.8 -21.6 -12.0 -17.2 -15.5 -16.5 -15.2|-0.8 1.2 109 50 13 5.6 28 4.0 47 43 59 3.

G Libya -145 -16.5 -6.0 -13.5 -134 -13.4 -16.6 -15.6 -13.3 -13.7 -13.0 -11.5 -11.6|-2.8 0.8 9.0 3.8 2.6 42 20 2.8 34 39 38 -0.8

- Morocco | -9.3 -13.6 -6.4 -13.9 -134 -13.0 -15.0 -14.0 -13.3 -12.5 -8.0 -89 -12.0/0.0 1.7 112 34 22 3.7 87 32 52 23 4.6 2.

S Palestine [-19.8 -21.9 -12.7 -18.1 -19.0 -22.7 -20.6 -24.8 -22.3 -21.5 -14.3 -21.2 -188|0.0 0.8 9.7 42 09 42 16 40 04 23 5.0 -04
Sudan -21.8 -25.6 -21.7 -23.5 -18.5 -21.3 -27.7 -27.2 -26.6 -234 -17.2 -21.5 -20.8|-24 04 94 2.1 13 19 48 3.6 86 2.059
Syria 24 -132 -1.1 -84 -69 -51 -55 -88 -64 -51 -55 -42 -48|-1.2 0.8 10.1 50 09 42 51 6.0 56 6.6 7.1
Tunisia |-19.4 -22.7 -7.1 -23.1 -15.1 -17.1 -24.5 -264 -159 -22.7 -11.3 -20.0 -16.4|-04 0.0 8.6 29 3.0 56 59 52 47 63 6.7
UAE -12.1 -16.5 -6.0 -11.8 -10.8 -11.6 -14.2 -18.0 -10.7 -11.7 -10.9 -9.6 -104|-2.0 0.0 82 3.8 13 42 -08 52 69 55 5.0
Yemen (-17.7 -24.0 -7.1 -17.7 -13.8 -16.7 -19.8 -22.8 -21.9 -23.0 -139 -16.2 -15.6/0.0 -0.8 6.0 2.5 09 56 04 2.8 39 43 42
Algeria | -28 -50 30 46 -17 93 32 00 04 43 38 35 -16/|-52 08 -52 -25-09 00 04 1.6 22 3.1 3.8 -2.7
Egypt 48 -62 00 08 -22 -09 -16 20 09 -43 42 -04 -161-6.1 1.7 9.0 -63 04 00 -44 -24 -47 04 2.1 -54
Jordan |-10.5 -13.2 -20.6 -13.9 -99 -83 -13.8 -18.0 -16.3 -10.2 -7.1 -13.9 -9.6 |-6.5 -2.1 -12.4 -7.6 -3.0 -09 -44 -6.8 -64 1.2 1.7 -6.9
KSA -1.2 45 -08 -04 -73 00 -04 -40 -30 -08 21 -19 -28|40 41 -04 13 -04 32 04 16 0.0 1.6 34 -19
Lebanon| 28 00 30 67 17 88 51 36 13 35 51 38 32 |-0429 00 -80 04 28 -1.2 28 09 04 55 -35

Q Libya -04 -66 22 -04 -04 -05 -12 -04 00 08 08 00 20|44 12 -75 -67 -3.0 09 -1.2 -0.8 -47 1.6 2.9

g Morocco| 20 -25 56 29 -09 70 24 28 -04 66 55 42 52|36 33 49 -25 22 -09 00 -0.8 -2.1 1.6 29

a Palestine| 2.8 -50 19 04 09 51 -24 08 -26 -04 42 15 3.6 |-65-0.8 -105 -7.6 -04 0.0 -59 -4.8 -6.0 2.0 2.9
Sudan 24 29 26 25 22 51 32 00 21 27 63 19 36 (3221 -49 -34-09 -28 -20 1.2 -26 0.8 25
Syria 20 25 08 21 09 79 -04 48 04 39 80 15 44 |40 21 -56 -50-04 00 -2.0 -04 -3.0 4329
Tunisia | -04 -08 -08 17 13 74 32 00 -13 04 21 15 40 |24 33 26 -08 22 0.0 0.8 0.0 -3.0 0.0 2.9
UAE 00 -29 56 59 -17 83 40 48 17 59 55 27 68 |-57-04 -86 -34-17-09 -1.2 -1.6 -3.0 0.0 5.5
Yemen |-24 -33 04 -17 -56 60 -12 00 -22 -04 34 -08 16 |-32 46 00 42 17 14 08 24 -392759

Table 10: Cross-country evaluation results for ALLaM 7B-Instruct-preview. Models are evaluated on different
countries (columns) after being trained on specific countries (rows). Values represent score difference from the base
model.

Metho d\Trained | A MCQ vs. Base | A Completion vs. Base
On P - =z P - o =
| % 3 :E 38 2 2z:35 &2 flzs 8858 %5:3 528 3%;
Algeria | -12 -25 -15 1.7 35 -19 3.6 28 -09 20 -04 73 -28|04 00 60 1.7 -1.7 19 24 12 73 20 08 -04 2.0
Egypt -6.5 -4.1 -34 00 60 -37 24 24 04 20 04 27 -32|-24-12 19 1.7 26 19 08 0.0 1.7 -04 04 -3.8 2.8
Jordan 20 1.7 1.1 46 30 14 59 64 30 47 00 50 12 (04 12 82 50 -04 28 24 32 39 12 -13 -3.1 32
KSA 12 21 -26 46 09 -05 20 40 -2.1 0.8 08 46 20 (0.8 00 56 46 -1.7 28 2.0 08 2.1 -1.6 -0.8 -2.3 4.0
Lebanon | -6.1 -4.1 -2.6 -1.3 3.0 -83 04 -0.8 09 08 04 27 -56|-32-12 19 38 -26 14 20 0.8 2.1 20 -04 -08 24
H Libya -13.7 -12.0 -3.7 -5.5 -1.3 -14.8 -79 -44 -2.1 9.8 -3.0 -0.8 -124|0.0 1.2 2.6 34 -09 19 32 28 2.1 -08 -04 -0.8 3.2
d Morocco| 40 25 0.0 29 52 05 67 60 13 70 42 42 04 |-1.6 29 6.0 46 00 28 28 1.6 39 08 -0.8 -04 2.0
= Palestine | -3.6 -3.7 -1.1 25 26 42 12 24 13 20 -04 42 -36|-24 08 49 50 -09 23 20 16 39 12 08 -1.2 2.0
Sudan -1.6 00 -1.1 46 22 -09 32 16 1.7 00 2.1 38 -12|-16 1.2 64 46 04 23 20 0.8 90 04 -13 -2324
Syria 28 1.7 08 42 65 23 36 64 30 66 04 50 08 |-1.6-12 30 1.7 -1.7 1.9 0.8 08 43 12 -1.7 -3.1 32
Tunisia | 0.8 12 -3.4 17 52 -51 1.6 28 -1.3 2.4 -13 27 -1.6|-08 2.1 08 13 -1.7 1.4 00 04 09 -04 13 -2.3 2.4
UAE  |-12 12 -15 59 35 -14 40 44 13 43 21 54 12 |-04 2.1 34 29 00 28 24 28 52 23 -04 -0.4 4.0
Yemen |-48 -54 -2.6 04 39 -51 08 00 -04 04 2.1 19 -04 |04 21 26 2.1 09 14 20 24 09 0.8 1.7 -46 32
Algeria | 0.0 -1.7 00 42 56 -19 12 20 1.7 55 08 65 32 |-2.8-54 -3.0-25 3.0 00 -0.8 -20 1.7 3.5 -3.8 -2.7 3.6
Egypt -32 41 -30 04 13 -05 -24 -04 00 -27 08 0.8 -24|-24 0.0 4.1 -30 09 -2.8 -04 -32 -04 1.2 00 -19 3.6
Jordan 04 -2.1 -04 34 22 14 28 04 09 51 1.7 31 1.6 [-32-04 49 46 09 00 0.0 08 39 31 04 -3.128
KSA 00 -12 04 08 26 23 -08 08 09 24 04 -04 08 [-20 04 1.1 -1.7 1.3 -05-0.8 0.0 1.7 1.6 04 -1.2 24
Lebanon | -6.9 -9.1 -4.1 -3.8 00 -32 -32 -3.6 -1.3 00 -55 23 -12]-3.6 -29 04 34 04 14 44 16 2.1 3.1 -13 -04 28
H Libya 00 -62 -08-08 35 -32 -12-08 1.3 43 -2.1 -0.8 2.0 [-20 -29 22 25 22 19 -28 1.6 43 43 -29 -15 4.0
§ Morocco| 1.2 -2.1 0.8 38 65 00 32 32 04 59 25 50 44 |-04-12 34 25 00 09 40 00 26 2.7 -0.8 -35 44
a Palestine | -1.2 -25 04 50 65 05 16 24 00 70 1.7 1.2 40 |-20 46 -26 -1.7 09 09 04 16 26 2.7 25 0.8 3.6
Sudan 24 -17 1.1 55 60 19 04 48 09 63 1.7 23 4.0 [-04 -37 60 38 -1.3 1.4 0.0 40 47 20 29 -08 3.2
Syria -1.6 -12 -08 29 47 05 08 24 1.7 66 -04 50 44 |32 -66 -30-04 26 14 12 -16 2.1 23 -2.1 -19 6.0
Tunisia | 2.8 -25 0.8 21 26 23 00 36 -09 70 1.7 35 68 |20 -1.7 1.9 0.8 09 09 -0.8 -0.8 1.3 0.8 0.0 42 28
UAE 12 -21 1.1 34 56 19 04 12 09 74 00 15 6.0 |-1.6 -1.2 3.0 50 09 00 04 36 17 47 -04 -15 72
Yemen |-12 -29 -15-08 69 32 -32-08 -26 24 46 35 -12(-20 -12 -3.0 04 26 -14 08 -1.6 1.3 0.0 29 42 44

Table 11: Cross-country evaluation results for SILMA 9B-Instruct. Models are evaluated on different countries
(columns) after being trained on specific countries (rows). Values represent score difference from the base model.
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