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Abstract

Large pretrained foundation models demonstrate exceptional performance and, in
some high-stakes applications, even surpass human experts. However, most of these
models are currently evaluated primarily on prediction accuracy, overlooking the
validity of the rationales behind their accurate predictions. For the safe deployment
of foundation models, there is a pressing need to ensure double-correct predictions,
i.e., correct prediction backed by correct rationales. To achieve this, we propose a
two-phase scheme: First, we curate a new dataset that offers structured rationales
for visual recognition tasks. Second, we propose a rationale-informed optimization
method to guide the model in disentangling and localizing visual evidence for
each rationale, without requiring manual annotations. Extensive experiments and
ablation studies demonstrate that our model outperforms state-of-the-art models
by up to 10.1% in prediction accuracy across a wide range of tasks. Furthermore,
our method significantly improves the model’s rationale correctness, improving
localization by 7.5% and disentanglement by 36.5%. Our dataset, source code, and
pretrained weights: https://github.com/deep-real/DCP

1 Introduction

Input Image

User: Is there a red traffic light in the image?

CLIP: Yes.
User: Explain where it is.

CLIP:

Input Image

User: Is the door of the truck cab open?

GPT-4V: No.
User: Explain why.

Prediction

Rationale

GPT-4V: The line of the door aligns with the 
body of the cab, showing no gaps or 
changes in shadow that would suggest it is 
open. The side mirror is visible in its usual 
position relative to the cab. Rationale

Prediction

Figure 1: Unsafe prediction examples. Cor-
rect prediction, incorrect rationale: CLIP
identifies a red light, but wrongly based on red
balloons. Incorrect prediction, correct ra-
tionale: GPT-4V incorrectly predicts a closed
door, yet based on plausible visual evidence.

Large foundation models, such as CLIP [1] and GPT-
4V [2], exhibit exceptional performance or even sur-
pass human experts in some high-stakes applications,
such as medical diagnosis [3] and autonomous driv-
ing [4, 5]. However, most of these models are cur-
rently evaluated primarily on prediction accuracy,
overlooking a critical aspect for ensuring safety, i.e.,
the validity of the reasons behind their accurate pre-
dictions. Understanding the rationales - the “how”
and “why” behind model predictions - is crucial for
developing safe predictions. Fig. 1 shows typical
examples of unsafe predictions: CLIP might predict
accurately yet based on wrong rationales, whereas
GPT-4V might make wrong predictions based on ra-
tionales that are plausible to humans. To build trust in
real-world deployment, a natural question arises: Can
models make double-correct predictions, i.e., correct
predictions backed by correct rationales?

Correct rationales generally align with how humans
would reason about the same decision and are based

38th Conference on Neural Information Processing Systems (NeurIPS 2024).

https://deep-real.github.io
https://github.com/deep-real/DCP


on valid visual evidence [6, 7, 8]. There are existing attempts to provide rationales for machine
learning models’ predictions. They either explicitly force the models to make decisions based
on human-understandable concepts by introducing bottleneck layers [9, 10], or implicitly inject
commonsense knowledge into models by contrastive learning between similar yet distinct textual
concepts [11, 12]. However, none of them ensures double-correct predictions. Observations from our
previous research [13] and recent studies in the field [14, 15] reveal that these models might provide
incorrect rationales, as they fail to base the rationales on valid visual evidence.

To this end, we develop double-correct predictions by focusing on two foundational aspects:

i) “What” are the correct rationales? Structured rationale acquisition. Existing vision datasets
typically provide ground truth labels of predictions, whereas missing the rationales behind these
decisions [16, 17]. To fill this gap, we curate a new dataset that offers over 4,000 unique textual
rationales designed for predicting the 1,000 categories in ImageNet [18], structured in a tree format.
This design differs from existing knowledge graphs [19, 20, 21], which either provide irrelevant
knowledge for the vision task or are too coarse-grained, providing insufficient information. Our
rationale dataset is tailored to capture the detailed reasoning processes for visual recognition.

ii) “Where” are the correct rationales? Rationale-informed optimization. The other challenge in
developing double-correct predictions is the absence of pixel-wise annotations for rationales’ visual
evidence. Although some datasets provide segmentation masks of object parts [17, 22], they lack
sufficient rationale coverage and are limited to small-scale use cases [23]. To address this issue, we
propose a rationale-informed optimization method to guide the model in disentangling and localizing
the visual evidence of rationales, without requiring manual annotations. Our method can be integrated
into the existing model training process without architectural changes and extra parameters.

We evaluate the proposed method on a wide range of benchmark datasets and tasks. For prediction
correctness, our model outperforms state-of-the-art models in zero-shot, linear probe, and fine-tuning
settings by 2.6%, 2.0%, and 10.1%. For rationale correctness, the empirical results exhibit that our
model significantly improves ground truth rationale localization and rationale disentanglability by
7.5% and 36.5%. Furthermore, the extensive qualitative results and ablation studies demonstrate the
effectiveness of the proposed method.

Our contribution includes: 1) We curate a new structured rationale dataset. 2) A faithful explanation
method tailored for explaining CLIP-ViT predictions. 3) A principled optimization method that
seamlessly integrates structured rationale information to develop double-correct predictions. 4)
Empirical results in a wide range of benchmark datasets and tasks including image classification and
retrieval demonstrate the superior prediction and rationale correctness of our model.

2 Problem Formulation

In this section, we first formally define rationales, then provide the mathematical formulation of the
double-correct prediction problem.

Definition 1 (Rationales) Given a category y, rationales are a set of K underlying abstract notions
{ryk}Kk=1 and relations that capture the reasoning process leading to the recognition of y.

In the real world, rationales can be represented through textual descriptions [24, 25]. For example,
when recognizing a specific breed of dog in an image, the rationales could be a set of concepts such
as the shape of the ears, the color of the fur, and the size of the dog. Mathematically, given a textual
rationale r, we assume the existence of a ground truth labeling function V (x, r) that can provide the
pixel-wise annotations of visual evidence corresponding to r on an input x.

Definition 2 (Double-Correct Predictions) A correct prediction is double-correct when it is backed
by correct rationales that are based on valid visual evidence.

Denote (x, y) ∼ P (X,Y ) as a data point sampled from the training distribution P (X,Y ), g(·) as an
explanation method that attributes the prediction of text r to a group of pixels in input x depending
on model f , ℓ(·) as the task-specific loss function, and F as a function class that is model-agnostic
for the prediction task. To ensure the model f makes double-correct prediction, we propose to solve
the following constrained optimization problem:

min
f∈F

R(f) := E(x,y)∼P (X,Y )[ℓ(f(x), y)] s.t. g(x, r; f) = V (x, r), ∀r ∈ {ryk}
K
k=1. (1)
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The problem in Eq. 1 is challenging to solve, since we neither have access to the rationales {ryk}Kk=1,
nor to the ground truth labeling functions V (·). There are existing attempts that employ domain
experts to manually collect textual descriptions of rationales [22, 26], or pixel-wise annotations of
object parts on the image [17]. However, these approaches are often limited to small-scale datasets,
and impractical in large-scale settings due to the high cost of fine-grained annotations [27, 23].

3 Double-Correct Predictions

To bridge the gaps, in Sec. 3.1 we present how to acquire rationales {ryk}Kk=1, in Sec. 3.2 we propose
a new explanation method g(·), and in Sec. 3.3 we develop double-correct predictions without V (·).

3.1 Structured Rationale Dataset
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Figure 2: Our structured rationales capture the
major attributes and their sub-attributes that
lead to the recognition of objects. Our dataset
offers over 4,000 unique rationales covering
all 1,000 categories from ImageNet [18].

In this section, we curate a new rationale dataset to
offer {ryk}Kk=1 in Eq. 1. According to Def. 1, ratio-
nales are structured human knowledge. Therefore,
ontologies that encapsulate complex, interconnected
information while maintaining semantic relationships
between entities [28, 29], present a proper tool to rep-
resent rationales. The benefits are bi-directional: i) in
the human-to-machine direction, it offers a standard-
ized, machine-readable format; ii) in the machine-to-
human direction, ontology structure mirroring how
humans organize and retrieve information to explain
the model’s decision-making process.

Acquire structured rationales: Different from existing works that are limited to small-scale manual
annotation, we generate our rationale dataset in a scalable manner. Specifically, we utilize Large
Language Models (LLMs) like GPT-4 [2] to extract the structured rationales. Existing studies prove
that GPT-4 has expert-level expertise in commonsense [30] and domain knowledge [31]. However,
we find that directly querying LLMs would yield inconsistent tree structures that can hardly be used
by machine learning models. To address this issue, we provide a series of exemplary structured
rationales before the query, employing in-context learning [32] to extract standardized rationales in a
.JSON format. See Appendix A for our full prompt and rationale examples.

Rationale dataset statistics: Our dataset covers all 1,000 categories in the ImageNet [18]. For each
category, we generate an ontology tree with a maximum height of two. As illustrated in Fig. 2, the root
node is the category, the children of the root are the attributes, and the leaves are the sub-attributes.
The edges represent the relationships between nodes. Combining attributes and sub-attributes, our
dataset contains over 4,000 unique rationales. Our rationale ontology trees capture the reasoning
processes leading to the recognition of the corresponding root categories.

Can we trust the rationales extracted from GPT-4? Although there are plenty of works showing
GPT-4’s remarkable capabilities [30, 31], it still could suffer from hallucinations [33, 34]. However,
evaluations on the generation quality are largely missing from existing works that generate data
from LLMs [9, 35, 36]. To fill this gap and ensure the quality of our rationale data, we conduct
comprehensive human and machine evaluations. As detailed in Sec. 4.1, on a 5-point Likert scale
across three metrics, 964 out of 1,000 categories are scored as having high-quality rationales (≥4.0).

In contrast to existing Knowledge Graphs [19, 20, 21] that either offer knowledge unrelated to the
visual prediction task, or are too coarse-grained that provide insufficient information, our structured
rationales are tailored for visual recognition tasks in a fine-grained attribute level. Furthermore, our
dataset can expand to accommodate new rationales, providing flexibility to dealing with evolving
datasets where more data becomes available. For example, our rationale ontologies can be seamlessly
integrated following the ImageNet [18] category ontology derived from WordNet [20].

3.2 Faithful Explanation Method

In this section, we develop a new explanation method to implement g(·) in Eq. 1. To incorporate both
image and text inputs, we instantiate the model f using the CLIP-ViT architectures [37] because of
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Figure 3: Multi-head Self Attention (MSA)
accumulated mean-ablation study. Based on
Eq. 2, we replace the direct effects of MSAs
up to a specific layer with their mean values
calculated across the ImageNet [18] valida-
tion set. Most of the performance gains can
be attributed to the final layers of the ViT.

Table 1: Weakly-supervised segmentation accu-
racy on ImageNet-Seg [45]. We threshold explana-
tion heatmaps from CLIP-ViT-L-14 as segmentation
masks. Our method outperforms existing explana-
tion methods in segmentation accuracy, demonstrat-
ing the high faithfulness of our explanations.

Exp. Methods Pixel Acc. ↑ mIoU ↑ mAP ↑
LRP [46] 52.81 33.57 54.37
rollout [39] 60.63 40.64 74.47
row attention 65.67 43.83 76.05
GradCAM [41] 70.27 44.50 70.30
Chefer et al. [40] 69.21 47.47 78.29
TextSpan [44] 75.21 54.50 81.61
Ours 76.27 58.04 82.17

their proven capability [1, 38]. Existing methods for explaining the ViT model either directly use the
attention maps as explanations [39], or weigh them using gradients [40, 41]. However, these methods
might be unfaithful to the ViT predictions. This is because the computation of each ViT prediction
involves queries, keys, and values, whereas the attention maps only capture the inner products of
queries and keys, ignoring information in values that also affect predictions [42, 40]. Therefore,
explanations based on attention maps might not fully reflect the reasons behind ViT predictions.

Decompose ViT outputs: Recent works [43, 44] prove that, for ViT models, the image embeddings
can be decomposed into the contributions of each token within each attention head. Let ϕ and θ
parameterize the image- and text-encoder of the CLIP-ViT model, P is the projection matrix, L, M ,
N are the numbers of layers, heads, and image tokens, al,mi is the output of the m-th attention head
in layer l for the i-th image token, then the embedding of image I can be decomposed as:

eI = fϕ(I) = PViT(I) =
∑L

l=1

∑M
m=1

∑N
i=0Pal,mi . (2)

By contracting along layers and heads, [44] calculates the contribution of the i-th image token to the
final image embedding using

∑L
l=1

∑M
m=1Pal,mi .

Faithful explanations weighted by mean-ablation results: As indicated by our mean-ablation
results in Fig. 3, the final layers contribute the most to the predictions, whereas the earlier layers have
minimal impact. Thus, noise from early layers could obscure key information by a naive summation
across all layers as in [44]. To address this issue, we weigh each layer’s contribution based on its
importance, measured by the corresponding performance drop in the mean-ablation study. Denote
the performance drop of layer l as ∆l, we calculate the contribution of the i-th image token by:

ei =
∑L

l=1w
l∑M

m=1Pal,mi , where wl =
∆l∑L
j=1∆j

. (3)

Note that ei is projected onto the image-text embedding space by P . Thus, we can use g(I, r) =
{⟨ei, fθ(r)⟩}i∈I to calculate the explanations of rationale r on an image I , i.e., visual evidence.

Our method significantly improves the explanation accuracy, as shown in Tab. 1. In contrast to
attention-based explanations [39], our method fully utilizes the information from queries, keys, and
values that are used for ViT predictions. Compared to gradient-weighted attention maps [40, 41], our
method cuts down the computational complexity from O(n2) to O(n) over n image tokens.

3.3 Rationale-informed Optimization

In this section, we develop double-correct predictions by disentangling and localizing rationales
without pixel-wise human annotations V (·) in Eq. 1.

Disentanglement via reconstruction: Drawing insights from our previous research [47, 13], we
propose to contrast between explanation heatmaps of rationales to guide the model training in a self-
supervised manner. Specifically, we enforce the following two constraints: i) the image embeddings
for different rationales within the same category are disentangled, and ii) the aggregated image
embedding of all rationales within the same category aligns with the text embedding of the category.
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Mathematically, the backbone objective is to learn a mapping function f ∈ F such that for each
image-text pair (I, T ) ∼ P (I,T), the embeddings fϕ(I) and fθ(T ) are aligned in a shared space
if they are a correct match, where T is a text description of category y. Let ℓ(·) be the InfoNCE
loss [48]. h(g(I, r)) =

∑
iei · 1(g(I, r)i > τ) extracts the image embedding of a given rationale.

D(·, ·) is a distance metric such as L2 distance. τ , ϵ, and δ are thresholding hyperparameters. For all
r, r′ ∈ {ryk}Kk=1, we propose to develop double-correct predictions by optimizing:

min
f∈F

R(f) := E(I,T )∼P (I,T)[ℓ(fϕ(I), fθ(T ))] ◁ Correct Predictions

s.t. D(h(g(I, r)), h(g(I, r′))) ≥ ϵ,︸ ︷︷ ︸
Disentanglement

D(
∑

r h(g(I, r)), fθ(y)) ≤ δ.︸ ︷︷ ︸
Reconstruction

◁ Correct Rationales (4)

Intuitively, the reconstruction term prevents the disentanglement from collapsing into trivial solutions,
thereby ensuring localization. Solving Eq. 4 often leads to a non-convex problem, wherein methods
such as stochastic gradient descent (SGD) cannot guarantee constraint satisfaction [49, 50]. To
address this issue, we leverage Karush–Kuhn–Tucker (KKT) conditions [51, 52] and introduce
Lagrange multipliers λ and γ to convert the constrained problem into its unconstrained counterpart:

min
f∈F

{R(f) := E(I,T )∼P (I,T)[ℓ(f(I, T ))]

+ λD(h(g(I, r)), h(g(I, r′))) + γD(
∑

r h(g(I, r)), fθ(y))}.
(5)

Our method has the following merits: i) In contrast to existing works that rely on expensive pixel-wise
annotations to localize objects [53, 54], the proposed rationale-informed optimization achieves a
more fine-grained, attribute-level localization without manual annotations. ii) Our method can be
integrated into vision-language model training without architectural changes and extra parameters.

4 Experiments

In this section, we first evaluate the quality of our curated rationale dataset in Sec. 4.1. To best validate
double-correct predictions, we then conduct a series of experiments to compare the proposed method
with existing methods in Secs 4.2 - 4.7. The experimental results prove that our model achieves
superior prediction and rationale correctness on a wide range of benchmark datasets and tasks.

4.1 Evaluation of Rationale Quality

Metrics: We focus on three essential aspects of the rationale quality. (1) Factual Consistency:
whether the rationales are consistent with facts. (2) Comprehensiveness: whether the rationales
provide sufficient information necessary to predict the category. (3) Visual Disentanglement: whether
the rationales are visually disentanglable or non-overlap. We rate them on a 5-point Likert scale
scoring system, where higher scores indicate better performance. For example, in Factual Consistency,
score 5 means 100% of the generated rationales are consistent with facts, score 4 means 75%, score 3
means 50%, score 2 means 25%, and score 1 means completely wrong.

Evaluators: (1) Human Evaluators: We recruited four human evaluators, who are mostly graduate
students. They are asked to conduct assessments based on commonsense knowledge and perform
Internet searches for validation. On average, it takes them around one minute per sample. (2)
Machine Evaluators: The latest GPT-4o and GPT-4v models (date accessed: Aug. 6th, 2024). For
each evaluation, we perform three independent runs and calculate the average scores. Note that
expanding human evaluations to the entire dataset is not scalable. To this end, we first prove the
reliability of machine evaluations, then use it to automatically evaluation the entire dataset.

Human evaluations: We sample three independent groups of data from our rationale dataset, each
consisting of 50 categories and their corresponding rationales. Specifically, categories were randomly
selected from their superclasses: Animals (20), Objects & Artifacts (15), Natural Scenes (5), Plants
(5), and Human Activities (5). This ensures that not only each superclass is represented but also that
our results are robust [55]. As shown in Tab. 2, The dataset consistently achieves scores of 4.61 or
higher on the average of evaluators for each metric, indicating that over 90.3% of the rationales for
each category are highly factual, comprehensive, and visually disentanglable.

Machine evaluations: Note that the scores of all three metrics are almost identical between machines
and humans. The Pearson Correlation coefficient of 0.82 reveals the strong positive correlation
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Table 2: Evaluation results of rationale quality. Both machine and human evaluators receive the same
instructions about the metrics. The scores for all three metrics are nearly identical between machine
and human evaluators, indicating that over 90.3% of our rationales are of high quality.

Evaluators Factual Consistency Comprehensiveness Visual Disentanglement
GPT-4o 4.89±0.05 4.55±0.06 4.66±0.06
GPT-4v 4.92±0.03 4.67±0.05 4.70±0.02
Machine Avg. 4.91 4.61 4.68
Human-A 4.85±0.11 4.64±0.19 4.42±0.15
Human-B 4.97±0.02 4.77±0.02 4.20±0.11
Human-C 4.78±0.04 4.60±0.11 4.78±0.10
Human-D 4.81±0.08 4.65±0.05 4.77±0.07
Human Avg. 4.85 4.66 4.54

between machine and human evaluators. Based on this observation, we further conduct machine
evaluations on the entire dataset efficiently. Our results indicate that 964 out of 1,000 categories have
high-quality rationales (≥4.0). See detailed results for the entire dataset in Appendix. B.

4.2 Benchmark Datasets and Implementation Details

Backbone model: Due to the computational cost of training large vision-language models (VLMs)
from scratch, we focus on fine-tuning experiments. Specifically, we fine-tune the ViT-B/32 variant of
CLIP on the ImageNet [18] dataset combined with our curated rationale dataset. To maintain simple
and interpretable rationales, the ontology graph for each category is limited to a maximum depth of
two, allowing for the extraction of five to six independent concepts on average.

Baseline models: We compare our model with state-of-the-art VLMs that use ViT-B/32 as their vision
encoders, including large-scale pretrained models (CLIP [1], DeCLIP [56]), knowledge-augmented
model (NegCLIP [11]), and fine-grained alignment models (FILIP [57], PyramidCLIP [53]). For
fair comparisons, we also compare our model with ImageNet [18] fine-tuned models using the same
CLIP initialization and augmented text descriptions as our model, including full model fine-tuning
(-ft) and vision-encoder-only fine-tuning (-ft-vision).

Evaluation datasets: We validate the prediction correctness of the models on image classification and
image-text retrieval tasks. For image classification (zero-shot, linear probe), experiments are carried
out on nine benchmark datasets, including CUB [17], Caltech101 [58], OxfordPets [59], Food101 [60],
SUN397 [61], StanfordCars [62], DTD [63], CIFAR-10 [64], and CIFAR-100 [64]. For retrieval, we
conduct experiments on Flickr30K [65] and MSCOCO [66]. To evaluate the correctness of rationales,
we evaluate the models’ rationale localizability on CUB-Part [67] and PartImageNet [68] that provide
ground truth segmentation masks of object parts, e.g., “head” and “body”. Furthermore, we evaluate
the rationale disentanglability on the aforementioned nine benchmark datasets. More details can be
found in Appendix D.

Implementation details: We follow the same architecture design as CLIP [1] for ViT-B/32. The
input resolution of image encoder is 224×224 and the maximum context length of text encoder is 77.
We train our model using an AdamW [69] optimizer and the cosine learning rate scheduler with a
linear warmup. Specifically, the learning rate linearly increases from 0 to the peak value within 10%
of the total steps, and then decreases with a cosine anneal strategy. Our learning rate is set to 5e-7
and train the model for eight epochs. More details can be found in Appendix D.

4.3 Evaluation Metrics

Prediction correctness: We use standard category prediction accuracy to evaluate the prediction
correctness for zero-shot, linear probe, and fine-tuned settings.

Rationale correctness: We define two new metrics to measure rationale correctness.

i) Rationale localizability. We evaluate the correctness of rationales using ground truth segmentation
masks of object parts [67, 68]. Following the standard evaluation protocol [70], we threshold the
rationale explanation heatmaps to segmentation masks and calculate a mean Intersection over Union
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Table 3: Comparison of prediction accuracy (%) on nine benchmark datasets. Our results are on the
average of three trials of experiments using different random seeds. We highlight the best results and
the second best results. Surprisingly, different from most interpretability methods that compromise
benchmark performance, our method also enhances prediction accuracy.

Metrics Models C10 C100 CUB CAL PETS F101 SUN CARS DTD AVG

Zero-shot
Accuracy (%)

CLIP 91.3 65.1 51.5 87.9 87.0 84.4 63.2 59.4 44.5 70.5
DeCLIP 91.2 66.4 51.2 89.5 79.5 74.6 63.4 50.6 42.7 67.7
NegCLIP 85.7 60.9 37.4 81.0 79.7 71.1 57.0 45.4 37.5 61.7
FILIP 86.9 65.5 37.5 91.9 88.1 82.8 69.1 55.4 49.3 69.6
PyramidCLIP 81.5 53.7 52.7 81.7 83.7 67.8 65.8 65.0 47.2 66.6

CLIP-ft 83.6 59.5 46.3 83.6 81.6 78.7 54.2 45.3 33.9 63.0
CLIP-ft-vision 86.1 56.0 42.2 81.0 79.8 65.1 56.7 42.2 38.7 60.9
Ours 90.8 68.1 56.0 89.3 88.5 84.3 70.6 62.3 47.7 73.1

Linear Probe
Accuracy (%)

CLIP 95.1 80.5 71.4 93.0 90.0 88.8 76.6 81.1 76.5 83.7
DeCLIP 96.5 84.7 65.0 94.8 89.2 85.0 75.0 81.6 78.5 83.4
NegCLIP 94.3 79.3 71.8 98.7 89.5 85.6 78.6 75.0 81.3 83.8
FILIP 95.1 82.4 77.0 99.1 88.3 83.4 78.7 76.8 88.3 85.5
PyramidCLIP 96.0 82.5 72.3 96.4 87.8 83.3 77.5 82.6 77.3 84.0

CLIP-ft 93.1 76.5 70.7 98.1 88.1 81.7 75.8 58.6 76.3 79.9
CLIP-ft-vision 93.7 77.9 71.7 98.3 88.6 84.3 76.4 73.9 75.4 82.2
Ours 95.6 82.7 77.2 99.3 92.9 88.1 79.8 83.0 88.9 87.5

(mIoU ↑) score with the ground truth masks across different object parts. Specifically, the dynamic
threshold τ = µ+ σ, where µ and σ are the mean and standard deviation of importance values of all
pixels in a heatmap. The pixel with an importance value larger than τ is set to 1, otherwise 0.

ii) Rationale disentanglability. As shown in Fig. 4, for the CLIP model [1], the visual evidence
of different rationales is entangled. Specifically, we treat the disentanglement between the visual
evidence of different rationales as an important metric to evaluate whether the model can distinguish
rationales. Specifically, we treat rationale explanation heatmaps m and m′ as vectors and calculate
1− |⟨m,m′⟩| as an intuitive measure of disentanglability, the higher metric value the better.

4.4 Evaluation on Prediction Correctness

Zero-shot image classification: We compare our model against other state-of-the-art and fine-tuned
VLMs on zero-shot image classification tasks. The results are shown in Tab. 3. On the average of
nine datasets, our model outperforms the second-best result by 2.6%. The results indicate the strong
transferability of our model to other vision datasets.

Linear probe: Following the common practice [1, 71], we conduct linear probe experiments on the
nine image classification datasets. As shown in Tab. 3, our model outperforms the second-best result
by 2.0%. These results demonstrate the superior vision representations learned by our model.

Fair comparison with fine-tuned models: As shown in Tab. 3, our model outperforms the best
fine-tuned model by 10.1% and 5.3% on zero-shot and linear probe results. This suggests that the
proposed Rationale-informed Optimization is essential in improving the model’s performance.

4.5 Evaluation on Rationale Correctness

Rationale localizability: We compare our model with state-of-the-art and fine-tuned VLMs. As
shown in Tab. 4, our model significantly improves the localization accuracy of rationales by 7.5%
and 6.0% on CUB-Part [67] and PartImageNet [68]. This suggests that even without using explicit
region annotations, our method significantly enhances the model’s localizability of rationales.

Rationale disentanglability: We compare the rationale disentanglement performance of our model
with state-of-the-art and fine-tuned models. As shown in Tab. 5, on the average of nine image
classification datasets, our model outperforms the second-best result by 36.5%. This significant
improvement reveals that our model can distinguish between different rationales.

Fair comparison with fine-tuned models: To evaluate whether our model’s performance gain can
be obtained by solely introducing information from our rationale dataset, we conduct fair comparison
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Figure 4: Qualitative results of rationale disentanglement and localization. The rationales’ visual
evidence of the CLIP model [1] typically highlights the entire object, lacking precise localization. In
contrast, our model can correctly localize rationales, thereby enhancing trust in its predictions.

Table 4: Comparison of rationale localizability on CUB-Part [67] and PartImageNet [68]. As detailed
in Sec. 4.3, we threshold rationales’ explanation heatmaps as segmentation masks and calculate their
mIoU (↑) with ground truth masks of corresponding object parts. Our model significantly improves
the localization accuracy of fine-grained object parts. Full table in Appendix C.

Models Training
Size

CUB-Part PartImageNet
Head Beak Tail Wings Eyes Torso Avg.

CLIP 400M 16.6 3.1 9.9 25.5 3.3 28.0 14.4 5.2
DeCLIP 88M 6.9 2.0 5.1 16.2 1.5 18.4 8.3 3.7
NegCLIP 400M+COCO 15.1 3.0 7.5 26.1 2.5 29.4 13.9 5.2
FILIP 340M 10.3 2.4 7.3 20.5 3.4 23.7 11.2 4.0
PyramidCLIP 143M 10.7 2.9 6.0 17.0 1.8 20.5 9.8 3.9

CLIP-ft 400M+IN 13.5 3.3 5.8 22.9 2.1 25.5 12.1 4.5
CLIP-ft-vision 400M+IN 7.4 2.5 7.9 26.4 1.6 22.0 11.3 4.4
Ours 400M+IN 25.3 10.1 12.7 32.6 15.7 35.2 21.9 11.2

experiments with fine-tuned CLIP models. We compare our model with baseline (CLIP-zs), full
model fine-tuning (CLIP-ft), and vision-only fine-tuning (CLIP-ft-vision). All fine-tuned models use
the same CLIP initialization and receive the same language supervision as our model. As shown
in Tabs. 4& 3, our model outperforms the best fine-tuned model by 9.8% and 41.1% on rationale
localizability and disentanglability. This indicates that naive fine-tuning using augmented information
without constraints would deteriorate the rationale correctness of the model.

Qualitative results: In Fig. 4, we show the visualizations of our visual evidence of different rationales.
As shown, the rationales’ visual evidence of the CLIP model [1] are entangled and mislocalized. In
contrast, the rationales’ visual evidence of our model are visually distinct and correctly localized.

4.6 Ablation Study

Ablation on rationale disentanglement: The “w/o disen.” refers to a variant of our method without
rationale disentanglement constraint. As shown in Tab. 7, the rationale localizability decreased by
10.4%, indicating the model might not learn to distinguish between rationales without constraints.

Ablation on reconstruction: The “w/o recon.” refers to a variant of our method without reconstruc-
tion constraint. As shown in Tab. 7, the rationale localizability and prediction accuracy drastically
decreased by 13.3% and 30.2%. This reveals that recklessly optimizing the disentanglement between
rationale can easily fall into trivial solutions.

Generalize to different rationale sets: According to DCLIP [9], using the text embeddings of con-
cepts as a bottleneck layer to force the CLIP model [1] to predict based on them can improve prediction
accuracy and interpretability. Specifically, the final prediction will be made by the average embedding
similarity between the image and all concepts, namely ŷ = argmaxy

1
K

∑K
k=1⟨fϕ(I), fθ(c

y
k)⟩. We
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Table 5: Comparison of rationale disentanglement. We conduct experiments on nine image classifica-
tion datasets. Our results are on the average of three trials using different random seeds.

Models C10 C100 CUB CAL PETS F101 SUN CARS DTD AVG
CLIP 0.249 0.445 0.475 0.442 0.540 0.481 0.519 0.353 0.287 0.420
DeCLIP 0.303 0.297 0.359 0.395 0.388 0.392 0.360 0.332 0.258 0.343
NegCLIP 0.386 0.319 0.456 0.401 0.440 0.491 0.495 0.389 0.261 0.404
FILIP 0.367 0.359 0.267 0.260 0.305 0.384 0.427 0.371 0.378 0.346
PyramidCLIP 0.299 0.300 0.428 0.418 0.391 0.318 0.397 0.359 0.283 0.355
CLIP-ft 0.378 0.346 0.469 0.389 0.434 0.374 0.383 0.339 0.251 0.374
CLIP-ft-vision 0.327 0.393 0.433 0.431 0.491 0.475 0.423 0.357 0.274 0.400
Ours 0.697 0.714 0.831 0.821 0.920 0.823 0.749 0.776 0.734 0.785

Table 6: Comparison of zero-shot image-text re-
trieval accuracy (%). Double-correct prediction
enhances the model’s visual understanding. (Note
that NegCLIP is trained on MSCOCO [66])

Models MSCOCO Flickr30K

I2T T2I I2T T2I
CLIP 32.5 28.6 64.0 60.9
DeCLIP 32.6 22.1 59.8 46.2
NegCLIP - - 69.3 68.1
FILIP 33.6 36.4 52.9 53.3
PyramidCLIP 37.1 37.6 69.0 69.6
CLIP-ft 24.3 25.1 42.5 41.6
CLIP-ft-vision 25.9 27.2 49.1 55.5
Ours 38.4 37.1 69.5 68.9

Table 7: Ablation study on proposed con-
straints using CUB-Part [67] and CUB [17].

Models mIoU (↑) Acc. (%)
Ours w/o disen. 11.5 ± 1.3 43.3 ± 0.8
Ours w/o recon. 8.6 ± 0.8 25.8 ± 0.7
Ours (full) 21.9 ± 1.6 56.0 ± 0.5

Table 8: Comparison of rationale-based pre-
diction accuracy (%) on ImageNet [18].

Model CLIP CLIP-ft Ours
+ concepts 63.1 67.5 70.5
+ rand. str. 63.3 68.6 68.3
∆ +0.2 +1.1 -2.2

use the concept set provided in [9] rather than our training rationale dataset. As shown in Tab. 8, our
model can generalize to an unseen concept set with improved prediction accuracy.

Ablation using random string: WaffleCLIP [72] shows that random concept strings as bottlenecks
can achieve similar performance gains in DCLIP [9]. We conduct an ablation study using the random
strings provided by [72]. As shown in Tab. 8, since our model can distinguish between different
rationales, the random strings deteriorate the prediction accuracy of our model.

4.7 Evaluation on Retrieval Tasks

Zero-shot image-text retrieval: We evaluate our model on zero-shot image-text retrieval tasks. As
shown in Tab. 6, the improved rationale correctness also benefits retrieval tasks.

Rationale-based text-to-image retrieval: To better evaluate the rationale correctness of our model,
we conduct a novel retrieval task: rationale-based text-to-image retrieval. The model should retrieve
the image with a specified rationale presented. As shown in Fig. 5, in contrast to the CLIP model [1]
that entangles rationales with specific categories, our model precisely understands the semantic
meaning of rationales independent to categories.

5 Related Works

Vision model explainability. A widely adopted branch of explainability methods post hoc generates
heatmaps to identify the image regions most crucial to the model’s predictions, e.g., GradCAM [41],
LIME [7], and SHAP [73]. Although useful for revealing the correlations between inputs and outputs,
such explanations might be ambiguous, and fail to correspond to high-level concepts that humans
easily understand [8]. Methods like TCAV [74] curate attribute datasets to explain vision models using
concepts familiar to humans. However, such methods can fail when the models do not learn these
concepts [75]. Another branch of methods attempts to design specific architecture to intrinsically
interpret model predictions, e.g., CBM [76] and ProtoPNet [77]. However, they cannot guarantee the
model learns the semantic meanings of the concepts correctly [14] and yield compromised prediction
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(b)  Query: “a photo of wings.”

Figure 5: Qualitative results of zero-shot text-to-image retrieval on MSCOCO [66]. The task is to
retrieve the top-5 images with a given rationale presented. The CLIP results reveal a significant
entangle of rationales with a specific category, such as “long neck” with giraffes and “wings” with
airliners. In contrast, our model treats rationales independently from categories, thus offering diverse
retrieval results. For example, the “long neck” found in birds, giraffes, dears, and bottles.

accuracy [76]. Different from existing works, our method incorporates explanations to guide the
model training, achieving accurate predictions backed by correct rationales.

Knowledge augmentation for vision-language models. Visual models often learn spurious corre-
lations that stem from data biases unrelated to the causal explanation of interest [78, 79], whereas
external knowledge allows models to learn the right features [77, 80]. Existing attempts for injecting
knowledge into the models are often from the language modality. K-LITE [81] enrich the image
caption using knowledge from WordNet [20] and Wikitionary [82]. NegCLIP [11] and DANCE [12]
improve the commonsense understanding of CLIP by generating hard negative captions, the latter uses
knowledge from ConceptNet [19]. StructureCLIP [83] leverages scene-graphs [21] to incorporate
knowledge into text embeddings. However, our results (Tabs. 4& 7) reveal that solely augmenting
information in the language cannot guarantee the model learning correct features. In contrast to these
works, our method offers supervision signals from both modalities to ensure double-correctness.

Contrastive vision-language alignment. Different from conventional multimodal learning that fuses
different modalities [84, 85], large-scale vison-language pretrained models, such as CLIP [1] and
ALIGN [71], exhibit promising zero-shot transferability to downstream tasks. However, their global
alignment objective is coarse, which only learns the existence of objects like bag-of-word while
ignoring their localizations [11]. Recent attempts like PyramidCLIP [53] and X-VLM [54] leverage
object region annotations to align word phrases with image regions. DeCLIP [56] and FILIP [57]
align text with image regions through self-supervised learning. However, their supervision is limited
to a coarse, object-level granularity. Different from these works, our method offers fine-grained,
concept-level supervisory signals of rationales without expensive manual annotations.

6 Limitation

While our study advances the double-correctness of predictions, it is not without limitations. First,
the absence of explicit ground truth for rationale localization in large-scale datasets remains a
significant challenge. We mitigated this by leveraging a self-supervised rationale disentanglement
and localization method, but this approach depends heavily on the quality of the structured rationale
ontologies. Second, our methods, though effective, are computationally intensive, which may limit
their applicability in resource-constrained scenarios.

7 Conclusion

We introduce a new concept of double-correct predictions aimed at training vision-language founda-
tion models to make accurate predictions backed by correct rationales, thereby enhancing their safety
for real-world deployment. To support this, we establish a solid foundation for the development
of double-correct predictions. Specifically, we develop a unique dataset with structured rationales
that clearly outline the reasoning processes necessary for visual recognition tasks. Furthermore, we
propose a principled rationale-informed optimization method tailored for double-correct prediction.
Our comprehensive empirical evaluations demonstrate that our method significantly enhances the
double correctness of vision-language model predictions.
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Appendix

A Full Prompts

Our Prompt to Obtain Structured Rationales

American Robin = {
"nodes": [

{"id": "American Robin", "label": "American Robin"},
{"id": "Breast", "label": "Breast"},
{"id": "Tail", "label": "Tail"},
{"id": "Beak", "label": "Beak"},
{"id": "Eyes", "label": "Eyes"},
{"id": "Red", "label": "Red"},
{"id": "Gray", "label": "Gray"},
{"id": "Yellow", "label": "Yellow"},
{"id": "Round", "label": "Round"},
{"id": "Long", "label": "Long"}

],
"edges": [

{"source": "American Robin", "target": "Breast", "relation": "has"},
{"source": "American Robin", "target": "Tail", "relation": "has"},
{"source": "American Robin", "target": "Beak", "relation": "has"},
{"source": "American Robin", "target": "Eyes", "relation": "has"},
{"source": "Breast", "target": "Red", "relation": "is"},
{"source": "Tail", "target": "Gray", "relation": "is"},
{"source": "Beak", "target": "Yellow", "relation": "is"},
{"source": "Eyes", "target": "Round", "relation": "are"},
{"source": "Tail", "target": "Long", "relation": "is"}

]
}

Airliner = {
"nodes": [

{"id": "Airliner", "label": "Airliner"},
{"id": "Wings", "label": "Wings"},
{"id": "Tail", "label": "Tail"},
{"id": "Fuselage", "label": "Fuselage"},
{"id": "Engines", "label": "Engines"},
{"id": "Windows", "label": "Windows"},
{"id": "Logo", "label": "Logo"},
{"id": "Large", "label": "Large"},
{"id": "Horizontal stabilizer", "label": "Horizontal stabilizer"},
{"id": "Cylindrical", "label": "Cylindrical"},
{"id": "Under wings", "label": "Under wings"},
{"id": "Rowed", "label": "Rowed"},
{"id": "Tail fin", "label": "Tail fin"}

],
"edges": [

{"source": "Airliner", "target": "Wings", "relation": "has"},
{"source": "Airliner", "target": "Tail", "relation": "has"},
{"source": "Airliner", "target": "Fuselage", "relation": "has"},
{"source": "Airliner", "target": "Engines", "relation": "has"},
{"source": "Airliner", "target": "Windows", "relation": "has"},
{"source": "Airliner", "target": "Logo", "relation": "has"},
{"source": "Wings", "target": "Large", "relation": "are"},
{"source": "Tail", "target": "Horiz. stabilizer", "relation": "has"},
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{"source": "Fuselage", "target": "Cylindrical", "relation": "is"},
{"source": "Engines", "target": "Under wings", "relation": "are"},
{"source": "Windows", "target": "Rowed", "relation": "are"},
{"source": "Tail", "target": "Tail fin", "relation": "has"}

]
}

What are useful visual concepts for distinguishing a {category_name}
in a photo? These features should be visually distinctable and have
limited overlap with each other. These features should include
attributes and their relations. For each item, you should be concise
and precise, and use no more than five words. No ambiguous answers.
Show your answer using a tree structure in JSON format strictly
following the examples shown above. Only contains two depths of
nodes (depth 1: attributes, depth 2: subattributes). No connections
between node with the same depth. Do not contain a node without an
edge connected to it. No other explanations, only provide the graph.

B Machine Evaluation on Full Dataset

Table 9: The machine evaluation results on the quality of the full rationale dataset.
Evaluators Factual Consistency Comprehensiveness Visual Disentanglement

GPT-4v 4.74 4.39 4.52
GPT-4o 4.89 4.59 4.61

C Full Table

Table 10: Evaluation on PartImageNet [68] with ground truth region of parts using ViT-B/32 vision
encoder. We summarize the annotated parts for different categories into 13 common parts. We apply
thresholds to the explanation heatmaps and calculate their mIoU with ground truth masks. Our model
improves the localization accuracy of each part, even though they appear significantly different across
categories, such as “wings” for birds and airliners.

Model Head Body Foots Tail Hands Fin Wings Tiers Mirror Seat Seal Engine Mouth Avg.
CLIP 8.4 9.6 3.9 2.5 4.7 3.5 5.5 4.2 0.9 2.5 11.1 3.8 7.6 5.2
DeCLIP 5.9 6.5 3.2 2.4 3.7 1.8 5.2 3.0 0.5 1.7 5.4 2.7 5.9 3.7
NegCLIP 8.3 8.1 4.7 2.1 5.2 3.7 5.7 4.1 0.7 2.0 12 3.7 6.9 5.2
FILIP 5.4 6.9 3.2 2.6 3.9 3.0 5.8 3.4 0.5 1.8 6.9 3.1 4.9 4.0
PyramidCLIP 4.9 7.4 3.3 1.7 5.7 2.8 5.2 3.8 0.8 1.6 7.7 1.8 4.0 3.9
CLIP-ft 6.9 7.3 3.5 1.9 4.9 2.6 5.5 4.2 0.5 1.9 9.7 2.6 6.5 4.5
CLIP-ft-vision 6.4 6.9 3.4 2.1 4.4 2.5 5.4 4.1 0.7 2.1 9.3 2.9 6.4 4.4
Ours 16.7 21.1 8.9 7.2 10.4 7.9 11.5 10.1 3.2 5.5 26.3 4.7 12.3 11.2

D Implementation Details
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Table 11: Datasets for classification task.
Dataset Abbreviation Classes Train Size Test Size

CIFAR-10 C10 10 50,000 10,000
CIFAR-100 C100 100 50,000 10,000

Describable Textures DTD 47 3,760 1,880
Stanford Cars CARS 196 8,144 8,041

Food-101 F101 101 75,750 25,250
Oxford-IIIT Pets PETS 37 3,680 3,669

SUN397 SUN 397 19,850 19,850
Caltech-101 CAL 102 3,060 6,085

CUB-200-2011 CUB 200 5,994 5,794

NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly outline the main claims of the paper,
delineating both the theoretical and experimental contributions, which are supported by the
results presented.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The paper comprehensively discusses the limitations of the proposed methods,
including robustness against violations of underlying assumptions and scalability concerns.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: The paper provides a detailed presentation of full assumptions and definitions,
as presented in Secs. 2& 3. Each equation and its definitions are clearly numbered and
cross-referenced.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental Result Reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The paper fully discloses all necessary details for reproducing the main experi-
mental results, including comprehensive descriptions of the methodologies, experimental
setups, and parameter settings. In addition, the code and specific datasets are provided as
well.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.
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• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: The paper provides an Anonymous GitHub link with open access to both
the data and code used in the experiments, complete with detailed instructions in the
supplemental material that enable faithful reproduction of the main experimental results.
This includes exact commands, necessary environment details, and scripts for preprocessing
data, ensuring that other researchers can replicate the study’s findings without ambiguity.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The paper details all aspects of the experimental settings, including data splits,
hyperparameter selection processes, and the types of optimizers used.
Guidelines:
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• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment Statistical Significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper provides statistical measures such as error bars and confidence
intervals for all major experimental results, such as Tab. 7. These measures are correctly
defined, and the paper details the variability factors they capture, including train/test splits
and initialization randomness.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: The paper adequately details the computational resources required for each
experiment, including the types of compute workers (CPU or GPU), memory specifications,
and execution times.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
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Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: The research presented in the paper adheres fully to the NeurIPS Code of
Ethics, ensuring ethical considerations are addressed and complied with throughout the
study.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: The paper effectively discusses both the potential positive and negative societal
impacts of the research conducted. It acknowledges the benefits of the proposed technology
in enhancing data-driven decision-making processes while also addressing possible negative
implications, such as unsafe predictions.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: The paper outlines comprehensive safeguards for the responsible release of
data and models, particularly those with potential for high misuse.

Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: The paper properly credits the creators and original owners of all assets used,
including datasets, models, and code. Each asset is clearly cited, with references to the
original sources and explicit mention of licenses and terms of use.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The new assets introduced in the paper, including datasets and models, are
well documented with comprehensive details provided in structured templates.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
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Answer: [NA]
Justification: The paper does not involve any experiments or research activities that include
crowdsourcing or direct interactions with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve any experiments or research activities that include
crowdsourcing or direct interactions with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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