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Abstract001

This study investigates the use of cosine simi-002
larity measures across lexical, syntactic, and003
semantic vectors to detect direct and self-004
repetitions in the spontaneous speech of autistic005
children. Using datasets of French and Dutch006
autistic children’s speech, the results show that007
semantic and lexical similarity provide reliable008
cues for identifying self-repetitions, achieving009
high precision and recall scores. However, di-010
rect repetitions are more challenging to detect.011
Overall, the best models for the detection of012
both types of repetition are based on lexical013
and semantic similarities. By contrast, models014
based on syntactic similarity perform worse in015
all conditions. Further research is needed to016
refine models for direct repetitions and explore017
their cross-linguistic applicability.018

1 Introduction019

Autism is a neurodevelopmental condition with a020

wide range of symptoms that relate to social com-021

municative impairments and repetitive behaviors022

(American Psychiatric Association, 2013; Schaef-023

fer et al., 2023).024

Echolalia, the repetition of previously heard025

speech, is often regarded as a core feature of autism026

due to its prevalence in the language of autistic in-027

dividuals, with variations depending on language028

proficiency (Maes et al., 2024). However, defi-029

nitions of the phenomenon vary widely, and the030

distinction with ’common’ repetition as it occurs031

in neurotypical language development is not clear032

cut.033

Traditionally, categories of echolalia differ both034

in their formal resemblance with the source utter-035

ance (pure vs. mitigated echolalia) and in their036

timing with regard to the source (direct vs. de-037

layed echolalia, where the latter can also com-038

prise sources from outside the conversation, such039

as songs). However, the definitions of these cate-040

gories, and their inclusion under the phenomenon041

’echolalia’ differ between authors. Similarly, self- 042

repetitions may (McFayden et al., 2022) or may not 043

(van Santen et al., 2013) be considered as echolalia, 044

or as a related ’non-generative’ phenomenon (Luys- 045

ter et al., 2022). Some researchers exclude all 046

repetitions that display communicative intent (e.g., 047

question for clarification) or that do not mimic the 048

prosody of the source (Amiriparian et al., 2018; 049

Marom et al., 2018), while others accept variations 050

to form and function (Pascual et al., 2017; Xie et al., 051

2023). This lack of consensus complicates system- 052

atic analyses, particularly in large language corpora, 053

as definitions often rely on detailed pragmatic and 054

conversational analyses to determine whether an 055

utterance qualifies as echolalia (Ryan et al., 2024). 056

In this context, some researchers have attempted 057

to develop methods to automatically extract seg- 058

ments of echolalic speech. Some approaches rely 059

on acoustic analysis to examine spectral similari- 060

ties between sentences (Amiriparian et al., 2018), 061

while others focus on transcription-based analyses 062

to identify repetitions (Bigi et al., 2014; van San- 063

ten et al., 2013). From this perspective, Fusaroli 064

et al. (2023) have made significant contributions 065

by reframing the study of echolalia through the 066

lens of alignment theory. Their methodology in- 067

volves computing alignment rates across multiple 068

linguistic levels — lexical, syntactic, and semantic 069

— between autistic children and their caregivers to 070

quantify the degree of ’recycling’ of language mate- 071

rial by the children. This approach offers valuable 072

insights into the interactive dynamics of language 073

in autism. 074

Building on this foundation, our study adapts 075

and extends Fusaroli et al. (2023)’s approach with 076

a novel aim: instead of computing a global align- 077

ment or repetition rate, we seek to detect recurring 078

utterances by comparing alignment scores between 079

pairs of utterances, contrasting those classified as 080

repetitive with those classified as non-repetitive. By 081

establishing thresholds for syntactic, lexical, and 082
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semantic similarity on an extensively annotated083

gold-standard dataset (cf 2.1), we enable an effi-084

cient and scalable approach for detecting repetitive085

speech. This approach facilitates a detailed analy-086

sis of echolalia, providing insights into its linguis-087

tic features, length, and communicative functions.088

Furthermore, the success of each of the similarity089

computations for detecting repetitive pairs informs090

us of the linguistic levels (lexical, syntactic and/or091

semantic) that lead listeners to the impression of092

’sameness’ in a source-echolalic pair.093

2 Methods094

The data used for the development of the models095

presented are drawn from the XXX Study. The096

sample comprises naturalistic speech recordings097

from 15 Dutch- and 14 French-speaking children098

aged 2 to 6 years (mean = 57.5 months, SD = 9.6099

months; 19 males, 10 females); the study itself100

included more Dutch-speaking children, but 15101

among them were selected to ensure a compara-102

ble sample between languages. All children had a103

formal autism diagnosis, further confirmed through104

the second edition of the Autism Diagnostic Obser-105

vation Schedule (ADOS-2; Lord et al. 2012). The106

ADOS-2 assessment also demonstrated that all chil-107

dren were verbal, albeit at varying levels. Given108

that the children were of similar ages, the ADOS-2109

modules administered (Module 1 for children with110

some words, Modules 2 and 3 for those capable111

of combining words and forming sentences) pro-112

vided a relative qualitative measure of their verbal113

abilities.114

Within our sample, 1 out of 15 Dutch-speaking115

and 6 out of 14 French-speaking children were116

assessed with the first ADOS module, while the117

second was administered to 5 and 4, and the third 9118

and 4, respectively. These differences suggest that119

Dutch-speaking children in our sample are gener-120

ally more verbal than their French-speaking peers.121

However, only their linguistic productions (isolated122

words, word combinations, sentences) were consid-123

ered in the construction of our model, excluding124

pre-linguistic productions (vocalizations, babbling,125

etc.).126

Speech recordings were collected over six hours127

in the children’s homes using a small label recorder128

placed in the pocket of a project-designed T-shirt.129

We selected the hour during which each child spoke130

the most, identified using a pre-trained diarization131

model (Lavechin et al. 2021). From this selected132

hour, we make an orthographic transcription of at 133

least 20 minutes of speech per child, adjusting the 134

duration based on their verbal output. 135

2.1 Gold standard annotation 136

To establish a gold standard annotation for the rep- 137

etition detection task, we manually coded direct 138

and self-repetitions in 76 audio samples of 10 min- 139

utes each (760 minutes; or 12 hours and 40 min- 140

utes). A total of 360 minutes were annotated for 141

the 14 French-speaking children and 400 minutes 142

for the 15 Dutch-speaking children. Coding was 143

performed in Praat (Boersma and Weenink, 2025). 144

Direct repetitions were defined as sentences occur- 145

ring within a maximum of 10 seconds of the source 146

clause, sharing at least one content word irrespec- 147

tive of morphological changes. Self-repetitions 148

were defined as verbatim repetitions of sentences 149

or single words by the child. For more information 150

about the coding protocol for the gold standard, see 151

Appendix. 152

2.2 Model Development for Repetition 153

Detection 154

Since the recordings were obtained without explicit 155

instructions or control over background noise, we 156

opted against using an audio-based model for de- 157

tecting repetitions. Instead, we developed a model 158

based on the orthographic speech transcriptions 159

by the autistic children and other speakers in the 160

recordings. This approach adapts methodologies 161

proposed by Fusaroli et al. (2023), with modifi- 162

cations to accommodate languages other than En- 163

glish and to include additional interlocutors in the 164

dataset. 165

Furthermore, in addition to direct repetitions, 166

we also tested self-repetitions with this framework. 167

Thus, we computed cosine similarity on syntac- 168

tic, lexical, and semantic vectors of each sentence, 169

comparing them with those from 10 seconds prior 170

(for direct repetitions) or with other utterances in 171

the child’s speech (for self-repetitions). 172

2.3 Vector representation, Similarity 173

Measures, and Performance Evaluation 174

For syntactic vectors, we used SpaCy models (nl 175

core news sm for Dutch and fr core news sm for 176

French; Honnibal and Montani (2017)) to deter- 177

mine part-of-speech (POS) tags, grouped into n- 178

grams with n=2, as per Fusaroli’s findings. Due to 179

the large number of short utterances (< 4 words), 180
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we opted against using larger n-grams. If an ut-181

terance contained fewer tokens than the selected182

n=2, the entire utterance was treated as a single n-183

gram. Similarly, we used spaCy to extract lemmas,184

creating a list of unique lemmas. Then for each185

file, a list of all unique lemmas and POS n-grams186

was constructed. Each utterance was then repre-187

sented as a vector, where each value indicated the188

number of times (0, 1, 2...) each lemma or POS189

n-gram from the list appeared in the utterance. This190

ensured uniform vector structure across speakers,191

facilitating meaningful comparisons regardless of192

utterance length. Function words were included,193

as their proportional presence across utterances194

minimally affected similarity measures. For se-195

mantic vectors, we employed Sentence BERT em-196

bedding models trained on French (CamemBERT197

large, Martin et al.2020) and Dutch (RobBERT,198

Delobelle et al. 2020). These models generated199

fixed-length embeddings of 1024 dimensions for200

French and 768 dimensions for Dutch, aligning201

with the one-dimensional format supported by the202

Python SentenceTransformers library (Reimers and203

Gurevych 2019, 2020).204

This multi-level linguistic approach integrates205

lexical, syntactic, and semantic representations. Af-206

ter constructing vector representations, cosine sim-207

ilarity scores were calculated using the Sentence208

Transformers cos sim function to compare pairs209

of utterances. After constructing vector represen-210

tations, cosine similarity scores were calculated211

using the Sentence Transformers cos sim function212

to compare pairs of utterances. The autistic child’s213

utterances were compared to (i) all those they had214

previously produced (self-repetition) and (ii) those215

of other speakers that occurred at most 10 seconds216

earlier.217

Next, we aimed to determine which cosine simi-218

larity thresholds yielded the best results in distin-219

guishing non-repetitive from repetitive utterance220

pairs. A range of 100 thresholds between -1 and 1221

(the range of the cosine similarity function) with222

a step size of 0.02 was tested for each measure,223

and the resulting recall and precision values were224

evaluated. Our goal was to maximize recall (in-225

dicating the proportion of repetitions correctly de-226

tected) while maintaining precision (indicating the227

proportion of predicted ‘repetitive’ cases that were228

actually repetitive) at an acceptable level (cf Table229

1). Finally, we evaluated the performance of the230

selected thresholds for each measure on the test231

set. Data visualization was conducted using the232

Python library Plotly (Inc. 2015) and Matplotlib 233

(Hunter 2007). Generative AI tools were used to 234

debug Python code (OpenAI 2025). 235

3 Results 236

This section presents the results for both direct 237

and self-repetitions, comparing cosine similarities 238

of lexical, syntactic, and semantic vectors across 239

French and Dutch datasets. 240

3.1 Overall performance of the model 241

Figures 2 and 1 illustrate the overall performance 242

of models based on lexical, semantic, and syntactic 243

cosine similarities in distinguishing non-repetitive 244

pairs from direct or self-repetitions. Receiver Op- 245

erator Curves (ROC) in dashed lines plot the True 246

Positive Rate against the False Positive Rate for the 247

thresholds detecting self-repetitions. By contrast, 248

full lines do so for the thresholds detecting direct 249

repetitions. Overall, the Area Under the Curve 250

(AUC) scores are quite satisfactory for all linguis- 251

tic measures (above 73%), in both languages and 252

phenomena. However, the ROC are higher for 253

self-repetitions than for direct repetitions across 254

the three measures. Secondly, AUC-scores are 255

markedly lower for thresholds on syntactic sim- 256

ilarity (73.2% and 76.2% for Dutch and French 257

direct repetitions; 92.8% and 94.5% for Dutch and 258

French self-repetitions) than for those on lexical 259

and semantic similarity. Indeed, the latter score 260

between 88.6% for direct repetition and 99.9% for 261

self-repetition. Lastly, performances of the thresh- 262

olds on Dutch data are generally slightly lower 263

than those of models on French data. In sum, the 264

best-performing models are those that detect self- 265

repetitions based on lexical and semantic similarity, 266

achieving an AUC score of more than 99.7% in 267

both languages. 268

In the following, we will illustrate the observed 269

differences on the basis of the distributions of the 270

different linguistic measures in repetitive vs. non- 271

repetitive utterance pairs in both repetitive phenom- 272

ena for the two languages. Figure 3 shows the 273

distribution for candidates of self-repetition and 274

figure 4 that of candidates for direct repetition. The 275

thresholds that achieved the best precision-recall 276

combination are indicated as reference lines on the 277

box plots. 278

The effectiveness of the measure in detecting di- 279

rect or self-repetitions can be evaluated in multiple 280

ways: 281
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• Ability of the best threshold to "split the282

plot in two": Nearly all values for repetitive283

pairs should appear above the threshold, while284

those for non-repetitive pairs should be below285

it.286

• Similarity in distribution between languages:287

if overlap at a linguistic level (lexicon, syntax,288

semantics) is expected to characterize direct289

echolalia, it should do so consistently across290

different languages (i.e., Dutch and French in291

our dataset).292

• High recall, precision, and F1 score (harmonic293

mean of recall and precision) for the chosen294

threshold: See Table 1.295

3.2 Performances of the model detecting296

self-repetitions297

The box plots in Figure 3 illustrate the distribution298

of similarity measures for self-repetitions versus299

non-repetitive pairs. As expected, non-repetitive300

pairs predominantly exhibit low similarity values,301

whereas repetitive pairs show high values. The302

thresholds for all measures consistently exceed303

0.8, effectively dividing the plots into two distinct304

areas with relatively few outliers on either side.305

Moreover, these thresholds remain highly similar306

across both languages. These observations suggest307

that self-repetitions are characterized by substantial308

overlap across all linguistic levels (lexical, syntac-309

tic, and semantic).310

Nevertheless, differences in distribution are ev-311

ident across measures. Syntactic similarity plots312

display greater dispersion in similarity scores, with313

notably more repetitive outliers in the lower range314

(0.0–0.6 cosine similarity) and more non-repetitive315

outliers above the threshold (0.879 or 0.899) com-316

pared to lexical and semantic measures. Conse-317

quently, the syntactic similarity threshold results in318

lower precision values, particularly for the Dutch319

data (French: 61.5%, Dutch: 46.5%) in contrast320

to precision scores between 86.5% and 87.9% for321

other measures (cf. Table 1). Additionally, cosine322

similarity scores for non-repetitive utterance pairs323

are generally more concentrated in the lower range324

(0–0.2) for Dutch than for French, except for se-325

mantic cosine similarity scores.326

Recall scores are high for all thresholds, partic-327

ularly for lexical and semantic similarity, ranging328

between 84.3% and 89.0%, with the highest values329

found in lexical and semantic cosine similarities.330

These results indicate that high lexical and seman- 331

tic similarity serve as robust cues for distinguishing 332

self-repetitions from non-repetitive utterance pairs 333

by the same speaker. 334

3.3 Performances of the model detecting 335

direct repetitions 336

According to Table 1, the best overall results for de- 337

tecting direct repetitions are achieved using thresh- 338

olds based on semantic and lexical cosine similar- 339

ity, yielding recall rates of 73.7% and 75.2% for 340

French and Dutch, respectively. However, the low 341

precision values suggest a high proportion of false 342

positives. 343

Furthermore, Figure 4 indicates that the condi- 344

tions observed in the distribution of self-repetitions 345

are not fully replicated for similarity measures ap- 346

plied to direct repetitions. While non-repetitive 347

pairs are largely concentrated in the lower range 348

of the plots, a significant proportion of outliers ap- 349

pear in the upper range, particularly for syntactic 350

similarity. Moreover, the distribution of repetitive 351

pairs deviates from the expected pattern, exhibit- 352

ing considerable dispersion. Consequently, a sub- 353

stantial number of repetitive pair values fall below 354

the thresholds and are thus not detected as repeti- 355

tive. Additionally, the threshold values for direct 356

repetitions are markedly lower than those for self- 357

repetitions, indicating a reduced degree of linguis- 358

tic overlap between utterance pairs. 359

Lastly, cosine similarity distributions and se- 360

lected thresholds vary between languages, with 361

consistently lower values for Dutch than for French. 362

This difference is most pronounced in lexical sim- 363

ilarity, where the optimal threshold is 0.293 for 364

French and 0.232 for Dutch. 365

Discussion 366

Extending the approach proposed by Fusaroli et al. 367

2023, which computes cosine similarity across lex- 368

ical, syntactic, and semantic vectors to detect di- 369

rect and self-repetitions in children’s speech, has 370

proven effective, particularly for self-repetitions. 371

While our model successfully detects an accept- 372

able proportion of direct repetitions (recall around 373

75% or higher) using lexical and semantic simi- 374

larity measures, a high number of false positives 375

remains (cf. lower precision values), largely due to 376

the presence of high outliers in the non-repetitive 377

group. Thus, the model’s predictions for direct rep- 378

etitions should be interpreted with caution. This is- 379
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Phenomenon Similarity
Type

Language Threshold Precision Recall F1 score

Self-repetition Lexical FR 0.879 87.9% 88.8% 88.3%

DU 0.919 86.5% 89.1% 87.8%

Syntactic FR 0.899 61.5% 84.3% 71.1%

DU 0.879 46.5% 85.0% 60.1%

Semantic FR 0.879 87.8% 89.0% 88.4%

DU 0.879 86.8% 87.8% 87.3%

Direct repetition Lexical FR 0.293 59.3% 73.7% 65.7%

DU 0.232 60.3% 75.2% 66.9%

Syntactic FR 0.232 41.2% 58.0% 48.2%

DU 0.212 39.1% 47.9% 43.0%

Semantic FR 0.394 55.9% 76.1% 64.5%

DU 0.374 52.0% 68.6% 59.2%

Table 1: Results of precision, recall, and F1 scores for the best thresholds across different phenomena, linguistic
levels, and languages.

sue may stem from our annotation protocol, which380

classifies utterances as direct repetitions even when381

they share only a single content word (e.g., “Do382

you want a banana?” – “I like bananas”). Since383

this single word constitutes only a small portion of384

an utterance’s lexical, syntactic, or semantic vec-385

tor—especially in longer utterances—vector-level386

comparisons may not be well suited for detecting387

direct repetition. A simple solution aligned with388

our annotation protocol could involve a rule-based389

algorithm that checks for lemma correspondence390

of content words between utterances.391

Moreover, the poor performance of models us-392

ing syntactic similarity, as evidenced by low pre-393

cision and recall values, suggests that syntactic394

structure is highly variable in spontaneous speech.395

This variability complicates detection without more396

sophisticated syntactic processing. In contrast, self-397

repetitions yield strong and consistent results for398

both lexical and semantic similarity in both lan-399

guages, with high alignment scores for both French400

and Dutch data. Semantic similarity appears to be401

the most reliable cue for detecting both direct and402

self-repetitions across languages. With recall and403

precision scores exceeding 86404

This study highlights the potential of using ma-405

chine learning models based on cosine similarity to406

analyze spontaneous speech in naturalistic settings. 407

Future research could extend this methodology to 408

a broader range of languages and age groups to 409

explore how repetition patterns vary across differ- 410

ent linguistic and developmental contexts. A more 411

detailed investigation into the factors influencing 412

performance differences between languages (e.g., 413

linguistic structure and speech patterns) could help 414

refine the models for more accurate repetition de- 415

tection. 416

For instance, similarity distributions and thresh- 417

olds differ between Dutch and French data, with 418

consistently higher values for French in direct 419

repetition comparisons, whereas results for self- 420

repetitions are highly comparable. This pattern 421

may indicate that lexical, semantic, and syntac- 422

tic overlap between speakers is influenced by 423

language-specific interaction styles (i.e., French- 424

speaking children in our sample may align more 425

closely with their conversational partners than 426

Dutch-speaking children). This could be due to 427

the generally lower verbal output observed among 428

French-speaking children in our dataset (cf. Meth- 429

ods section). However, it may also reflect inherent 430

linguistic differences in the ’default’ overlap be- 431

tween utterance pairs (see Limitations section). 432

Future research should evaluate the success of 433

5



Figure 1: ROC and AUC for lexical and semantic sim-
ilarity in each phenomenon (direct repetition vs. self-
repetition) and language (French vs. Dutch).

our approach in different languages and conver-434

sational contexts (e.g., structured oral conversa-435

tions such as debates). Additionally, the poor436

performance of syntactic similarity measures sug-437

gests that alternative syntactic representation meth-438

ods—such as more advanced syntactic parsing tech-439

niques or deeper contextual analysis—could en-440

hance the detection of syntactic repetitions.441

Another possible explanation for the perfor-442

mance differences between French and Dutch lies443

in variations in the technical capabilities of the444

NLP algorithms used for each language (spaCy445

and SentenceBERT models). These algorithms,446

trained on less extensive datasets than their English447

counterparts, may introduce biases. Applying our448

models to English data with corresponding NLP449

models could provide valuable insights into the450

impact of algorithmic differences on repetition de-451

tection. Furthermore, these models are optimized452

for written language, whereas our study focuses on453

spontaneous children’s speech, which features in-454

formal grammar and vocabulary that standard NLP455

Figure 2: ROC and AUC for syntactic similarity in each
phenomenon (direct repetition vs. self-repetition) and
language (French vs. Dutch).

models are not specifically designed to handle. Fu- 456

ture research should compare different models and 457

embeddings to assess their impact on repetition 458

detection. 459

We encourage interested researchers to test our 460

model on their conversational data while consid- 461

ering its potential limitations. To facilitate this, 462

our model is publicly available at this anonymous 463

repository. Users can select linguistic levels for 464

comparison (lexical, syntactic, semantic) and ad- 465

just cosine similarity thresholds. They are not re- 466

stricted to the thresholds presented in this paper but 467

may experiment with values within an acceptable 468

range. 469

Finally, a key limitation of this study is the ab- 470

sence of a widely accepted definition of echolalia 471

that allows for purely linguistic detection without 472

requiring extensive conversational or psychologi- 473

cal analysis. Our annotation protocol (cf. Section 474

2.1) attempts to address this issue by using simple 475

linguistic criteria (e.g., comparing lemmas, POS, 476

and dependency structures between utterances) de- 477

signed with potential automation in mind. How- 478

ever, this approach has limitations: for instance, in 479

the case of direct repetition, evaluating similarity 480

at the utterance level instead of individual lemmas 481

led to poorer model performance. Additionally, 482

our model was trained to detect utterance pairs that 483

would not traditionally be classified as echolalic in 484

previous research (e.g., repeated single words used 485

for calling someone). Thus, our models serve as an 486

initial filtering step to identify potential echolalic 487

utterances, which users can then refine based on 488

their specific criteria. However, our approach fails 489

to capture echolalic phrases that do not fit our sim- 490
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Figure 3: Distribution of lexical, syntactic and se-
mantic cosine similarity measures in self-repetition vs.
non-repetitive utterance pairs in the Dutch and French
datasets.

plified definition of self-repetitions (e.g., the same491

word used in different syntactic structures). Estab-492

lishing more precise definitions and clearer criteria493

for identifying echolalia would improve repetition494

detection accuracy in future studies.495

While our study demonstrates the effectiveness496

of cosine similarity-based models for detecting self-497

repetitions, the challenges in detecting direct repe-498

titions highlight the need for refined methods, such499

as lemma-based rule systems or adaptive threshold-500

ing techniques. The observed differences between501

French and Dutch suggest that linguistic structure502

and NLP model limitations influence performance,503

underscoring the need for further exploration of504

cross-linguistic generalizability. Future research505

should also consider testing multilingual and fine-506

tuned models to enhance repetition detection across507

languages and spontaneous speech settings.508

Figure 4: Distribution of lexical, syntactic and seman-
tic cosine similarity measures in direct repetition vs.
non-repetitive utterance pairs in the Dutch and French
datasets.

Limitations 509

This study has several limitations that should be 510

acknowledged to contextualize its findings and in- 511

form future research. 512

First, a significant limitation lies in the lack of 513

a universally accepted definition of echolalia. To 514

facilitate detection, we employed simplified lin- 515

guistic criteria designed for potential automation. 516

While effective in some cases, this approach led 517

to the identification of certain segments that do 518

not qualify as true echolalic instances (e.g., single- 519

word vocatives, such as names or calls, repeated 520

during the recording). Conversely, it also failed to 521

capture echolalic phrases that did not align with the 522

adopted definition, such as repetitions involving 523

the same word used in different syntactic struc- 524

tures. The trade-off between simplicity and com- 525

prehensiveness highlights the need for more pre- 526

cise definitions of echolalia. Establishing clearer 527

criteria would improve the reliability and validity 528

of automated detection methods, ensuring better 529
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alignment with the nuanced patterns of echolalic530

speech.531

Second, technical challenges associated with pre-532

trained NLP models must be addressed. The tools533

used in this study, including SBERT and spaCy,534

exhibited variable performance across the two ana-535

lyzed languages. These models are typically opti-536

mized for formal written text and are not designed537

to account for the unique characteristics of sponta-538

neous children’s speech. As such, they may strug-539

gle to process features such as informal grammar,540

incomplete sentences, or age-specific vocabulary.541

Developing or fine-tuning NLP models specifically542

for spontaneous speech data could significantly en-543

hance the accuracy and reliability of repetition de-544

tection in this domain. Moreover, the quality of545

these models varies by language, with NLP algo-546

rithms for French and Dutch generally being less547

robust than their English counterparts due to more548

limited training data. Future research could benefit549

from employing more advanced or domain-specific550

NLP models to mitigate these limitations.551

Third, the transcription protocol used in this552

study introduces additional constraints. Specifi-553

cally, a new sentence was defined when there was554

a pause of one second or longer in the child’s555

speech. While necessary for standardization, this556

approach may have inadvertently excluded pairs of557

self-repetitions with different syntactic structures558

simply because they were followed by another sen-559

tence. This limitation underscores the need for560

more flexible transcription criteria that account for561

the temporal dynamics of naturalistic speech or for562

a more precise definition of the phrase unit to be563

considered during comparisons.564

Fourth, our analysis revealed potential language-565

specific variability in repetition patterns and model566

performance. For instance, thresholds for detect-567

ing direct repetitions were consistently higher in568

French than in Dutch. This variability raises ques-569

tions about the generalizability of the established570

thresholds to other languages. Additionally, the571

lack of validation on independent datasets limits572

the broader applicability of our models, particu-573

larly for detecting direct repetitions. Future studies574

should test these models across diverse linguistic575

contexts to refine their utility and generalizability.576

Fifth, limitations in the syntactic representations577

used in this study must also be noted. For syntac-578

tic vectors, spaCy was used to extract POS tags,579

which were grouped into n-grams (n=2). While580

this approach facilitated uniform vector structures,581

it introduced potential biases when utterances con- 582

tained fewer tokens than the selected n, resulting in 583

less informative representations. Additionally, the 584

inclusion of function words may have had minimal 585

influence on similarity measures. Further explo- 586

ration of alternative vectorization strategies, such 587

as experimenting with different values of n, is war- 588

ranted to address these concerns. 589

Despite these limitations, the methodology and 590

findings presented in this study provide a valuable 591

foundation for advancing the automated detection 592

of self-repetitions and direct repetitions. Future 593

research should aim to refine these methods and ex- 594

tend their application to a wider range of languages, 595

age groups, and conversational contexts. 596
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Appendix 709

In this Appendix, we specify the annotation pro- 710

tocol that was used to annotate direct repetitions 711

and self-repetitions in the speech of autistic chil- 712

dren. Echolalia, or the repetition of previously 713

heard speech, is a phenomenon commonly associ- 714

ated with the language of autistic children, but even 715

within autism studies, definitions and categories 716

within echolalia vary widely. We refer to the paper 717

(Introduction section) for a summary of the debate 718

and the most frequently mentioned categories of 719

echolalia. The goal of our research was to develop a 720

computational model that can detect immediate and 721

self-repetitions in transcriptions of conversations, 722

based on linguistic (lexical, syntactic, semantic) 723

similarities between spoken utterances. Bearing 724

in mind the limitations of existing NLP methods 725

and the challenges that are inherent to detecting 726

echolalia (e.g., deciding whether an utterance is 727

novel or recycled from previous conversations on 728

the basis of limited contextual information), we 729

decided to create a model that could detect candi- 730

date utterances for echolalia, i.e., repetitions from 731

utterances previously spoken by interlocutors or 732

the child itself. In other words, our models were 733

designed as a first ’filtering step’ to determine pos- 734

sible echolalic utterances, where the user can filter 735
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out examples that do not correspond to their defi-736

nition of the phenomenon using detailed conversa-737

tional and pragmatic analysis. As a consequence,738

our annotation protocol to develop the ground truth739

data is specifically designed with possible autom-740

atization in mind: it uses simple linguistic criteria741

(comparing lemmas, POS, and dependency struc-742

tures between utterances) that may be replicated by743

NLP methods. We will therefore also refer to the744

phenomena we are describing as ‘direct repetitions’745

and ‘self-repetitions’ (not echolalia) to ensure a746

correct interpretation of the models’ results by end747

users.748

Direct repetitions749

In our effort to develop an algorithm capable of750

capturing the widest possible range of candidate751

utterances of echolalia, we adopt a broad definition752

of direct repetition. Specifically, we define it as753

an utterance that includes the repetition of at least754

one content word (verb, noun, adverb, or adjective)755

from a prior utterance spoken by an interlocutor,756

provided that the onset of the preceding utterance757

occurs no more than 10 seconds before the onset758

of the utterance under consideration. This defini-759

tion identifies repetitive utterances following two760

main criteria: (i) the number of identical words in761

the source and the repetition, and (ii) the distance762

between the source and the repetition. For the first763

criterion, we decided to consider repetitions of at764

least one content word as examples of direct repeti-765

tion. This is because the literature does not provide766

a clear guidance about the number or the propor-767

tion of words that should be repeated between the768

source utterance and the echolalic utterance. We769

therefore chose to set a low threshold to capture as770

many candidates for echolalia as possible. More-771

over, this definition resembles that of (Bigi et al.,772

2014) for other-repetition: the authors consider a773

pair of word sequences pronounced by two speak-774

ers as a source-repetition pair when at least one rel-775

evant word is repeated (i.e., the probability that the776

word occurs in the speech of the original speaker777

in the dialogue is smaller than a given threshold),778

or when the source has a predetermined number of779

words that are repeated exactly. Since we think that780

direct repetitions may also concern words that are781

salient in the conversational context, and thus ap-782

pear multiple times in the speech of the participants783

(i.e., non-relevant), we decided not to include this784

definition of ‘relevant’ words in our criteria. How-785

ever, we approximate the criterion of relevance by786

considering only content words, and not function787

words (conjunctions, pronouns, prepositions, de- 788

terminers, auxiliaries and interjections (huh)). An 789

example of a repetition of only one word charac- 790

terized as immediate echolalia is illustrated in (1). 791

Here, the autistic child only repeats the noun eten 792

(‘food’) from the adult’s previous utterance. On the 793

contrary, in (2), the autistic child repeats the other 794

child’s utterance word by word: this is an exam- 795

ple of exact echolalia. For determining whether an 796

utterance was echolalic, we did not consider any 797

morphological changes to the words, following the 798

approach of (Bigi et al., 2014) for other-repetition 799

and of (Fusaroli et al., 2023) for lexical alignment. 800

Thus, we consider an utterance as repetitive if the 801

lemma (the unconjugated and uninflected form) of 802

at least one content word is identical to the ones in 803

the source utterance. This is the case in (3), where 804

the mother produces the verb koken (‘to cook/ to 805

boil’) in the infinitive form, and the autistic child 806

uses the first-person (present) form of the same 807

verb (ik kook: ‘I cook’). 808

The second criterion for determining whether 809

the child’s utterance was an direct repetition of an- 810

other speaker’s previous utterance was the tempo- 811

ral distance between the utterances. We decided to 812

limit the candidates for source utterances to those 813

starting within 10 seconds before the start of the 814

child’s utterance. In that way, we approximate the 815

general definition of immediate echolalia as oc- 816

curring within two conversational turns (Marom 817

et al. 2018, McFayden et al. 2022; (Prizant, 1983) 818

1983; Sterponi and Shankey 2014; van Santen et al. 819

2013; Xie et al. 2023), while accounting for the 820

fact that in our data, a source utterance may first 821

be answered by another speaker before the autistic 822

child produces an utterance, or that the child them- 823

selves may first produce another utterance before 824

(partially) repeating the source utterance. This is 825

the case in (4), where the autistic child first refers 826

to the red car mentioned by the other child using an 827

anaphorical pronoun (l’: ‘it’) before repeating the 828

other speaker’s reference and adding an extra ad- 829

jective to it (la (dernière) voiture rouge: ‘the (last) 830

red car’) in a second utterance. 831

In our annotation protocol, we also take into 832

account that one source utterance can correspond 833

to multiple repetitive utterances. This is shown in 834

(5), where the autistic child reproduces the word 835

eten (‘food’) in two different utterances. 836

Conversely, we also account for the occurrence 837

of multiple source candidates for one repeated ut- 838

terance. If within a distance of 10 seconds from the 839
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start of the utterance multiple utterances are found840

that the child repeats (partially), then they were all841

annotated as source utterances. In (6) for exam-842

ple, all three utterances transcribed below occur843

10 seconds before the autistic child’s utterance and844

contain the word château (‘castle’) that the child845

repeats.846

The last guideline goes against the guidelines of847

(Bigi et al., 2014) for detecting other-repetition:848

their algorithm only keeps the source with the849

longest repetition, and then the nearest to the850

source. However, we aim to detect as many source-851

repetition pairs as possible, so that the human852

expert can afterwards decide which of them are853

echolalic and which are not.854

Self-repetitions855

In the second place, we annotated self-856

repetitions in the speech of the autistic child. We857

aim to identify self-repetitions because it has been858

hypothesized in the literature that when an autis-859

tic child produces delayed echolalia of which the860

source does not come from an utterance inside861

the conversation (e.g., utterances from movies and862

songs), they mostly repeat the utterance in ques-863

tion several times within a short time span (Marom864

et al. 2018; Sterponi and Shankey 2014). We fur-865

thermore hypothesize that these repetitions of the866

source utterance should be (almost) identical to867

each other: we presume that this type of delayed868

echolalia mirrors the source utterance as well as869

possible, so that it can be recognized by the con-870

versational partners. We approximate this intuition871

by imposing that for verb phrases, the dependency872

structure of both utterances (subject, verb, objects)873

must be identical so that the basic lexical-semantic874

representation is the same; optional elements such875

as discourse markers and adjuncts may be added876

or deleted. For other types of phrases that contain877

only one major constituent (e.g., noun phrases),878

we consider that the two phrases must be exactly879

identical, in correspondence to our first criterion,880

where we do not allow words to be substituted,881

added or deleted inside constituents either. We thus882

apply a stricter definition to self-repetition than to883

immediate echolalia. We define self-repetitions as884

the repetition by the autistic child of an utterance885

previously pronounced by themselves in the same886

conversation, containing the same verb and depen-887

dency structure (subject and objects). Alternatively,888

if the utterance is not a verbal phrase, but for exam-889

ple a noun phrase, the repetition needs to be exact,890

i.e., all (non-filler) words need to be identical.891

In (7) below, the autistic child repeats the sub- 892

ject (tu: ‘you’), the verb (as foutu: ‘have done’), 893

and the direct object (qu’: ‘what’) from a previous 894

utterance. Thus, he repeats the entire dependency 895

structure of the verb foutre. He does not repeat the 896

adjunct avec ta voiture that is not commanded by 897

the verb, nor the discourse marker mais (‘but’) or 898

the vocative mec (‘dude’). Following our defini- 899

tion, (7) is an example of a self-repetition: the verb 900

and its dependency structure are identical for both 901

utterances, although optional elements are not. 902

On the contrary, we do not consider (8) a self- 903

repetition, because the subject (t’ ‘you’ vs. il 904

‘he’) is different. Similarly, (9) is also not a self- 905

repetition because the direct objects are slightly 906

differently formulated (une voiture de police ‘a 907

police car’, la police ‘the police’). 908

Multiple main verbs can be present in the source 909

utterance and/or the candidate for repetition, for 910

example when the utterance contains a coordinated 911

or subordinated clause. We consider these utter- 912

ance pairs a self-repetition if at least one of the 913

dependency structures is identical. This is the case 914

in (10), where the autistic child adds a subordi- 915

nated clause after the repetition of the dependency 916

structure c’est des pies (‘those are pies’). 917

As is stated in the definition, when the utterance 918

does not contain a verb, all words of the source 919

and possible repetitive utterance, both content and 920

function words, need to be identical (not consider- 921

ing fillers like uhm). For example, in (11) the noun 922

phrase une voiture (‘a car’) is a self-repetition of 923

the previous utterance une voiture. Repetitions of 924

discourse markers like yes, no, okay (12) and of 925

vocatives like mom? (13) are also considered self- 926

repetitions: although they most likely do not reflect 927

delayed echolalia, it is important that the automatic 928

detection models detect all one-word repetitions. 929

Unlike for direct repetitions, we do not impose a 930

criterion for the time distance between the source 931

and the repetition: as the identified self-repetitions 932

may be occurrences of delayed echolalia from a 933

source outside the conversation, they can in princi- 934

ple occur at any moment in the conversation. As 935

for direct repetitions, we considered that one utter- 936

ance could be repeated several times: in that case, 937

the first occurrence was annotated as ‘original’ and 938

all the other utterances as ‘self-repetitions’. In this 939

situation, an utterance indicated as ‘self-repetition’ 940

was also considered the source of repetitions oc- 941

curring afterwards. For example, in (14), the first 942

utterance is considered a source for the second 943
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and third, and the second utterance is considered a944

source for the third utterance.945

Finally, one utterance can be implicated in both946

a direct repetition and a self-repetition. This is the947

case in (15): first, the autistic child utters il brille948

(‘it shines’). Then, the other child repeats il brille949

in two different utterances. Lastly, the autistic child950

repeats il brille. Hence, the two utterances of the951

autistic child are considered a self-repetition, and952

the last pronounced utterance is also considered a953

direct repetition of the two utterances of the other954

child.955

It is important to note that this last utterance956

would not be considered echolalic by most authors957

(e.g., van Santen et al. 2013), because the autistic958

child was the first to pronounce the repeated words.959

However, we want our automatic algorithms to960

detect as many potential occurrences of direct rep-961

etitions as possible: indeed, the models will only962

compare (i) the autistic child’s utterance with other963

speakers’ utterances 10 seconds before the start of964

the utterance for direct repetition, and (ii) different965

utterances of the autistic child for self-repetition.966

This entails that any utterance pair that fulfills the967

previously established definition of direct repeti-968

tion should be considered repetitive for the training969

and evaluation of the models. The model for the970

detection of direct repetitions does not have access971

to the fact that the other child’s utterances are a972

repetition of an utterance by the autistic child: if973

we wanted to provide the model with this informa-974

tion, then the second model would rely on the first975

model’s predictions to make its own predictions,976

which is, of course, an unwanted situation.977

1. Adult: en is het eten of is het speelgoed of978

wat verkoop je in je winkel?979

and is it food or is it toys or what do you sell980

in your shop?981

AC (Autistic Child): de jongen toch natuur982

eten983

the boy whatsoever nature food [/ eating]984

2. OC (Other Child): c’est ma voiture rouge985

it’s my red car986

AC: c’est ma voiture rouge987

it’s my red car988

3. Adult: koken ook?989

cooking as well?990

AC: ja in mijn winkel kook ik alleen maar 991

dingen 992

yes in my shop I only cook things 993

4. OC: non la voiture rouge ! 994

no the red car! 995

OC: je l’ai pris [unintelligible word] 996

I have taken it 997

AC: j’ai pris encore la dernière voiture rouge 998

I have still taken the last red car 999

5. Adult: en is het eten of is het speelgoed of 1000

wat verkoop je in je winkel? 1001

and is it food or is it toys or what do you sell 1002

in your shop? 1003

AC: de jongen toch natuur eten 1004

the boy whatsoever nature food [eating] 1005

AC: eten 1006

food [eating] 1007

6. OC: château cha- château gonfab [gonflable] 1008

castel ca- bouncing house [‘bouncing castle’ 1009

in French] 1010

OC: au revoir château gonflable bye bye 1011

bouncing castle 1012

Adult: il y a pas de château gonflable [unin- 1013

telligible word] 1014

there is no bouncing castle 1015

AC: c’est un château en bois 1016

it’s a wooden castle 1017

7. AC: mais mec qu’est-ce que t’as foutu avec 1018

ta voiture ? 1019

but dude what have you done with your car? 1020

AC: qu’est-ce que t’as foutu ? 1021

what have you done? 1022

8. AC: t’es où Flash McQueen ? 1023

where are you, Lightning McQueen? 1024

AC: il est où Flash McQueen ? 1025

where is he, Lightning McQueen? 1026

9. AC: c’est une voiture de police 1027

it’s a police car 1028

AC: c’est la police 1029

it’s the police 1030
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10. AC: c’est des pies1031

those are magpies1032

AC: c’est des pies parce que [. . . ]1033

those are magpies because [. . . ]1034

11. AC: une voiture1035

a car1036

AC: une voiture1037

a car1038

12. AC: ja1039

yes1040

AC: ja1041

yes1042

13. AC: maman ?1043

mom? [. . . ]1044

AC: maman ?1045

mom?1046

14. AC: c’est des pies les oiseaux1047

those are magpies, the birds1048

AC: c’est des pies1049

those are magpies1050

AC: c’est des pies parce que [. . . ]1051

those are magpies because [. . . ]1052

15. AC: et le soleil il brille1053

and the sun it shines1054

OC: il brille1055

it shines1056

AC: oui1057

yes1058

OC: pourquoi il brille ?1059

why does it shine ?1060

AC : bah c’est il brille pour faire de la lu-1061

well it’s it shines to make li-1062
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