
Beyond Extraction: Contextualising Tabular Data for Efficient
Summarisation by Language Models

Anonymous ACL submission

Abstract
The conventional use of the Retrieval-001
Augmented Generation (RAG) architecture has002
proven effective for retrieving information from003
diverse documents. However, challenges arise004
in handling complex table queries, especially005
within PDF documents containing intricate tab-006
ular structures. Our work introduces an innova-007
tive approach to enhance the accuracy of com-008
plex table queries in RAG-based systems. Our009
methodology involves storing PDFs in the re-010
trieval database and extracting tabular content011
separately. The extracted tables undergo a pro-012
cess of context enrichment, concatenating head-013
ers with corresponding values. Furthermore,014
we enhance the tabular data with contextual un-015
derstanding using the GPT-3.5-turbo through016
a one-shot prompt. This enriched data is then017
added to the retrieval database alongside other018
PDFs. Our approach aims to significantly im-019
prove the accuracy of complex table queries,020
offering a solution to a longstanding challenge021
in information retrieval.022

1 Introduction023

In the era of information retrieval and chat-bot,024

the Retrieval-Augmented Generation (Lewis et al.,025

2020) architecture stands as a robust framework for026

retrieving information from documents and interact027

with it. However, its effectiveness faces a substan-028

tial challenge with complex table queries, particu-029

larly within PDF documents housing intricate tabu-030

lar structures. This ongoing issue has prompted the031

development of a new approach aimed at improv-032

ing the accuracy of complex table queries within033

RAG systems. Some previous studies have been034

done, but no significant improvements have been035

made, especially when it comes to modifying the036

extracted data. This highlights the need for innova-037

tive solutions to address the limitations observed in038

existing methodologies.039

Our approach begins by addressing the inherent040

limitations of RAG when dealing with tabular con-041

tent. Instead of relying solely on textual retrieval, 042

we advocate for a two-fold strategy. Firstly, the 043

extracted data from PDF documents is stored in 044

the retrieval Vector database, ensuring a compre- 045

hensive repository of the original data. Secondly, 046

an extraction process is implemented to separately 047

extracted and enrich tabular content. First we ex- 048

tracted the tabular content using Camelot library 049

(Mehta, 2019). Then, the enrichment process in- 050

volves combining the headers and their correspond- 051

ing values within the tables of PDF documents. 052

This concatenation ensures that the context within 053

complex rows is preserved, creating a more cohe- 054

sive representation of the tabular content. By link- 055

ing headers and rephrasing it using GPT-3.5-turbo 056

alongside a one-shot prompt, the augmented infor- 057

mation becomes more structured and interpretable, 058

allowing for improved understanding and accuracy 059

in responding to complex table queries within the 060

Retrieval-Augmented Generation architecture. 061

GPT-3.5-turbo, an advancement over GPT-3 062

(Brown et al., 2020) by OpenAI, offers improved ef- 063

ficiency, faster responses, and enhanced contextual 064

understanding. It is optimized for interactive ap- 065

plications like chatbots and customer service tools. 066

These enhancements make it more suitable for real- 067

time conversational AI tasks. 068

For the summarisation part in RAG architecture, 069

we integrate a fine-tuned (Dai and Le, 2015) ver- 070

sion of the Llama-2-7B-base (Touvron et al., 2023), 071

a large language model, specifically tailored for 072

summarisation. This adaptation allows for an effec- 073

tive summarisation of the retrived content from the 074

database.The fine-tuned Llama-2-7B-base model 075

for summarisation ensures a specialised capability 076

in distilling key information. 077

The augmented data, now possessing a refined 078

contextual understanding, is seamlessly integrated 079

into the retrieval database alongside the extracted 080

data from the PDFs. This approach aims to sig- 081

nificantly enhance the accuracy of complex table 082
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queries, addressing a long-standing gap in informa-083

tion retrieval methodologies. As we explore our084

methodology, this paper unfolds the layers of inno-085

vation driving a shift in the domain of document-086

based information retrieval.087

2 Methodology088

2.1 Model Used in RAG Architecture089

Our framework uses a powerful approach called090

Retrieval-Augmented Generation (RAG) to find091

and understand information. We combine this with092

a state-of-the-art language model from Meta-AI093

called Llama-2-7B-base, which excels at summa-094

rizing information from various sources. Llama-095

2-7B-base is great at condensing large amounts of096

text into clear and concise summaries. This makes097

it a perfect fit for our RAG framework. During text098

generation, Llama-2-7B-base improves the frame-099

work’s contextual understanding by selecting the100

most relevant information for summarizing from101

the knowledge list. The Knowledge list is retrieved102

from the database using cosine similarity (Sing-103

hal, 2001) between the query and extracted content104

stored in the database. This retrieved knowledge105

supplies important facts and language cues to the106

generative model, helping it create summaries that107

are both concise and accurate108

Our methodology undertakes multi-step training109

of Llama-2-7B-base on large datasets to enable it to110

develop a comprehensive understanding of summa-111

rization across diverse topics and styles. The model112

is fine-tuned using supervised learning techniques113

that leverage human-written summaries as targets.114

This helps Llama-2-7B-base build advanced capa-115

bilities for identifying and connecting key infor-116

mation from retrieved knowledge while generating117

summaries reflecting the essence of source texts118

and the query from user.119

2.2 Dataset120

We built our research on a carefully selected dataset121

of policy documents and research papers from122

trusted sources, specifically chosen for their inclu-123

sion of both textual and tabular data. This dataset124

reflects the challenges of real-world information re-125

trieval and covers a wide range of policy areas. To126

test how well our Retrieval-Augmented Generation127

(RAG) system works with this data, we designed128

200 specific questions. These questions challenge129

the system to find information in both normal text130

and structured tables. We made sure to include a131

mix of both text-based and table-based questions 132

to thoroughly evaluate the system’s abilities 133

3 Experiment Setup 134
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Figure 1: Visualizes query distribution in the experimen-
tal dataset: 170 table queries and 30 simple text queries
out of a total of 200. Offers a balanced evaluation of
Retrieval-Augmented Generation (RAG) architecture
for both textual and tabular dimensions

3.1 Query Processing 135

Our experimental design included 200 diverse 136

queries to reflect the complexity of real-world in- 137

formation retrieval. This set comprised 170 queries 138

focusing on tabular data. Within this, we divided 139

the queries further: 110 complex queries tested the 140

architecture’s ability to understand intricate rela- 141

tionships and patterns in tables, while 60 simpler 142

queries assessed its handling of basic table struc- 143

tures. Additionally, 30 control benchmarks focused 144

on non-tabular text queries, providing a solid base- 145

line for evaluating the architecture’s understanding 146

of unstructured text. This comprehensive set of 147

queries ensured a thorough evaluation of the ar- 148

chitecture’s capabilities across various information 149

retrieval tasks. 150

Figure 2 shows how a question about the MPT 151

model is effectively answered, even though the data 152

is embedded in a complex table structure 153

3.2 Data Preparation 154

A crucial part of our methodology involves careful 155

data preparation. Initially, we archived PDF docu- 156

ments in a retrieval database, creating a large pool 157

of raw data. Next, we focused on a two-step strat- 158

egy to extract tabular content using the Camelot 159

library, resulting in a collection of complex tables. 160

To enhance context, we combined column head- 161

ings with their corresponding row values, giving 162

the extracted tables more meaningful context. 163
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Figure 2: Figure Represents presents the architectural diagram illustrating the experimental setup. The architecture
is designed to demonstrate the workflow of our approach, showcasing the key components involved in enhancing

the accuracy of complex table queries within the Retrieval-Augmented Generation (RAG) framework

3.3 Integration with GPT-3.5-turbo164

In our approach, integrating advanced language165

models marks a significant innovation. The Llama-166

2-7B-base model, a core part of the RAG archi-167

tecture, was crucial for summarization tasks, pro-168

viding a refined understanding of tabular data. To169

further enhance this, we used the GPT-3.5-turbo170

API for additional context enrichment. A one-shot171

prompt refined the tabular data, making it more suit-172

able for our summarization model. This enriched173

data was then stored in our retrieval database along174

with the content extracted from original PDFs using175

Camelot. This strategy was carefully designed to176

give our summarization model a deeper understand-177

ing, improving accuracy in information retrieval.178

4 Results179

This section presents the results of our experiments,180

where we compared three different methods for181

summarizing policy documents and research pa-182

pers. We used a dataset of 200 questions to see183

how well each method could find relevant infor-184

mation in both text and tables. Table 1 shows the185

accuracy of each method for retrieving information186

from different parts of the documents.187

4.1 Normal Existing Pipeline188

The baseline pipeline extracts text from documents189

and feeds it into a retrieval database, achieving an190

accuracy of 86.6 for text-based queries. However,191

its performance is 48.2% for table-related queries,192

highlighting the limitations of text-only methods 193

in understanding complex table data. Overall, 194

the baseline approach has an average accuracy of 195

54%, showing the challenges of integrating tabular 196

data into the summarization process. We used the 197

Camelot library for table extraction, but despite its 198

advanced features, the complexity of the tables still 199

led to lower performance in table-related queries. 200

4.2 Table Extracting Separately and Context 201

Enrichment 202

Our second approach focuses on improving how 203

the system understands tables. We added a step that 204

first extracts the tabular content from PDF using 205

camelot and then combines table headers with their 206

corresponding row values, providing more context. 207

This enhanced method keeps the same high accu- 208

racy (86.6%) for text-based questions as our initial 209

approach. More importantly, it significantly boosts 210

the accuracy for table-based questions to 54.1%, 211

leading to an overall accuracy of 59.4%. This jump 212

clearly demonstrates the value of our strategy in 213

tackling the complexities of retrieving information 214

from tables. 215

4.3 Parsing Extracted Text to GPT-3.5-turbo 216

API 217

The highlight of our methodology is the integra- 218

tion of the GPT-3.5-turbo API for parsing extracted 219

tabular enriched text, resulting in a significant per- 220

formance boost. Accuracy for text queries jumped 221

to 93.3%, showing our approach’s effectiveness in 222
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Methodology Simple Text Queries
Accuracy (%)

Table Queries
Accuracy (%)

Overall Accuracy
(%)

Normal Existing
Pipeline

86.6 48.2 54

Table Extracting
separately & Context

Enrichment
86.6 54.1 59.4

Parsing Enriched
Extracted Text to GPT-3.5-turbo

93.3 61.1 66

Table 1: Summarizes experiment outcomes, evaluating three methodologies for information retrieval accuracy.
Improved metrics observed, especially in handling complex table queries

dealing with unformatted text. This improvement223

highlights the robustness of our method in retriev-224

ing relevant information from less structured data.225

At the same time, accuracy for table queries in-226

creased to 61.1%, marking a major step forward in227

handling complex table queries. Combining strong228

text query accuracy and improved table query per-229

formance led to an overall accuracy of 66%. This230

achievement demonstrates a significant advance in231

our method’s ability to extract valuable insights232

from both unstructured text and complex tables.233

5 Conclusions234

This study explores the effectiveness of the235

Retrieval-Augmented Generation (RAG) architec-236

ture in handling complex table queries in PDFs.237

Our approach combines model selection, dataset238

curation, and experimental design to retrieve and239

comprehend information from detailed tabular240

structures. Our findings show that traditional241

pipelines struggle with complex tables, but our242

method, which includes separate extraction and243

context enrichment for tabular data, significantly244

improves accuracy.245

By integrating GPT-3.5-turbo for enriching the246

extracted tabular data, within the RAG framework,247

we achieve high levels of accuracy for complex248

table queries. This research not only enhances249

accuracy but also lays the groundwork for future250

advancements in information retrieval. Our ap-251

proach demonstrates the potential of context-aware252

language models and RAG architectures in bridg-253

ing the gap between human cognition and complex254

data structures.255

6 Limitations 256

Despite advancements, our approach faces chal- 257

lenges with extremely intricate or non-standard 258

table formats, such as multi-level headers and 259

merged cells, which Camelot struggles to parse 260

accurately. The integration of advanced language 261

models like GPT-3.5-turbo and Llama-2-7B-base 262

introduces substantial computational overhead, lim- 263

iting scalability. The accuracy heavily relies on 264

high-fidelity data extraction, and any errors can 265

propagate through the pipeline. Additionally, the 266

models may fall short in scenarios requiring deep 267

domain-specific knowledge. GPT-3.5-turbo may 268

not consistently convert extracted enriched text 269

into meaningful sentences, especially when tables 270

span multiple pages and lose header context. Our 271

method’s generalizability across different domains 272

remains untested, and the multi-step process intro- 273

duces latency, making real-time application chal- 274

lenging. 275
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