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Abstract

Scientific embodied agents play a crucial role in modern laboratories by automating
complex experimental workflows. Compared to typical household environments,
laboratory settings impose significantly higher demands on perception of physical-
chemical transformations and long-horizon planning, making them an ideal testbed
for advancing embodied intelligence. However, its development has been long ham-
pered by the lack of suitable simulator and benchmarks. In this paper, we address
this gap by introducing LabUtopia, a comprehensive simulation and benchmarking
suite designed to facilitate the development of generalizable, reasoning-capable
embodied agents in laboratory settings. Specifically, it integrates i) LabSim, a
high-fidelity simulator supporting multi-physics and chemically meaningful inter-
actions; ii) LabScene, a scalable procedural generator for diverse scientific scenes;
and iii) LabBench, a hierarchical benchmark spanning five levels of complexity
from atomic actions to long-horizon mobile manipulation. LabUtopia supports 30
distinct tasks and includes more than 200 scene and instrument assets, enabling
large-scale training and principled evaluation in high-complexity environments. We
demonstrate that LabUtopia offers a powerful platform for advancing the integra-
tion of perception, planning, and control in scientific-purpose agents and provides
a rigorous testbed for exploring the practical capabilities and generalization limits
of embodied intelligence in future research. Project web page: the github URL.

1 Introduction

Scientific breakthroughs play a foundational role in advancing human knowledge [50], driving
technological innovation, and improving societal well-being [3]. However, the traditional paradigm
of natural science research remains slow and labor-intensive [51], where countless experiments
must be performed by skilled researchers to reach meaningful insights [56, 43, 46, 5]. These
limitations constrain the overall pace and scalability of scientific discovery. Therefore, automated
laboratories [11, 30] have emerged as a promising alternative, aiming at developing intelligent
agents that autonomously design and execute complex experiments through adaptive workflows.
By reducing human workload, such agents enable scalable, reproducible, and around-the-clock
experimentation, significantly increasing research throughput [24]. Nevertheless, building effective
scientific agents remains challenging, particularly due to the high cost of data collection and the
difficulty of generalizing across diverse hardware platforms [42].

A promising approach to address the above issues is the sim-to-real framework [63], where agents are
first trained within realistic simulations before being deployed in real-world laboratory settings. This
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Figure 1: The LabUtopia simulation environment and benchmark for developing scientific embodied
agents in automated laboratories. LabUtopia supports chemical reaction modeling and provides
diverse laboratory assets, forming a high-fidelity testbed for tasks of varying difficulty—from
atomic actions to long-horizon action sequences involving both manipulation and navigation.

paradigm enables cost-effective and safe training while maintaining the potential for generalization to
physical environments [25, 39, 58]. However, current established simulators predominantly focus on
household environments [35, 47, 66, 61, 32, 65] and fail to adequately address the specific challenges
of scientific experimentation. As discussed in Table 1, they exhibit three fundamental limitations:
(1) the inability to model chemical dynamics, such as product formation or color changes, which
are essential for accurate perception and reasoning in lab tasks; (2) limited diversity and semantic
richness in their asset libraries, which restricts the faithful representation of heterogeneous laboratory
environments in real world; and (3) the lack of comprehensive evaluation protocols, particularly those
that span from fine-grained atomic actions to complex, long-horizon experimental procedures.

To address these challenges, we present LabUtopia, a comprehensive simulation and benchmarking
suite tailored for scientific laboratory contexts. LabUtopia integrates a diverse set of functional
assets, a hierarchical task taxonomy, and a high-fidelity simulation engine capable of modeling rigid,
deformable, and fluid objects, as well as simulating both physical and chemical processes. Our goal is
to provide a scalable, versatile platform for training and evaluating agents’ perception, planning, and
control skills under high task complexity and diverse environments, advancing the role of embodied
intelligence in accelerating scientific discovery. The key designs and innovations include:

(1) LabSim is a high-fidelity simulation environment built on Isaac Sim, enhanced with a chemical
engine that models reaction-driven transformations (e.g., color change, product generation) by
combining a curated substance database with the reasoning model. Extending beyond conventional
physical dynamics, LabSim supports a wide range of chemical reactions, enabling precise and visually
grounded simulation of laboratory phenomena.

(2) LabScene is a procedural generation pipeline that synthesizes diverse, physically plausible 3D
laboratory scenes aligned with real-world configurations. Built upon a curated set of expert-verified
assets, LabScene employs a hybrid layout strategy that combines grid stochastic sampling with
constraint-aware search, enabling scalable environment creation for scientific embodied tasks.

(3) LabBench is a hierarchical benchmark, featuring a five-level task structure that spans from atomic
object manipulations to long-horizon missions requiring integrated navigation and manipulation.
Together, these components establish a rigorous and scalable testbed for developing and evaluating
scientific-purpose embodied agents under rich physical constraints and procedural complexity.

To provide an in-depth analysis of embodied agents in scientific laboratory settings, we complement
prior research with an evaluation that targets the agent’s ability to conduct realistic experimental
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procedures that involve accurate material recognition, multi-step task planning, and precise instrument
control. Powered by our LabScene generation pipeline, we construct over 100 diverse and physically
plausible lab environments, and evaluate agent performance across 30 tasks of varying complexity
in the LabBench benchmark. Through extensive experiments, we show that current state-of-the-
art manipulation policy models still struggle with the variability of instrument configurations and
accumulated errors in long-horizon task execution, highlighting the need for more specialized
solutions in research-oriented embodied AI.

We summarize our main contributions as follows:

• We present LabUtopia, a simulation and benchmarking suite tailored to the unique challenges
of laboratory settings. LabUtopia supports complex physical interactions and various
chemical reactions across 30 distinct tasks, enabling realistic evaluation of embodied agents
in high-fidelity scientific scenarios.

• We provide a high-quality asset set comprising over 100 laboratory scenes and 100 scientific
instruments, that have been standardized and filtered by domain experts. Building on this, we
design an automated scene generation pipeline to produce diverse, scalable lab environments,
supporting both real-world alignment and large-scale training and evaluation.

• We introduce a hierarchical benchmark that spans multiple levels of task complexity, from
low-level atomic operations to high-level long-horizon reasoning tasks. This structure
enables principled assessment of embodied agents’ capabilities and reveals performance
bottlenecks across varying levels.

2 Related Work

Automated Laboratories. Current automated laboratories enhance the efficiency and scalability of
experiments in chemistry and materials science while reducing costs by integrating machine learning,
robotics and modular platforms. Self-driving laboratories (SDLs) [2] automate repetitive tasks, yet
often constrain autonomous experimental design. Systems such as Synbot [21], Chemputer [54],
MARS-Chem [11], Artificial Chemist [1], Reactivity Explorer [13], and AI-EDISON [30] have
demonstrated remarkable performance in organic synthesis, exploratory chemistry, and nanomaterial
optimization, enabling standardized and reproducible experiments and accelerating molecular discov-
ery. However, these systems are limited by predefined protocols, hardware dependencies, insufficient
task comprehension, and poor real-time adaptability. As a result, their flexibility and intelligence
are constrained, making them less suitable for various experimental tasks. Moreover, most of these
systems primarily focus on advancing scientific discovery, with limited attention to the long-term
development of intelligent embodied systems, thereby overlooking the potential value of embodi-
ment in scientific research. Therefore, we propose a LabUtopia that offers low-cost, high-efficiency
workflows and large-scale data acquisition, enhancing flexibility and data-driven capabilities. This
environment aims to support the development of embodied intelligence that is adaptable to a wide
range of chemical research scenarios.

Simulators for Embodied AI. The rapid development of simulators is progressively transitioning
from general-purpose functionality to high-fidelity realism. Certain simulators emphasize versatile ca-
pabilities, primarily for modeling interactions and dynamic changes in the physical world, facilitating
algorithm validation and training. PyBullet [10], Gazebo [34], and RLBench [29] support real-time
physical simulations, including rigid body dynamics and collision detection, while offering diverse
sensor emulation and deep learning integration. Conversely, other simulators prioritize high-fidelity
scene reconstruction to meet the demands of complex real-world task environments. ARNOLD [19],
VLMbench [64], Habitat [49], OmniGibson [37, 53], ManiSkill3 [57], and ClevrSkills [22] focus
on language-guided task learning in realistic 3D environments, aiming to advance robotic manipu-
lation and human-robot interaction research. These platforms offer vision-language manipulation
benchmarks, open-source frameworks, and human-centric evaluations, supporting rich simulations
of daily activities, GPU-accelerated parallel robot simulation, and photorealistic rendering, while
investigating compositional reasoning and generalization capabilities. However, existing simulation
platforms generally lack specialized modeling for laboratory settings and operations. To address this,
we propose LabUtopia based on Isaac Sim [44] tailored for chemical laboratories, enabling embodied
agents to perform operational learning, path navigation, and task planning in chemical experimental
environments. Integrated with visualized simulations of chemical reaction processes, LabUtopia aims
to provide critical support for the advancement of embodied intelligence in experimental sciences.
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Simulator/Benchmark Simulation Lab Environment Task Diversity
Fluid Physics Chemistry Scene Object Multi-action Composed Generalization Long-Horizon Navigation

Alfred [52] ✗ ✗ ✗ ✗ ✗ ✔ ✔ ✗ ✗ ✔
Behavior [37, 53] ✔ ✔ ✗ ✗ ✗ ✔ ✔ ✗ ✗ ✔
RLBench [29] ✗ ✔ ✗ ✗ ✗ ✔ ✗ ✗ ✗ ✗
Ravens [62] ✗ ✔ ✗ ✗ ✗ ✗ ✔ ✔ ✔ ✗
VLMbench [64] ✗ ✔ ✗ ✗ ✗ ✔ ✔ ✔ ✔ ✗
Arnold [19] ✔ ✔ ✗ ✗ ✗ ✔ ✗ ✔ ✗ ✗
VIMA-Bench [31] ✗ ✔ ✗ ✗ ✗ ✗ ✗ ✔ ✔ ✗
Maniskill3 [57] ✗ ✔ ✗ ✗ ✗ ✔ ✔ ✔ ✗ ✔
Robofactory [48] ✗ ✔ ✗ ✗ ✗ ✔ ✔ ✗ ✔ ✗
ClevrSkills [22] ✗ ✔ ✗ ✗ ✗ ✔ ✔ ✔ ✔ ✗
LabUtopia (Ours) ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔ ✔

Table 1: Comparison with existing embodied AI simulators/benchmarks. Fluid / Physics / Chemistry:
Support for simulating fluids, realistic physical interactions, and chemical processes, respectively.
Scene / Object: Whether the benchmark supports realistic lab environments with scene-level and
object-level assets. Multi-action: Multiple different axiom actions. Composed: Tasks involve the
simple composition of atomic actions. Generalization: Generalization task across unseen scenes or
object variations. Long-Horizon: Tasks demand high-level planning and long sequences of atomic
and composed actions. Navigation: Tasks integrate spatial navigation with manipulations.

3 Laboratory Simulation Suite

We introduce LabUtopia, a high-fidelity simulation platform tailored to the challenges of embodied
manipulation in laboratory settings. It is specifically designed for simulating, training, and evaluating
agents in lab-centric tasks. LabUtopia consists of three key components: LabSim provides high-
fidelity physical simulation with extensions for modeling chemically relevant dynamics, such as fluid
mixing and reactive state transitions. LabScene includes a diverse asset library of scientific instruments
and procedurally generates 3D environments, enabling rich spatial and task variations. Finally, a built-
in trajectory collection module supports automated generation of expert demonstrations, facilitating
scalable data collection for diverse lab tasks.

3.1 LabSim: High-Fidelity Simulation Environment

LabSim is a high-fidelity simulation engine designed to model the rich physical and chemical
phenomena of laboratory environments. It not only supports physically accurate modeling of diverse
material properties, but also introduces a reasoning-driven pipeline to simulate chemical reactions,
enabling aligned training and evaluation with real-world scientific workflows.

Physical Realism. LabSim supports physically accurate interactions among rigid, deformable, and
fluid entities [45]. Each asset in the environment is annotated with empirically grounded physical
properties, we enable precise contact and collision modeling. For soft materials, we incorporate
deformable body physics to capture compressible and elastic behavior. Notably, for fluid simulation,
we employ a GPU-accelerated Position-Based Dynamics (PBD) framework [41], supporting rich
fluid-agent interactions required for scientific manipulation.

Chemical Process Modeling. To simulate chemical processes within laboratory tasks, we introduce
a chemical engine that integrates a curated knowledge base with a reasoning model. We begin by
constructing a structured database of 200 common chemical substances, sourced from the authoritative
PubChem repository [33]. Each encodes its key attributes, such as color, molar mass, and pH value,
allowing it to be represented as a substance asset within the simulation. Given a set of reactants, we
leverage a large language model (GPT-4o [28]) to reason about potential chemical processes and
infer corresponding transformations, including color changes, product formation, etc. These inferred
changes are then rendered in the simulation by dynamically updating the physical state and visual
properties of the involved substances. This engine equips LabUtopia with the capability to model
complex chemical interactions with both interpretability and flexibility.

3.2 LabScene: A Large-Scale Dataset of Scientific Laboratory Scenes and Instruments

Current 3D scene datasets primarily focus on domestic, office, or industrial environments [36, 57, 4,
17, 27], offering limited support for simulating laboratory settings. However, training and evaluating
embodied agents in lab-centric tasks requires high-quality, interactive environments populated with
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Figure 2: An overview of our laboratory simulation suite. LabScene automatically synthesizes
scalable laboratory scenes using a diverse asset library and a procedural generation pipeline, while
LabSim supports the simulation of high-fidelity physical and chemical interactions.

scientifically relevant instruments and layouts [38]. To address this gap, we introduce LabScene, a
scalable dataset of laboratory object and scene assets with the procedural generation mechanism.

Scene Assets. Due to the scarcity of open-source lab assets in the community, we collected a large
number of candidate scenes from designer websites. These raw assets underwent a multi-stage pre-
processing pipeline, including content filtering, format normalization, and structural standardization.
To ensure realism, we consulted experts in chemistry and physics to assess the fidelity of the scenes
and provide refinement suggestions. Based on their feedback, we selected approximately 100
high-quality, expert-verified scenes to serve as the foundational environments for LabUtopia.

Object Assets. While some of the collected laboratory scenes already include basic instruments
and furnishings, many lack the fine-grained internal structures and detailed geometry necessary
for accurately simulating and executing real-world laboratory tasks. To overcome this limitation,
we curated and constructed a comprehensive library of high-fidelity object assets that represent a
wide range of laboratory tools and apparatus. These assets encompass essential equipment such
as drying ovens, centrifuges, pipettes, and balances, as well as diverse glassware and plasticware
types including beakers, flasks, test tubes, and Petri dishes. To ensure full compatibility with robotic
manipulation and physics-based simulation, all assets were refined, standardized, and modularized
into physically consistent, interactable forms. The final collection consists of approximately 60
categories of laboratory equipment and over 80 types of transparent glassware and plasticware,
covering a rich diversity of materials, scales, and functional configurations.

Environment Generation Pipeline. To incorporate our collected instruments into the laboratory
scenes, we develop an environment generation pipeline that balances layout diversity with physical
plausibility. Specifically, all objects are placed sequentially based on importance and size rankings.
For each object, candidate positions and orientations are sampled from a discretized grid that satisfies
various constraints, including boundary, collision, and instrument-specific constraints [12, 60]. The
layout score is computed considering factors such as edge proximity, inter-object distance, and
orientation alignment. The configuration with the highest score is selected. If the random sampling
fails to produce a valid layout within a time limit, the system falls back to a depth-first search
strategy [55], systematically exploring placements while enforcing physical and spatial constraints.
This hybrid approach ensures functional, reasonable scene layouts suitable for embodied agent
training.
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Figure 3: (a) Workspace for manipulation tasks. (b) Illustration of the navigation environment. (c)
Bird’s-eye view of the navigation map. (d) Occupancy grid map used for navigation. (f) Occupancy
grid map with the planned path highlighted. ‘

3.3 Task-Rich Trajectory Collection

Manipulation Trajectory Auto-collection. We divide the motion planners into two levels: atomic
action controllers and task-level action controllers. Atomic actions are standard laboratory operations,
such as pouring and stirring, that align with experimental protocols and are executed using finite
state machines. Task-level controllers organize atomic action controllers to collect data for specific
tasks. For atomic actions, we control multiple target keypoints for the robotic arm. At each keypoint,
an RMPflow controller [7] plans motion toward dynamically determined positions based on the
real-time state of manipulated objects. We incorporate spherical linear interpolation (Slerp) [19] for
continuously manipulating articulated objects, e.g., opening the dry box task, for more robust results.
Furthermore, task-level controllers organize atomic actions to streamline the entire experimental pro-
cedure, enabling our motion planner to generate demonstration data for imitation learning efficiently.
During demonstration data collection, all objects are randomly initialized within a predefined spatial
range to ensure diversity and generalization.

Navigation Trajectory Auto-collection. Robots in laboratory environments need to autonomously
move between locations and interact with various experimental instruments. To automate trajectory
collection, we design a method based on the A* algorithm [20] and occupancy map [14]. Specifically,
we first generate and store occupancy maps built by Isaac Sim for the laboratory. These maps
explicitly indicate the areas where obstacles are present, thus marking regions that are non-navigable.
This information is then bound to the laboratory asset data. When deployed in a new laboratory scene,
the robot uses its initial and target positions to plan a path with key waypoints. It then follows these
waypoints, generating navigation trajectory data. This approach proves successful in experiments,
offering an efficient solution for trajectory planning and data collection.

4 LabBench: Hierarchical Benchmark for Lab Agents

Embodied manipulation in laboratory environments spans a wide spectrum of tasks, ranging from low-
level interactions to long-horizon workflows. These tasks vary significantly in complexity and skill
requirements, making it difficult to evaluate agent capabilities in a unified manner. To address this,
we propose LabBench, a hierarchical benchmark comprising over 50 tasks designed to systematically
evaluate embodied agents across multiple levels of control, planning, and reasoning.
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Figure 4: An overview of our hierarchical benchmark. LabBench structures scientific tasks across
five levels, from atomic manipulations to long-horizon experiments, enabling rigorous evaluation of
embodied agents in realistic laboratory settings.

4.1 Five-Level Task Structure

In order to comprehensively evaluate embodied agents in laboratory environments, LabBench or-
ganizes its tasks into five levels of increasing complexity, ranging from low-level atomic actions to
integrated long-horizon and mobile manipulation tasks.

Level 1: Atomic Manipulation Tasks. This level focuses on fundamental low-level interactions that
serve as the building blocks for more complex operations. Tasks include single-step action such as
grasping, pouring, stirring, opening instrument, and placing containers. These actions can typically
be executed via primitive controllers without requiring task-level planning.

Level 2: Short-Horizon Manipulation Tasks. This level involves agents performing a sequence of
2-3 atomic actions to complete a compound objective. For example, an agent might open a container
and then pour a reagent, or pick up a test tube and place it in a mixer. These tasks require precise
coordination of sequential actions to achieve the desired outcome.

Level 3: Generalizable Short Manipulation Tasks. This level evaluates agents’ generalization
capabilities under distributional shifts. Agents are trained jointly on mix of objects with varying
shapes and appearances, as well as different visual material and environmental. Tasks are tested in
novel scenarios featuring unseen object configurations, unfamiliar scene arrangements, or appearance
variations. The evaluation tests the agents’ capacity to transfer learned skills to effectively handle
out-of-domain objects and scenes.
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Level 4: Long-Horizon Manipulation Tasks. This level involves high-level planning and executing
multi-step laboratory protocols that span numerous atomic and composed actions. These workflows,
such as preparing a chemical solution or executing the cleaning instrument program, require high-level
planning, reasoning, and robustness to compounding execution errors.

Level 5: Mobile Manipulation Tasks. The highest level integrates spatial navigation with manipula-
tion. Agents are required to traverse large-scale laboratory environments using mobile-base control
while performing manipulation tasks. Our task is to transport container between areas.

4.2 Evaluation Protocol

Embodiment. We employ a 7-DoF Franka Emika Panda [16] manipulator with a parallel gripper
for manipulation tasks. For navigation tasks, we utilize the Fetch mobile manipulator [15] and a
mobile manipulation robot composed of the Clearpath Robotics Ridgeback base integrated with a
Franka Emika Panda arm [9], both supporting arm manipulation and base locomotion. These robots
are controlled using three degrees of freedom—x and y velocities and rotation—enabling integrated
navigation and manipulation [59].

Evaluation Execution. Object positions are randomly placed within a 15 cm × 15 cm region, adjusted
according to their sizes and workspace constraints to ensure compatibility with task requirements. A
task instance is considered successful if the current state remains within the tolerance threshold of the
goal state and continuously satisfied for 2 seconds after completing the final task stage, consistent
with prior works [19, 23, 26, 40]. For example, in the “Open Door” task, success requires the cabinet
door to remain at the specified open position for 2 seconds after the robot releases the handle, ensuring
no shortcuts during motion. The success rate is used as the evaluation metric in LabBench, with strict
evaluation ensuring both the robot and object maintain the successful state for the required duration,
only after the motion planner has executed its final action. More details about the task descriptions,
visualizations, and success determination criteria can be found in Appendix C.

5 Experiment

5.1 Experimental Setup

Table 2: Performance comparison across task lev-
els. Values represent success rates (%).

Task Level Task Name ACT DP

Level-1

Stir 86.7 95.0
Pick 75.0 86.7
Pour 76.7 73.3
Press 93.3 96.7
Place 73.3 80.0
Shake 93.3 86.7
Open Door 77.5 67.5
Close Door 71.7 65.0
Open Drawer 93.3 95.0
Close Drawer 96.7 100.0

Level-2

Pour Liquid 67.5 50.0
Shake Beaker 77.5 67.5
Heater Beaker 86.7 25.0
Operate Drawer 73.3 10.0
Stir w/ GlassRod 55.0 10.0
Transport Beaker 78.3 50.0

Models. To benchmark the performance of ex-
isting imitation learning algorithms in LabSim,
we select two representative models: ACT [18],
Diffusion Policy [8], and π0 [6]

• ACT is a transformer-based model designed for
action chunk prediction in robotic manipulation.
ACT processes RGB images, robot propriocep-
tion through a multi-layer transformer encoder.
At each decision step, ACT autoregressively pre-
dicts the next low-level action, conditioned on
past observations and actions.

• Diffusion Policy is a generative model that for-
mulates robot control as a conditional diffusion
process. The model takes recent observations as
input and learns to generate control trajectories
by progressively denoising an initial random tra-
jectory sample, conditioned on the observation
context. In our work, we utilize the CNN-based
version of Diffusion Policy.

• π0 is a vision-language-action (VLA) model
based on PaliGemma, which enables modeling
of complex continuous actions by incorporating
an additional action expert output module and utilizing flow matching techniques.
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Table 3: Performance comparison across Level-3 task. Results are reported under ID/OOD settings.
Values represent success rates (%).

Task Level Task Name π0 ACT DP

Level-3

Pick 83.3/85.8 81.7 / 71.7 53.3 / 41.7
Press 92.5/89.1 98.3 / 96.7 81.7 / 31.6
Open Door 51.6/53.3 73.3 / 65.0 63.3 / 58.3
Pour Liquid 40.0/38.3 75.0 / 65.0 46.6 / 31.6
Heater Beaker 89.1/86.7 86.7 / 80.0 21.6 / 8.3
Transport Beaker 86.7/88.3 77.5 / 73.3 67.5 / 15.0

Model Input And Output.

All manipulation tasks utilize three cameras (a wrist camera on the robotic arm, one facing the robotic
arm, and one directly overhead), with each camera outputting 256×256 RGB images by default. DP
and ACT models use images from the overhead and front-facing cameras, while pi0 model uses
images from the wrist camera and the camera facing the robotic arm. Users can also render images at
any resolution or output depth maps. Other Omniverse sensors (e.g., tactile sensors) are currently
disabled as they are unnecessary for the current tasks, but full support is available if needed. The
input for all models also includes the absolute values of the robot’s joint positions. The model’s
output is the predicted joint positions of the robotic arm for the next time step.

Training Details Our training parameters are primarily adapted from the open-source ACT, Diffusion
Policy and OpenPI algorithms. ACT and Diffusion Policy were implemented using PyTorch, with
training and evaluation conducted on a single NVIDIA RTX 4090 GPU. π0 was implemented using
JAX, with training on 8 A800 80G GPUs. ACT and Diffusion Policy were trained for 200 epochs
using the AdamW optimizer and Exponential Moving Average (EMA). π0 was trained for 30,000
steps. Model inputs include two camera views, each with a resolution of 256× 256 pixels, as well
as robot joint position inputs. The output consists of predicted joint parameters. A fixed learning
rate of 1× 10−4 was used throughout. The batch sizes were set to 128 for ACT and 64 for Diffusion
Policy. Additionally, ACT and π0 were trained using a single frame of historical observation, whereas
Diffusion Policy was trained using three consecutive frames as input. The action chunk lengths for
ACT, DP, and π0 are 60, 60, and 8, respectively.

5.2 Experimental Results

We evaluated the performance of the ACT and DP models across Level-1 to Level-3 tasks in Table 2
and Table 3, and additionally tested the π0 model on Level-3 tasks. For Level-1 tasks, both models
demonstrated robust fundamental manipulation abilities, achieving high success rates due to the
simplicity and single-step nature of these tasks. In Level-2 tasks, the success rates began to decline,
particularly for the DP model. We observed that DP frequently stalled during execution. For example,
in the Heater Beaker task, the DP algorithm paused during the final action until the time limit expired;
while in the Operate Drawer task, most DP failures resulted from its inability to successfully execute
any action. In the Stir with GlassRod task, both models exhibited noticeable errors in grasping or
stirring positions due to the small size of the glass rod.

Table 4: Performance comparison of different mod-
els when manipulating different size objects.Values
represent success rates (%).

Task Level Model Success Rate (%)

ID OOD

Pick ACT 31.2 1.7
DP 11.2 0.0

Pour Liquid ACT 25.6 0.0
DP 8.0 0.0

In Level-3 tasks, the performance gap widened,
with ACT maintaining superior stability, while
DP struggled with generalization to novel mate-
rials and precise actions, such as pressing a but-
ton in Heater Beaker. In contrast, ACT showed
greater robustness when handling out-of-domain
visual features. Additionally, we evaluated the
VLA-based model π0 on selected Level-3 gen-
eralization tasks. While pretrained VLA mod-
els, after fine-tuning, exhibited minimal perfor-
mance degradation on out-of-distribution visual
inputs or novel materials, they did not consis-
tently outperform models trained from scratch in these tasks. We tested generalization to out-of-
domain shapes in Table 4 by jointly training datasets with objects of varying sizes and evaluating
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Table 5: Performance comparison of different models on Level-4 long-horizon tasks. SP: Single-stage
Primitive; A1–A7: Different sub-steps of task sequence.

Level-4 Task Model Success Rate (%)
SP A1 A2 A3 A4 A5 A6 A7

Clean Beaker ACT 14.0 99.3 51.9 43.3 42.5 12.3 10.6 1.6
DP 2.5 92.7 8.1 1.3 0.0 0.0 0.0 0.0

Drying Beakers ACT 6.3 81.3 42.0 19.7 9.3 3.5 1.2 0.0
DP 2.0 76.0 32.0 26.3 0.0 0.0 0.0 0.0

Liquid Fusion ACT 8.3 96.3 57.6 46.7 42.5 12.3 10.6 1.6
DP 6.7 93.5 12.3 8.3 0.0 0.0 0.0 0.0

on out-of-domain objects. The results revealed that joint training with objects of significantly dif-
ferent sizes led to a substantial drop in in-domain success rates, with near-zero success rates for
out-of-domain shapes and sizes. This suggests that both models largely lack the ability to manipulate
out-of-domain objects.

In Level-4 tasks, as shown in Table 5, we assessed the performance in long-horizon tasks. ACT
significantly outperformed DP, achieving higher success rates in single-stage primitive (SP) actions
and sub-steps (A1–A7), though both models experienced sharp declines in later sub-steps (A5–A7)
due to cumulative errors in complex sequences. In sub-steps, although each policy is more stable
when handling its own task, it is necessary to design specific action decomposition and switching
mechanisms, which increases the overall system complexity. Moreover, the transitions between
actions may become discontinuous or suffer from distribution shift issues.

ACT exhibited greater stability across most subsequent tasks. We hypothesize that this disparity
arises from several factors. First, compared to ACT, DP’s shorter prediction horizon makes it more
prone to stagnation. For example, in the Heater Beaker task, DP often hovered above the button
without pressing it in the final step. Our task setting outputs joint position, and DP’s outputs are
more jittery than ACT’s, increasing the likelihood of dropping grasped objects. Second, DP’s high
sensitivity to visual features led to inconsistent performance, particularly in the Stir with GlassRod
task, where its output struggled to accurately locate the glass rod. Furthermore, in generalization
tests for Level-3 tasks, DP experienced significant performance declines when encountering unseen
materials. These findings suggest that future work should focus on enhancing the models’ ability
to generalize across diverse object properties and task variations. Please refer to the Supplementary
Materials for more details.

6 Conclusion and Limitations

We propose a simulation and evaluation platform for embodied agents in scientific laboratory settings,
designed to provide researchers with a unified environment for training, testing, and analyzing agent
performance in complex experimental tasks. To this end, we have designed a hierarchical benchmark
covering five levels and more than 30 tasks, and constructed a high-fidelity simulation environment
for physical and chemical processes, along with a rich library of laboratory assets. We conducted a
systematic evaluation of mainstream imitation learning methods, and the results show that current
imitation learning approaches still exhibit significant shortcomings when tackling complex long-
horizon tasks. While these methods demonstrate some degree of visual generalization, they show
little to no generalization to objects with different shapes. Overall, these findings indicate that,
despite notable progress in embodied agents and their underlying models, achieving general-purpose
agents for scientific laboratory scenarios will require continued in-depth research and innovation.
Although LabUtopia provides a scalable and versatile simulation platform that supports tasks across
different levels and types, several limitations remain. First, the current benchmark operates entirely
within simulation. Bridging the sim-to-real gap by constructing a physical laboratory environment
represents an important direction for future work. Second, LabUtopia currently supports only two
robot embodiments (Fetch and Panda); expanding support to additional robot types would facilitate
the collection of more diverse action trajectories and further promote research on generalization.
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NeurIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

• You should answer [Yes] , [No] , or [NA] .
• [NA] means either that the question is Not Applicable for that particular paper or the

relevant information is Not Available.
• Please provide a short (1–2 sentence) justification right after your answer (even for NA).
• The papers not including the checklist will be desk rejected.

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to "[No] ", it is perfectly acceptable to answer "[No] " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
"[No] " or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

• Delete this instruction block, but keep the section heading “NeurIPS Paper Checklist",
• Keep the checklist subsection headings, questions/answers and guidelines below.
• Do not modify the questions and only use the provided macros for your answers.

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: See Section 1.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
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Justification: See Section 6.

Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [NA]

Justification: This paper does not include theoretical results.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: The implementation details of training and evaluating agents are list in Section
5.1. The construction pipeline of simulator and dataset is listed step-by-step in Section 3.

Guidelines:
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide our dataset and code in supplementary material.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).
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• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We provide these details in Section 5.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: Our paper does not include the results of significance statistics, we used a
given random seed to maintain a random initialization, and the results are fixed.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: See the Section 5.1
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
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• The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

• The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Our work is conducted with the NeurIPS Code of Ethics.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: See the Appendix.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our paper poses no such risks.
Guidelines:

• The answer NA means that the paper poses no such risks.
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• Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: We have cited the creators.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: The new datasets and code introduced are fully documented in our anonymous
website and supplementary materials.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer:[NA]
Justification: The paper does not involve crowdsourcing or research with human subjects
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Including this information in the supplemental material is fine, but if the main contribu-

tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve human subjects or crowdsourcing.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: The use of LLMs in implementing the method have been described in the
methodology and experimental setup section.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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————Appendix————

The structure of Appendix is as follows:

• Appendix A More Details of LabScene.

• Appendix B More Details of LabSim.

• Appendix C More Details of LabBench.

• Appendix D Impact Statement.

A More Details of LabScene

A.1 Asset in OpenUSD Format

OpenUSD (Universal Scene Description), developed by Pixar and integrated into NVIDIA’s Om-
niverse platform, is an open-source 3D scene description framework and file format designed for
efficient interchange and collaboration across diverse 3D graphics workflows. It uses a hierarchical
structure to represent complex scenes, with core components like Stages, Prims, Attributes, and
Relationships. OpenUSD supports extensible schemas, real-time rendering, and non-destructive
editing, enabling seamless asset sharing and simultaneous collaboration across tools like Blender,
Unreal Engine. In Omniverse, OpenUSD is enhanced with NVIDIA RTX rendering and APIs,
facilitating applications in film, gaming, architecture, robotics, and digital twins, with benefits like
reduced data duplication and flexible pipeline design.

A.1.1 Container Assets
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A.1.2 Instrument Assets

A.1.3 Lab Scene Assets

A.2 Speed

Using two 256×256 cameras, our system runs at 23 fps for liquid simulation and 45 fps for rigid body
simulations on an NVIDIA RTX 4090 GPU and Intel(R) Xeon(R) w5-2445. If cameras are not used,
the simulation runs at approximately 115 fps.
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B More Details of LabSim

B.1 Database of Chemical Substances

To enable realistic chemical process simulation, we constructed a structured chemical knowledge
base comprising 200 representative inorganic and organic compounds. All data were collected
from authoritative chemical repositories (e.g., PubChem) to ensure the consistency and reliability of
physicochemical information. For each compound, the following key properties were extracted and
normalized: physical attributes (color, appearance, density, melting point, boiling point), chemical
attributes (molecular formula, molar mass, solubility), and optional safety or reactivity descriptors.
All records were serialized into a JSON-based schema for efficient retrieval and integration within
the simulation engine. An example subset of this data structure is shown below.

Listing 1: Example JSON entries from the structured chemical knowledge base
1 [
2 ...
3 {
4 "compound_name": "Aluminum oxide",
5 "chemical_formula": "Al2O3",
6 "molar_mass": "101.9612772 g/mol",
7 "density": "3.9870 g/cm 3 ",
8 "melting_point": "2,072.00 °C",
9 "boiling_point": "2,977.00 °C",

10 "solubility": "insoluble",
11 "sublimation_point": null,
12 "appearance": "white solid"
13 },
14 {
15 "compound_name": "Silicon dioxide",
16 "chemical_formula": "SiO2",
17 "molar_mass": "60.0843 g/mol",
18 "density": "2.6480 g/cm 3 ",
19 "melting_point": "1,713.00 °C",
20 "boiling_point": "2,950.00 °C",
21 "solubility": null,
22 "sublimation_point": null,
23 "appearance": "Transparent or white"
24 },
25 ...
26 ]

B.2 Process Reasoning Pipeline

The chemical process reasoning pipeline translates a set of input reactants and experimental conditions
into plausible chemical transformations that can be enacted by the simulation engine. The pipeline
couples (i) deterministic knowledge retrieval from the structured chemical knowledge base with (ii)
generative inference performed by a large language model. The following describes the designed
pipeline stages, the inter-stage data contracts, and example prompts/tool-calls to drive the reasoning
flow.

1. Input parsing and normalization. The pipeline accepts an input specification containing reac-
tant identities (names or database IDs), amounts (optional), and contextual parameters (temperature,
solvent, concentration, catalysts, pH). Input names are normalized via a canonicalization step that
maps user strings to knowledge-base compound identifiers.

2. Knowledge retrieval (tool-like call). Relevant physicochemical fields are retrieved from the
JSON knowledge base using a deterministic query. Example tool-like invocation:
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‘

Listing 2: Example chemical-database query
1 CALL chem_db.lookup({
2 "compounds": ["Hydrochloric acid", "Sodium hydroxide"],
3 "fields": [
4 "compound_name",
5 "chemical_formula",
6 "molar_mass",
7 "density",
8 "melting_point",
9 "boiling_point",

10 "solubility",
11 "sublimation_point",
12 "appearance"
13 ]
14 })
15 -- returns: JSON array of compound records as in Appendix B.1

The retrieved records are attached to the reasoning context to supply the LLM with grounded, factual
attributes.

3. Reaction inference (LLM-assisted). A structured prompt is passed to the LLM. The prompt
uses a two-part format: a short system instruction (model role + safety constraints) and a user
instruction with the normalized reactant records and explicit task. The model is requested to respond
in machine-readable JSON only, conforming to the specified output schema.

Listing 3: LLM prompt template for reaction inference
1 SYSTEM:
2 You are a chemical process reasoning assistant. Use only the provided

compound attributes to infer plausible qualitative reactions.
3 Follow safety rules:
4 (1) do not propose energetic detonation sequences,
5 (2) avoid suggesting synthesis of controlled or hazardous compounds,
6 (3) prefer qualitative descriptions that are experimentally

interpretable.
7 Return results as JSON conforming exactly to the requested schema.
8

9 USER:
10 Context:
11 - Reactants: ["Hydrochloric acid", "Sodium hydroxide"]
12 - Experimental conditions: {"solvent":"water", "temperature":"25 C", "

concentration": "0.1 M", "open_system": true}
13 - Retrieved compound records: <attach JSON records from chem_db.lookup

>
14

15 Task:
16 1. Infer plausible reaction(s) between the reactants under the given

conditions.
17 2. For each inferred reaction, provide:
18 - reaction_id
19 - reaction_type (e.g., neutralization, precipitation, redox,

hydrolysis)
20 - stoichiometry (if obvious qualitatively)
21 - expected_products (list of product objects with names and basic

attributes)
22 - observable_changes (color change, gas evolution, precipitation,

temperature change)
23 - confidence_score (0.0 - 1.0)
24 3. Provide a short rationale (1-2 sentences).
25

26 Return ONLY JSON following this schema:
27 {
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28 "reactions": [
29 {
30 "reaction_id": "r1",
31 "reaction_type": "...",
32 "stoichiometry": "...",
33 "expected_products": [
34 {"compound_name":"...", "chemical_formula":"...", "phase":"aq

/solid/gas", "qualitative_yield":"high/medium/low or null
"}

35 ],
36 "observable_changes": ["..."],
37 "confidence_score": 0.0,
38 "rationale":"..."
39 }
40 ]
41 }

C More Details of LabBench

C.1 Task Details

C.1.1 Level 1:Atomic Manipulation Tasks:

1. Pick:

• Description: The atomic action "Pick" is designed to grasp a chemical container (e.g.,
a beaker or conical flask) from a desktop, managing the retrieval process through
multiple phases: initially (Phase 0), the end effector is positioned above the object;
then (Phase 1), it is lowered closer to the object; (Phase 2) the end effector is aligned
for grasping; (Phase 3) a pause allows the robot’s dynamics to stabilize; (Phase 4) the
gripper closes to secure the object; (Phase 5) the object is lifted; and finally (Phase 6),
the sequence is completed.

• Success Criteria: The object must be securely grasped without being knocked over.
Following grasping, it must be lifted to a height exceeding 20 cm and maintained
steadily for a designated period, with success defined as the beaker remaining intact
and not falling.

2. Pour:

• Description: The atomic action "Pour" is designed to pour liquid from a previously
grasped chemical container (e.g., a beaker or conical flask) into a designated target
container or location and subsequently return to an upright position, managing the
process through multiple phases: initially (Phase 0), the end effector is positioned at
the pouring start location; then (Phase 1), it adjusts to a ready position for grasping
or pouring; (Phase 2) the pouring begins with the container tilted; (Phase 3) a pause
maintains the container in a stationary state; (Phase 4) the container is returned to an
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upright position through reverse tilting; and finally (Phase 5), the pouring sequence is
completed with the container stabilized.

• Success Criteria: As this action relies on "Pick" as a prerequisite, the task design
focuses solely on the "Pour" phase, recording data for this segment and evaluating
success rates only after a successful "Pick." Success is defined by the container being
tilted and poured within a specified region above the target, achieving a tilt angle greater
than a predetermined threshold during pouring, returning to an upright position with a
tilt angle less than a specified threshold, and remaining stable for a designated period.

3. Place:

• Description: The "Place" atomic action enables a robotic arm to set a chemical
container (e.g., a beaker or conical flask) from its gripper onto a designated lab bench
surface, executing the placement process through multiple phases: initially (Phase
0), the end effector positions the container above the target area; then (Phase 1), it
lowers the container closer to the surface; (Phase 2), the container’s base is aligned
for placement; (Phase 3), a pause stabilizes the robotic arm’s dynamics; (Phase 4), the
gripper opens smoothly to release the container; (Phase 5), the end effector retracts
above the surface; and finally (Phase 6), the sequence is completed.

• Success Criteria: As the "Place" action follows a successful "Pick," the task evaluation
focuses solely on the placement phase. Success is defined by the container being placed
at the target location on the lab bench, remaining upright and undamaged with its base
in full contact with the surface, without falling, tipping or colliding with other objects,
and maintaining stability for a designated period after placement.

4. Press:

• Description: The "Press" atomic action enables a robotic arm to press a button on a
laboratory instrument, executing the pressing process through multiple phases: initially
(Phase 0), the end effector moves to a position above the target button with an initial
offset; then (Phase 1), the gripper adjusts to a specified spacing to prepare for pressing;
(Phase 2), the end effector executes the pressing action to activate the button; and finally
(Phase 3), the sequence is completed.

• Success Criteria: The end effector is precisely aligned with the target button, presses
the button a sufficient distance to activate it, and maintains stable contact for a desig-
nated period, with success confirmed by the button’s movement without misalignment.

5. Shake:
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• Description: The "Shake" atomic action enables a robotic arm to agitate a chemical
container (e.g., a beaker or conical flask) held by its gripper to mix its contents,
executing the shaking process through multiple phases: initially (Phase 0), the end
effector moves the container to an initial position above the workspace; then (Phase 1),
it pauses to stabilize the initial position; (Phase 2), the container is tilted to the left for
the first shake; (Phase 3), it is tilted to the right for the first counter-shake, with this
left-right shaking sequence repeated three times; (Phase 8), the end effector returns the
container to the initial position; (Phase 9), it pauses to stabilize the initial position; and
finally (Phase 10), the sequence is completed.

• Success Criteria: As the "Shake" action follows a successful "Pick," the task evaluation
focuses solely on the shaking phase. Success is defined by the chemical container
completing three full left-right shake cycles, returning to the initial position, and
maintaining stability for a designated period without spilling, tipping, or colliding with
other objects.

6. Stir

• Description: The "Stir" atomic action enables a robotic arm to manipulate a glass
rod for stirring the contents of a target container (e.g., a beaker) held in place on the
workspace. The stirring process proceeds through multiple structured phases: initially
(Phase 0), the end effector lifts the glass rod slightly above the gripping position; (Phase
1), it moves the rod horizontally to a position directly above the target beaker; (Phase
2), the rod is inserted vertically into the beaker to a predefined depth; (Phase 3), the end
effector executes a circular stirring motion within the container, typically following a
clockwise or counterclockwise path with controlled speed and radius; (Phase 4), the
rod is retracted vertically out of the beaker; and finally (Phase 5), the action completes
with the end effector holding the rod above the beaker, ready for the next operation or
placement.

• Success Criteria: As the "Stir" action follows a successful "Pick," the task evaluation
focuses solely on the stirring phase. Success is defined by the glass rod being inserted
into the target beaker region without interruption or hesitation, executing a continuous
stirring motion, and upon completion, being lifted upward and fully withdrawn from
the beaker area without causing spillage, collision, or deviation from the defined stirring
trajectory.

7. Open Door

• Description: The "Open" atomic action enables a robotic arm to open a chemical
instrument cabinet door or similar enclosure, simulating a human-like opening motion.
The process is divided into several structured phases: initially (Phase 0), the end
effector moves toward the target object, positioning itself near the handle or designated
opening area; (Phase 1), the gripper performs a rotational motion (e.g., clockwise or
counterclockwise) to simulate turning a handle or triggering a latch mechanism; (Phase
2), the gripper applies a pulling force to move the object (e.g., door or drawer) along a
predefined direction, initiating the opening; (Phase 3), the system evaluates whether
the door or drawer has reached the designated open position. If the target position is
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not reached, the pulling continues incrementally; (Phase 4), once the opening motion
is complete, the arm maintains a stable posture for a short pause to ensure the object
remains in the open state and vibrations subside; finally (Phase 5), the gripper releases
the object, marking the completion of the entire opening process.

• Success Criteria: The robotic arm must accurately grasp the cabinet door handle
without slipping or displacing it. Following grasping, the arm must rotate the handle
along the door’s hinge axis, opening the cabinet door to a predefined target angle. After
reaching the target angle, the gripper releases the door handle and moves away. Success
is defined by the door remaining open at the target angle without unintended movement
or closing.

8. Close Draw

• Description: The "Close" atomic action enables a robotic arm to close a chemical
instrument cabinet door or similar enclosure, replicating a natural closing motion. The
process proceeds through several phases: initially (Phase 0), the end effector moves
toward the door handle, positioning itself to grasp the handle securely; (Phase 1),
the gripper rotates together with the door handle along the hinge axis, moving the
door toward the closed position; (Phase 2) and subsequent phases involve the action
completion stage, where the system sends no further motion commands and maintains
a stationary posture, ensuring the door remains closed and stable.

• Success Criteria: The robotic arm must accurately grasp the cabinet door without
slipping or misalignment. Following grasping, the arm must push the door along its
track or hinge axis smoothly until the door is fully closed. Success is defined by the
door reaching the fully closed position securely, with no gaps or unintended openings,
and the gripper releasing or holding position without causing door misalignment or
damage.

C.1.2 Level 2: Short-Horizon Manipulation Tasks.

1. Pour Liquid

• Description: The Pour Beaker task is a medium-difficulty robotic operation that
integrates the atomic actions "Pick" and "Pour" to securely grasp a chemical container
(e.g., a beaker or conical flask) from a desktop and transport it to a designated location
for pouring, while ensuring the container does not drop. The process begins with
the Pick action, where the robot’s end effector grasps the container through a precise
sequence of positioning, lowering, aligning, stabilizing, gripping, and lifting. This
is followed by the Pour action, where the end effector transports the container to the
target location, aligns it for pouring, tilts it to dispense the contents, stabilizes, returns
the container to an upright position, and completes the sequence, maintaining stability
throughout to prevent dropping or spillage.

• Success Criteria: The chemical container (e.g., a beaker or conical flask) must be
securely grasped without being knocked over during the Pick action. Following
grasping, the container must be lifted to a height exceeding 20 cm, transported steadily
to the designated target location without dropping, and successfully tilted to pour the

30



contents at the target position during the Pour action. After pouring, the container must
be returned to an upright state and released without falling, ensuring the beaker remains
intact and stable throughout the entire process.

2. Shake Beaker

• Description: The Shake Beaker task is a medium-difficulty robotic operation that
utilizes the atomic action "Pick" to securely grasp a chemical container (e.g., a beaker
or conical flask) from a desktop, perform three side-to-side shakes, and stabilize
it at the initial position, while ensuring the container does not drop. The process
involves the Pick action, where the robot’s end effector grasps the container through a
precise sequence of positioning, lowering, aligning, stabilizing, gripping, and lifting.
Subsequently, the end effector executes three controlled side-to-side shakes, returns the
container to the initial position, and stabilizes it for a designated period, maintaining
stability throughout to prevent dropping or spillage.

• Success Criteria: The chemical container (e.g., a beaker or conical flask) must be
securely grasped without being knocked over during the Pick action. Following
grasping, the container must be lifted to a height exceeding 20 cm, shaken side-to-side
at least three times without dropping, and returned to the initial position. The container
must then be stabilized for a designated period, ensuring it remains intact and stable
throughout the entire process without falling or spilling.

3. Transport Beaker

• Description: The Transport Beaker task is a medium-difficulty robotic operation that
integrates the atomic actions "Pick" and "Place" to securely grasp a chemical container
(e.g., a beaker or conical flask) from a desktop, transport it to a designated location,
and place it down, while ensuring the container does not drop. The process begins
with the Pick action, where the robot’s end effector grasps the container through a
precise sequence of positioning, lowering, aligning, stabilizing, gripping, and lifting.
This is followed by the Place action, where the end effector transports the container to
the specified location, lowers it to place it within a designated range, and releases it,
ensuring the beaker remains upright and stable at the target position without falling or
spilling throughout the process.

• Success Criteria: The chemical container (e.g., a beaker or conical flask) must be
securely grasped without being knocked over during the Pick action. Following
grasping, the container must be lifted to a height exceeding 20 cm and transported to
the designated location without dropping. The container must then be placed down
within the specified target area and remain upright, ensuring it remains intact and stable
throughout the entire process without falling or spilling.

4. Heater Beaker
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• Description: The Heater Beaker task is a medium-difficulty robotic operation that
integrates the atomic actions "Pick," "Place," and "Press" to securely grasp a chemical
container (e.g., a beaker or conical flask) containing a solution from a desktop, transport
it to a heating device, place it on the device, and activate the heating process, while
ensuring the container does not drop. The process begins with the Pick action, where
the robot’s end effector grasps the container through a precise sequence of positioning,
lowering, aligning, stabilizing, gripping, and lifting. This is followed by the Place
action, where the end effector transports the container to the heating device, lowers it
to position it within the designated range of the device, and releases it, ensuring the
beaker remains upright and stable. Finally, the Press action involves the end effector
moving to the heating device’s button, pressing it with sufficient force over a specified
distance to activate the heating process, maintaining stability throughout to prevent the
container from falling or spilling.

• Success Criteria: The chemical container (e.g., a beaker or conical flask) must be
securely grasped without being knocked over during the Pick action. Following
grasping, the container must be lifted to a height exceeding 20 cm and transported to
the heating device without dropping. The container must then be placed down within
the specified range of the heating device and remain upright. Finally, the heating button
must be pressed with sufficient force over a specified distance to activate the heating
process, ensuring the container remains intact and stable throughout the entire process
without falling or spilling.

5. Stir GlassRod

• Description: The Stir GlassRod task is a medium-difficulty robotic operation that
integrates the atomic actions "Pick" and "Stir" to securely grasp a glass rod from a
desktop and use it to stir a solution within a chemical container (e.g., a beaker or
conical flask), while ensuring the rod does not drop. The process begins with the Pick
action, where the robot’s end effector grasps the glass rod through a precise sequence
of positioning, lowering, aligning, stabilizing, gripping, and lifting. This is followed by
the Stir action, where the end effector moves the glass rod to the chemical container,
positions it within the solution, and performs a controlled stirring motion, maintaining
stability throughout to prevent the rod from slipping or causing spillage of the solution.

• Success Criteria: The glass rod must be securely grasped without being knocked over
during the Pick action. Following grasping, the rod must be lifted to a height exceeding
20 cm and accurately positioned within the chemical container (e.g., a beaker or conical
flask) without causing additional collisions. The rod must then perform a controlled
stirring motion within the solution without slipping or causing spillage. After stirring,
the glass rod must be lifted from the container and stabilized for a designated period,
ensuring it remains intact and stable throughout the entire process without dropping or
causing unintended collisions.

6. Operate Drawer
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• Description: The Operate Drawer task is a medium-difficulty robotic operation that
integrates the atomic actions "Open" and "Close" to smoothly operate a chemical
container storage drawer, ensuring the drawer is opened and closed without disruption.
The process begins with the Open action, where the robot’s end effector approaches
the drawer’s handle through a precise sequence of positioning, aligning, stabilizing,
gripping, and pulling to open the drawer smoothly. This is followed by the Close action,
where the end effector repositions to the handle, grips it, and pushes the drawer to close
it, maintaining controlled motion throughout to prevent the robotic arm from causing
additional collisions with the drawer or surrounding objects.

• Success Criteria: The drawer’s handle must be securely grasped without being
knocked or misaligned during the Open action. Following grasping, the handle must
be pulled smoothly to open the drawer without causing additional collisions with the
drawer or cabinet. The robotic arm must then reposition to the handle, push it smoothly
to close the drawer, and retreat a specified distance from the drawer, ensuring the
arm remains stable and intact throughout the entire process without colliding with the
drawer or cabinet.

C.1.3 Level 3: Generalizable Short Manipulation Tasks.

1. Pick

• Description: Consistent with the Level 1: Pick task, this task primarily focuses
on generalizing across different types of chemical containers and desktop materials
to evaluate the generalization capability of the policy, providing more diverse and
generalized task data.

• Success Criteria: Aligned with Level 1:Pick task

2. Press

• Description: Consistent with the Level 1: Press task, this task primarily focuses on
generalizing across different button colors, button positions, and desktop materials
to evaluate the generalization capability of the policy, providing more diverse and
generalized task data.

• Success Criteria: Aligned with Level 1:Press task

3. Transport Beaker
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• Description: Consistent with the Level 2: Transport Beaker task, this task primarily
focuses on generalizing across different target locations and desktop materials to evalu-
ate the generalization capability of the policy, providing more diverse and generalized
task data.

• Success Criteria: Aligned with Level 2:Transport Beaker task

4. Heater Beaker

• Description: Consistent with the Level 2: Heater Beaker task, this task primarily
focuses on generalizing across different target button colors and desktop materials
to evaluate the generalization capability of the policy, providing more diverse and
generalized task data.

• Success Criteria: Aligned with Level 2:Heater Beaker task

C.1.4 Level 4: Long-Horizon Manipulation Tasks.

1. Clean Beaker

• Description: The Clean Beaker task represents a high-complexity robotic manipulation
sequence composed of seven atomic actions—Pick, Pour, Place, Pick, Shake, Pour, and
Place—executed in a precise temporal order to simulate a beaker cleaning procedure.
The robot begins by performing a Pick action to grasp Beaker 2, followed by a Pour to
transfer its contents into Beaker 1, and a Place to return Beaker 2 to its original position.
The robot then executes another Pick action to grasp Beaker 1, performs a Shake to
simulate mixing or cleaning, continues with a second Pour into a designated target
beaker, and concludes with a final Place to return Beaker 1. Throughout the process,
the robot must maintain accurate positioning, stable handling, and smooth transitions
between actions to ensure fluid transfer integrity and task robustness.

• Success Criteria: The Clean Beaker task is considered successful if all seven atomic
actions—Pick, Pour, Place, Pick, Shake, Pour, and Place—are executed in correct
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sequence with precise control and without causing instability or spillage. Specifically,
Beaker 2 must be securely grasped and lifted without tipping, its contents must be
accurately poured into Beaker 1 without overflow or dripping, and it must be returned
to its original position upright and stable. Subsequently, Beaker 1 must also be picked
up without disturbance, shaken with controlled motion simulating realistic mixing,
and its contents must be successfully poured into the designated target beaker with
no leakage. Finally, Beaker 1 must be placed back at its initial location in an upright
and stable orientation. Throughout the process, all containers must remain intact and
upright when released, and no unintended collisions, spills, or drops should occur.

2. Drying Beaker

• Description: The Drying Beaker task represents a high-complexity robotic manip-
ulation sequence composed of six atomic actions—Open, Pick, Place, Pick, Place,
and Close—executed in a strict temporal order to simulate the process of transferring
beakers into a chemical drying cabinet. The task begins with the robot performing an
Open action to unlock and open the cabinet door, followed by a Pick action to grasp
Beaker 2 and a Place action to accurately position it inside the cabinet. The robot then
repeats the Pick and Place actions for Beaker 1, ensuring both beakers are correctly
arranged for drying. Finally, the robot performs a Close action to securely shut the cab-
inet door. Throughout the task, the robot must ensure precise manipulation, maintain
stability of the beakers during transfer, and handle the cabinet interface accurately to
complete the operation reliably and safely.

• Success Criteria: The Drying Beaker task is considered successful if all six atomic
actions—Open, Pick, Place, Pick, Place, and Close—are executed in the correct
sequence with accurate control and no unintended disturbances. Specifically, the
cabinet door must be fully and stably opened without obstruction during the Open
action. Both Beaker 2 and Beaker 1 must be securely grasped without tipping or
slipping, transported safely, and placed upright within the designated positions inside
the chemical cabinet without collision or misalignment. The final Close action must
result in the cabinet door being properly shut and latched. Throughout the process, all
objects must remain undamaged and stable, with no drops, tilting, or contact between
the beakers or with the cabinet structure that could compromise the safety or correctness
of the operation.

C.1.5 Level 5: Mobile Manipulation Tasks.

1. Navigation and Manipulation
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• Description: The Navigation and Manipulation task represents a compound robotic
operation that integrates autonomous mobility with precise object interaction, com-
bining high-level navigation with low-level manipulation. The task begins with the
mobile robot and the target beaker being randomly initialized at available positions
within the laboratory workspace. The robot must autonomously plan and execute
a navigation trajectory to reach a position near the target beaker, ensuring obstacle
avoidance and smooth traversal. Upon approaching the beaker, the robot performs a
controlled orientation adjustment to face the object and halts navigation. Subsequently,
the onboard manipulator executes a Pick action to securely grasp the beaker. Through-
out the navigation phase, the robot must maintain full collision avoidance with static
and dynamic obstacles, while the manipulation phase requires stable and precise object
handling. Successful completion demands seamless integration of perception, motion
planning, and control across both navigation and manipulation modules.

• Success Criteria: The Navigation and Manipulation task is considered successful
if the robot completes all phases—navigation, orientation adjustment, and manipu-
lation—with precise control and without unintended incidents. Specifically, during
navigation, the robot must avoid any collisions with surrounding obstacles or envi-
ronmental structures, following a smooth and feasible planned path. The robot must
arrive steadily at a position near the target beaker and execute a controlled turn to face
the beaker. Subsequently, the manipulator must perform a secure grasp of the beaker
without causing it to slip or fall. Throughout the entire process, no collisions, drops, or
instability of the beaker are permitted, ensuring safe and reliable task execution.

C.2 Navigation Details

Sampling Valid Navigation Paths. In navigation tasks, the starting position of the agent and the
target object’s location are sampled, ensuring solvability—i.e., a collision-free path must exist from
the starting position to the target location. First, we generate an occupancy map for each scene. We
define appropriate collision volumes for the objects in the scene and then project all objects with
heights between [0.1, 1.6] meters onto the ground plane, marking these areas as occupied grids. Grids
outside the floor are designated as undefined regions, both of which are impassable. The remaining
unoccupied grids represent passable areas. Each pixel in the occupancy map corresponds to a unit
length of 0.5 meters.

36



Next, using the occupancy map, we generate collision-free paths from randomly sampled locations to
object positions. The collision detection radius is set to 60 cm. To ensure task validity, these paths
are used as the ground-truth paths for navigation tasks.

Robot. We employ a mobile manipulation robot composed of the Clearpath Robotics Ridgeback base
integrated with a Franka Emika Panda arm for our navigation and manipulation tasks. In the Isaac
Sim, we simplify the Ridgeback base to a planar holonomic robot capable of horizontal movement
on the ground, allowing for efficient simulation of navigation behaviors while preserving the core
manipulation capabilities of the system.

D Impact Statement

This paper introduces LabUtopia, a simulation and benchmarking suite aimed at advancing the
development of embodied agents for scientific laboratory tasks. Its societal impact lies in its potential
to fundamentally transform laboratory automation, enabling faster and more accessible scientific
discovery in fields such as chemistry and materials science. By providing a high-fidelity platform
for the training and evaluation of agents, LabUtopia can reduce the reliance on resource-intensive
physical experiments, allowing institutions with limited infrastructure to participate in advanced
research and thus enhancing research inclusivity. Ethically, LabUtopia simulates robotic operations
in laboratory experiments, reducing the experimental risks faced by human researchers. This work
aligns with the goals of promoting scientific innovation, improving safety, and fostering equitable
access to cutting-edge research tools.
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