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ABSTRACT

3D point cloud models based on deep neural networks were proven to be vulner-
able to adversarial examples, with a quantity of novel attack techniques proposed
by researchers recently. It is of paramount importance to preserve the robustness
of 3D models under adversarial environments, considering their broad application
in safety- and security-critical tasks. Unfortunately, defenses for 3D models are
much less studied compared to 2D image models. In this paper, we design an
effective defense methodology, consisting of two innovations. (1) We introduce
CCDGN, a novel 3D DNN architecture which includes robust and light-weight
modules to alleviate adversarial examples. (2) We propose AA-AMS, a novel data
augmentation strategy to adaptively balance the model usability and robustness.
Extensive evaluations indicate the integration of the two techniques provides much
more robustness than existing defense solutions for 3D models.

1 INTRODUCTION

A point cloud is a popular representation of 3D objects and shapes. It consists of a set of data
points with x, y and z coordinates to describe the external surface of an object. Interpreting point
cloud data becomes important in many scenarios, e.g., robotics (Kim et al., 2018), manufactur-
ing (Arsalan Soltani et al., 2017), construction (Macher et al., 2017), etc. Recently, researchers
designed new models based on Deep Neural Networks (DNN) (e.g., PointNet (Qi et al., 2017a),
DGCNN (Wang et al., 2019)) for 3D object classification, segmentation and detection, which achieve
remarkable breakthrough over traditional methods.

Unfortunately, DNNs are well known to be vulnerable against Adversarial Examples (AEs) (Szegedy
et al., 2014; Goodfellow et al., 2015): where imperceptible perturbations on a normal sample can
mislead the model to make wrong predictions. Over the years, a plethora of attacks were designed
to efficiently generate AEs (Goodfellow et al., 2015; Carlini & Wagner, 2017b; Madry et al., 2018).
New techniques were further proposed to attack point cloud models (Liu et al., 2019; Zheng et al.,
2019; Xiang et al., 2019).

Past works have extensively explored methods of defending 2D models against AEs. In contrast,
how to enhance the robustness of 3D models is relatively less studied. The unique features of point
cloud data and models increase the difficulty of model protection: (1) point clouds usually have
irregular formats determined by the sensors for data collection; (2) adversaries have more choices to
perform the attacks (e.g., adding or removing points) in addition to changing the coordinate values;
(3) 3D point clouds have a larger perturbation space than the 2D image space, resulting in more
qualified AEs. These features make existing solutions less effective. For instance, some works
performed adversarial training for 3D models (Liu et al., 2019), which fail to defeat all types of
attacks, especially the unseen ones. Some works designed more robust 3D network structures (Zhou
et al., 2019; Wu et al., 2020). They can be easily bypassed by adaptive attacks (Ma et al., 2020).
Hence, it is urgent but challenging to have a general and comprehensive defense mechanism.

In this paper, we propose a new solution to effectively defend point cloud models against AEs
with two contributions. First, from the perspective of network architectures, we design a light-
weight Context-Consistency Module (CCM), which can smooth the perturbations of adversarial
point clouds, and reduce their distance with clean samples in the feature space. Equipped with



this module, we design Context-Consistency Dynamic Graph Network (CCDGN), a new 3D network
structure with higher robustness against various types of AEs. We leverage the mutual information
theory to explain the effectiveness of our new network solution.

Our second contribution is the introduction of a new data augmentation strategy, named Adaptive
Augmentation with Adversarial and Mix-up Samples (AA-AMS). Researchers have proposed to train
3D point cloud models with adversarial examples (Liu et al., 2019) or mix-up sampling (Chen et al.,
2020; Zhang et al., 2021). However, these methods cannot achieve comprehensive protection due to
the variety of techniques in crafting AEs. Hence, we propose to augment the training set with differ-
ent types of adversarial examples and mix-up samples. Simply incorporating all these data samples
could easily affect the model accuracy over clean samples or overfit some specific attack. To balance
the trade-off between model usability and robustness, we dynamically monitor the model’s behaviors
during training, and adaptively select the samples that can best improve the model performance.

We perform comprehensive evaluations over the ModelNet40 against four state-of-the-art white-box
attacks and one black-box attack for point cloud models. Experimental results show that our CCDGN
has better robustness with different training strategies than other baseline models. The integration of
CCDGN and AA-AMS outperforms existing solutions with about 8% on average adversarial accuracy.

2 BACKGROUND AND RELATED WORKS

2.1 POINT CLOUD MODELS

A point cloud is formally defined as a set x = {xi}Ni=1, where xi ∈ R3 is a 3D point with (x,
y, z) coordinates, and N is the number of points. A point cloud model is thus a parameterized
function fθ : X 7→ Y that predicts the corresponding label from a point cloud. Researchers have
proposed different deep learning algorithms and neural networks to realize this classification tasks.
We describe three common models. (1) PointNet (Qi et al., 2017a): this network consists of sin-
gle variable-functions, a max pooling layer, and a function of the max pooled features to handle
unordered points with arbitrary dimensions. It converts the point cloud data to feature vectors with
fixed length, and then learns the labels. (2) PointNet++ (Qi et al., 2017b): this is a hierarchical neural
network, which recursively applies PointNet over partitioned point sets to learn the local structures.
Both of PointNet and PointNet++ adopt the coordinates of the points to produce the features. (3)
DGCNN (Wang et al., 2019): this Dynamic Graph Convolutional Neural Network integrates a new
module EdgeConv to point cloud models. This module captures the local geometric structures by
constructing a local graph and learning the embeddings for the edges. Then the integrated model
can learn to semantically group the points for more accurate classification and segmentation. Dif-
ferent from PointNet and PointNet++, DGCNN considers the neighbors of the points and adopts
high-order features, i.e., distances between adjacent points, to predict the labels. Hence, it gives
higher robustness than the other two models. We also validate this conclusion in Section 5.3.

2.2 ADVERSARIAL ATTACKS AGAINST POINT CLOUDS

The concept of adversarial examples was first proposed in Szegedy et al. (2014), where the adversary
tries to identify the imperceptible perturbation with the minimal scale to mislead the 2D image
model. Then this attack was extended to the 3D point clouds with more techniques. Generally, these
attacks can be classified into three categories, as described below.

Point perturbing. Similar to 2D image adversarial attacks, the adversary can slightly perturb the
coordinates of certain points to fool the 3D model. Conventional approaches in 2D image tasks can
be applied to 3D point clouds as well. For instance, Xiang et al. (2019) adopted the C&W technique
(Carlini & Wagner, 2017a) to identify the optimal shift scale. Liu et al. (2019) adopted the FGSM
method (Szegedy et al., 2014) with various perturbation constraints to craft adversarial point clouds.

Point adding. The adversary can inject a small set of new points into the clean point cloud to attack
the model. Xiang et al. (2019) designed an initialize-and-shift approach to calculate the added
points with their positions. Zhang et al. (2019) proposed a point-wise gradient method to generate
the optimal locations for point attachment.



Point dropping. The adversary can also remove some critical points from the original set to alter the
classification result. Zheng et al. (2019) constructed the saliency map to identify the critical points
and then drop them for attacks. A similar idea was also proposed in Zhang et al. (2019).

2.3 ADVERSARIAL DEFENSES FOR POINT CLOUDS

A couple of approaches were proposed to defeat adversarial attacks against point clouds. Zhou et al.
(2019) designed a new structure DUP-Net, with the SOR operation to drop outliers in the input
samples. However, it is only effective for point perturbing attacks, but fails to thwart point adding or
dropping attacks. Furthermore, Ma et al. (2020) designed an adaptive attack to completely break this
defense. Liu et al. (2019) explored how to train a 3D point cloud model with adversarial examples
generated by PGD. They concluded this strategy can beat SOR and salient point removal approaches
under certain attacks. Unfortunately, simple adversarial training based on PGD is not robust to cover
all types of attacks, which will be demonstrated in our evaluation. Mix-up is a popular technique to
augment training data with linear interpolations of feature vectors and labels to defeat 2D adversarial
images (Zhang et al., 2018). This idea was then extended to the point cloud scenario, based on which
researchers designed PointMixUP (Chen et al., 2020), and PointCutMix (Zhang et al., 2021). Our
adaptive augmentation can outperform these purely mix-up strategies from the evaluation.

3 A ROBUST CLOUD POINT MODEL ARCHITECTURE

We introduce a novel point cloud model architecture as our first defense methodology. We also
present some theoretical analysis about the robustness of our architecture.
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Figure 1: Overview of CCDGN.

3.1 CONTEXT-CONSISTENCY DYNAMIC GRAPH NETWORK

We design Context-Consistency Dynamic Graph Network (CCDGN), a new 3D model structure for
robustness enhancement. Figure 1 shows the structure overview. It is mainly built from the DGCNN
model with the same spatial transform and EdgeConv layers. We choose DGCNN because it exhibits
higher robustness than PointNet and PointNet++, due to the adoption of high-order features.
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Figure 2: The structure of a CCM.

The key innovation of CCDGN is a Context Consistency Mod-
ule (CCM). Its goal is to remove the noise from the adversar-
ial samples, which can make features of clean and adversar-
ial samples closer. Specifically, for each EdgeConv layer, we
extract the neighbor feature of every point, and feed it to the
CCM. In DGCNN, the elements in neighbor feature are coor-
dinates of each point’s neighbors. The output of the CCM will
be combined with the output of the EdgeConv layer.

Figure 2 shows the detailed structure of a CCM in practice.
First, it uses a 2D convolutional layer with a receptive field
size of [1, α] to process the context information (i.e., coordi-
nates) in the neighbors of each point from the EdgeConv layer.
This convolutional layer calculates new coordinates for the neighbors in the scope of α, which
automatically learns to smooth the noise in the neighbor features. The sliding window in the convo-
lutional layer can handle all the continuous scopes in the neighbor feature. In this way, the feature



distance between adversarial and clean samples can be minimized. Second, an average pooling layer
is followed by the convolutional layer to reduce the dimension. This function chooses the proper
elements in the features based on their values. It can prevent noise accumulation during the model’s
forward propagation process by averaging elements in the features. Finally, a residual connection
transfers the adaptively selected context information to the output of the EdgeConv. With such oper-
ation, the CCM can keep the features between different layers (i.e., contexts extracted from inputs)
consistent. As a result, it can prevent the adversarial noise in the features from growing quickly at
deeper layers in the model.

Particularly, the size of the receptive field α in the CCM can impact the model robustness when the
order of inputs changes. This is because in a point cloud, the correlation between neighbor points is
less tight than the correlation between neighbor pixels in a 2D image. Visiting too many points with a
big receptive field can make the noise unacceptably large. On the other hand, using a small receptive
field to visit very few points can make the information from points useless to calculate the correct
coordinates. Currently, there are no theoretical guidelines for determining this hyperparameter, and
we figure out this optimal value empirically in Section 5.1.

(a) DGCNN (b) CCDGN

Figure 3: Feature map visualization with t-SNE.

Figure 3 visualizes the effects of
CCM. We use the t-SNE method to
show the feature map of DGCNN
and CCDGN. We randomly choose
10 classes (represented with differ-
ent colors), and each class contains
50 point clouds. Circles and trian-
gles denote the clean and perturbed
point clouds, respectively. From Fig-
ure 3a, we can see that in DGCNN,
some perturbed data are far from
the clean data in the same class, or
even overlapped with data from other
classes. This implies misclassifica-
tion for those data. In contrast, for CCDGN (Figure 3b), the perturbed and clean data in the same
class are more close, and there are less overlap among different classes. This indicates that CCM can
effectively remove the noise, making the perturbed and clean data more close in the feature space.

3.2 ROBUSTNESS ANALYSIS OF POINT CLOUD

We present some theoretical analysis about the robustness of CCDGN. Past works have developed
frameworks to study the vulnerability of adversarial examples for 2D image models based on the
mutual information theory (Hjelm et al., 2018; Zhu et al., 2020). Inspired by those works, we aim
to disclose the factors that can affect the robustness of point cloud models.

Specifically, we apply mutual information to calculate the correlation between perturbed point
clouds and the features of clean point clouds. A high correlation indicates the feature context of
noisy data is more consistent with that of clean data. Hence, the model is more robust to predict cor-
rect labels from noisy samples. However, it is computationally infeasible to calculate such mutual in-
formation, due to the high dimension of the input space and feature space. Alternatively, we propose
to estimate the mutual information with a substitute measurement, i.e., the k-MeasurementMk. This
measurement is based on the cosine distance, which can represent both the direction and magnitude
of a distance in a high dimension at the same time. Formally, we have the following definition:
Definition 1 (k-Measurement). Let f be a function that maps a point cloud to the feature space:
{xi|xi ∈ Rd, i ∈ [N ]} 7→ {xi|xi ∈ RD, i ∈ [N ]}. S = {Xi|Xi = (xi, yi, zi), i ∈ [N ]} is
a clean point cloud. Sk is a perturbed point cloud with k different points compared with S, i.e.,
Sk = {Xji |Xji = (xji , yji , zji) ∈ S, ji ∈ [N −k]}∪{Xhi

+ εhi
|Xhi

= (xhi
, yhi

, zhi
) ∈ S, εhi

=
(ε0,hi

, ε1,hi
, ε2,hi

), hi ∈ [k]}. Then the k-Measurement Mk for f , S and Sk is defined as:

Mk(f, S, Sk) = 1− f(S) · f(Sk)
‖f(S)‖‖f(Sk)‖

We introduce a general theorem to prove that under the same k, a smallMk(f, S, Sk) implies a large
mutual information I(SK , f(S)). The proof can be found in the appendix.



Figure 4: Cosine distance of features between clean and adversarial samples from different layers.

Theorem 1. Let f be a function that maps a point cloud to the feature space, and Q be the dis-
tribution of clean point clouds. S is sampled from Q. Qk(S, ε) is the distribution of noisy point
clouds, in which each element Sk is perturbed from S with an additional noise ε, and the difference
of numbers of points between S and Sk is smaller than a constant k, i.e., −k ≤ |Sk| − |S| ≤ k.
Then for every S ∼ Q and Sk ∼ Qk(S, ε), the mutual information I(Sk, f(S)) has a lower bound,
which is negatively correlated with the k-measurement Mk(f, S, Sk).

Theorem 1 establishes a connection between Mk(f, S, Sk) and I(Sk, f(S)). A small k-
measurement Mk(f, S, Sk) could increase the mutual information value I(Sk, f(S)). With a large
I(Sk, f(S)), the corresponding point cloud model is more robust, as the confidence of correctly
predicting f(S) from the perturbed sample Sk is higher. Hence, one possible strategy of improving
the model’s robustness is to decrease the k-measurement Mk(f, S, Sk).

We use this metric to demonstrate the superiority of CCDGN benefiting from the CCM. For com-
parisons, we consider three network architectures: PointNet has five convolutional layers, and the
first four are used to extract features; both DGCNN and CCDGN have four EdgeConv layers for fea-
ture extraction. We compute the cosine distances between the features of clean and adversarial point
clouds at these four layers1. Figure 4 shows the distance of each case versus the number of perturbed
points in AEs. We observe that CCDGN always gives the lowest distances, as the CCMs can effi-
ciently increase the mutual information and enhance the robustness. This indicates the effectiveness
of CCDGN in handling adversarial perturbations in the point clouds.

4 AN ADAPTIVE AUGMENTATION STRATEGY

In addition to CCDGN, we also introduce a novel data augmentation strategy to enhance the robust-
ness of a point cloud model. In the conventional 2D image tasks, there are general two types of
training strategies for defeating adversarial examples. Unfortunately, they cannot achieve satisfac-
tory performance when extended to 3D point cloud models. The first strategy is adversarial training,
which augments the training set with adversarial examples crafted by the PGD technique. However,
there are essentially different types of AE generation methods for point clouds. Adversarial train-
ing with one type of AEs cannot provide comprehensive protection for other types of attacks (Liu
et al., 2019; Zhang et al., 2021), while simply incorporating all these sorts of AEs can significantly
harm the model accuracy for clean samples. The second strategy is to mix up clean samples with
different labels for model training (Zhang et al., 2018). This strategy is applied to the point cloud
classification (Chen et al., 2020; Zhang et al., 2021), which have limited robustness improvement.

1For CCDGN, we choose α = 4, which is identified in Section 5.1.



Algorithm 1: Adaptive Augmentation with Adversarial and Mix-up Samples (AA-AMS).
Input : Q: point cloud training set
Output: M : robust point cloud model

1 Initialize(M );
2 foreach training epoch do
3 acc = [];
4 foreach batch (X,Y ) ∼ Q do
5 Xperturb = AE-GENperturb(X,Y,M), Xdrop = AE-GENdrop(X,Y,M),

(Xmix, Ymix) = MS-GEN(X,Y );
6 calculate accuracy accx, accperturb and accdrop for X , Xperturb and Xdrop;
7 acc.append(accx), accmin = min(accperturb, accdrop);
8 if accmin > T ∗mean(acc) then
9 train M with (X,Y ) and (Xmix, Ymix);

10 else
11 train M with (Xperturb, Y ), (Xdrop, Y ) and (X,Y );
12 return M

Our Adaptive Augmentation strategy (AA-AMS) considers the adversarial examples (of different
types), mix-up samples as well as clean samples for model training. However, it is difficult to
decide the type and quantity of samples to be used before the training task, as the training process is
dynamic and relatively random. To overcome this challenge, AA-AMS adaptively selects the desired
samples in each epoch based on the current model. This dynamic selection can efficiently balance
the model robustness and accuracy over clean samples for the complex 3D point cloud tasks.

Our training algorithm is shown in Algorithm 1. At every training epoch, for each batch (X,Y )
from the training set Q, we first generate three types of batches from each sample in the batch2:
(1) Xdrop is a batch of AEs with the point dropping technique using the function AE-Gendrop; (2)
Xperturb is a batch of AEs with the point perturbing technique using the function AE-Genperturb;
(3)Xmix is a batch of mix-up samples with the corresponding mix-up labels Ymix using the function
MS-Gen. Second, we compute the accuracy of clean and AE batches from the current model, as
accx, accdrop and accperturb, respectively. We compute accmin = min(accdrop, accperturb), and
compare it with the weighted mean accuracy of the clean batches accavg = T ∗mean(acc), where
acc is a collection of clean accuracy accx at the current training epoch. If accmin is higher than
accavg, then this model is regarded as robust enough to defend against different types of AEs. So
we perform mix-up augmentation to improve the model’s generalization and utility, i.e., training
the model with the clean batch (X,Y ) and mix-up batch (Xmix, Ymix). Otherwise, we perform
adversarial augmentation to improve the model’s robustness, i.e., training it with the clean batch
(X,Y ) and two types of adversarial batches (Xdrop, Y ), (Xperturb, Y ).

In practice, we implement MS-Gen with the PointCutMix approach (Zhang et al., 2021). For
AE-Gendrop, we adopt the Saliency Map Attack (Zheng et al., 2019). For AE-Genperturb, we
utilize the 3D L∞-BIM technique (Kurakin et al., 2017), which is a basic version of L∞-PGD (Xi-
ang et al., 2019)3. Besides, we calculate the averaged accuracy of accx for clean samples to avoid
overfitting of T on a specific model and make the algorithm better generalize to other models. The
optimal value of T needs to be empirically determined, as shown in Section 5.2. Our experiments
in Section 5.3 indicate that AA-AMS can help the model obtain higher robustness than conventional
adversarial training methods under the same computational complexity limitation.

2We do not consider the point adding technique as the generation complexity is extremely high. Our exper-
iments show the incorporation of the other two AEs can defeat the point adding AEs as well.

3We do not use L∞-PGD because when we randomly project the point cloud to an initialization position,
the model has a high chance to give a wrong prediction initially, and the adversary will obtain less useful
information than starting from the original position.



5 EVALUATIONS

Dataset and Models. We perform comprehensive experiments to validate the effectiveness of
CCDGN, AA-AMS, and their combination. The dataset we adopt is ModelNet40 (Wu et al., 2015),
which contains 12,311 CAD objects from 40 different classes. These objects are split into a training
set of 9,843 samples and a testing set of 2,468 samples. For the training process, all models are
trained for 250 epochs with a learning rate of 0.001 and the Adam optimizer (Kingma & Ba, 2015).
The size of an input point cloud is 1024 * 3, i.e., there are 1024 points in each point cloud with three
coordinates. We mainly consider the PointNet and DGCNN models in this paper. The evaluation
results for PointNet++ give the same conclusion, and can be found in the appendix.

Attacks. To demonstrate the comprehensive protection of our methodology, we implement five
state-of-the-art adversarial attacks for testing (four white-box attacks and one black-box attack). All
of them are implemented as untargeted attacks. Specifically,

• SMA−k (Zheng et al., 2019) is a point dropping attack which drops 5 ×k points in k iterations
based on the saliency map.
• APP (Xiang et al., 2019) is a point perturbing attack which shifts points with 10 binary searches

and 100 iterations for each search.
• AIC (Xiang et al., 2019) is a point adding attack which conducts 10 binary searches and 100

iterations for each search to add 512 points to the point cloud. Chamfer distance is adopted to
measure the point locations.
• AIH (Xiang et al., 2019) is similar as AIC with the Hausdorff distance.
• AdvPC (Hamdi et al., 2020) is a state-of-the-art black-box attack with higher transferability than

others. We follow the same hyperparameters in the original paper, and use a larger number of
iterations (500) to improve its performance.

Baselines. We select a couple of baseline methods to compare with our solution. (1) For the ablation
study of CCDGN, we choose the conventional PointNet and DGCNN as the baselines. (2) For the
ablation study of AA-AMS, we compare it with normal training, adversarial training and mix-up
training. For adversarial training, we consider two strategies: AT-BIM trains the model using the 3D
L∞-BIM point perturbing technique (Kurakin et al., 2017), with the configurations of 20 iterations,
ε = 0.02 and step = 0.005; AT-SMA trains the model using the point dropping technique (Zheng
et al., 2019), with the configurations of 20 iterations and 5 points dropped in each iteration. For
mix-up training, we select PointCutMix-K (Zhang et al., 2021), as it achieves the highest robustness
in the white-box scenario. (3) For evaluating the integration of the two techniques, we consider the
following state-of-the-art solutions: adversarial training (AT-BIM and AT-SMA); mix-up training
(PointCutMix-R and PointCutMix-R (Zhang et al., 2021)), SRS (Zhang et al., 2019), SOR with the
configuration of k=2 and α=1.1 (Rusu et al., 2008) and DUP-Net (Zhou et al., 2019). Since these
solutions have different targets, we will also consider some of their combinations for evaluation.

Metrics. We measure the model accuracy over clean samples and different types of adversarial
examples to represent its usability and robustness, respectively. We further introduce two metrics
to quantify the overall robustness of a methodology: (1) AAUA measures the Average Accuracy
Under Attacks in our consideration; (2) LAUA measures the Lowest Accuracy Under Attacks, which
represents the worst situation.

5.1 ABLATION STUDY OF CCDGN

As discussed in Section 3.1, the size α of the receptive field in the CCM can affect the model’s
robustness against different types of attacks. We first perform ablation studies on the hyperparameter
α. We compare the performance of our CCDGN for different α values with PointNet and DGCNN
under four white-box attacks. Each model is trained with PointCutMix-K, which gives the best
results compared to other training strategies. Table 1 presents the results. First, we observe that
PointNet has better robustness against the point perturbing attack (APP) and adding attack (AIH),
as it only uses individual points to generate features, avoiding the noise accumulation. However, it
has very bad performance for the point dropping attack (SMA−40). Second, our CCDGN with the
CCMs provide better accuracy for both clean and adversarial examples. The accuracy values for
different AEs change with the hyperparameters. We find that α = 4 can give the best trade-off
considering all the point adding, dropping and perturbing attacks. It gives the highest AAUA and



second highest LAUA. The clean sample accuracy is also higher than PointNet and DGCNN. In the
following experiments, we will fix α as 4.

Network
Structure

Clean
Sample

Adversarial Examples
SMA−40 APP AIC AIH AAUA LAUA

PointNet 90.83 63.11 82.55 76.14 69.56 72.84 63.11
DGCNN 91.88 79.91 74.88 76.01 68.47 74.82 68.47

CCDGN (α=20) 92.71 82.04 80.21 73.78 66.44 75.62 66.44
CCDGN (α=16) 92.53 80.80 78.21 73.70 64.41 74.28 64.41
CCDGN (α=12) 92.74 80.64 79.55 75.04 66.44 75.42 66.44
CCDGN (α=8) 92.05 81.66 78.81 71.14 63.92 73.88 63.92
CCDGN (α=4) 92.25 81.17 79.46 76.46 68.30 76.35 68.30
CCDGN (α=1) 92.37 80.60 78.45 74.88 66.60 75.13 66.60

Table 1: Model accuracy for different network architectures and hyperparameters (%).

5.2 ABLATION STUDY OF AA-AMS

Next, we focus on the evaluation of our adaptive augmentation strategy. One important hyperpa-
rameter in AA-AMS is T , which determines the kind of batch samples for training. We perform an
ablation study to select the optimal T value. We use the PointNet model, which is simple and easy
to obtain the results. We generate Xdrop using the Saliency Map Attack (10 iterations, 10 points
dropped in each iteration) and Xperturb using the 3D L∞-BIM attack (10 iterations, ε = 0.02 and
step = 0.005). (Xmix, Ymix) are generated by PointCutMix-K. Four white-box attacks are used for
evaluation. Table 2 presents the accuracy of models trained with different strategies. The computa-
tion complexities of AT-BIM, AT-SMA and AA-AMS are similar, as the number of iterations for AE
generation in AA-AMS is half of the others.

Training
Strategy

Clean
Sample

Adversarial Examples
SMA−40 APP AIC AIH AAUA LAUA

Normal 88.76 41.88 55.64 49.68 43.43 47.66 41.88
PointCutMix-K 90.83 63.11 82.55 76.14 69.56 72.84 63.11

AT-BIM 88.23 45.41 85.39 84.98 86.36 75.54 45.41
AT-SMA 87.38 67.37 79.79 75.73 74.92 74.45 67.37

AA-AMS (T=0.7) 88.64 51.30 86.69 85.31 85.96 77.32 51.30
AA-AMS (T=0.5) 89.45 48.99 87.01 86.49 87.26 77.44 48.99
AA-AMS (T=0.3) 89.65 46.02 87.30 86.00 86.77 76.52 46.02
AA-AMS (T=0.1) 89.20 42.98 80.24 79.87 81.01 71.03 42.98

Table 2: Model accuracy for different training strategies and hyperparameters (%).

From Table 2, we observe that PointCutMix-K can achieve high accuracy over clean samples and
AEs with SMA−40. However, it behaves much worse under the other three attacks. For AA-AMS, the
value of T can affect the model accuracy over different types of samples. With T = 0.5, the model
has the highest robustness against AIC and AIH attacks. Although LAUA in this configuration
is lower than PointCutMix-K and AT-SMA (due to the bad performance in SMA−40), the average
accuracy AAUA is still the highest. This validates the advantage of AA-AMS, and we will adopt
T = 0.5 for the following experiments.

5.3 MORE COMPREHENSIVE EVALUATIONS

After identifying the optimal hyperparameters, we compare our methodology with existing works
of different network architectures (PointNet, DGCNN, DGCNN with SOR, SRS and DUP-Net) and
training strategies (Normal, PointCutMix-R, PointCutMix-K, AT-BIM, AT-SMA). Table 3 shows the
comparison results. There can be a lot of combinations with these solutions. Since PointNet has the
least robustness among these architectures, we mainly compare the DGCNN architecture. First, we
observe that our solution achieves the highest accuracy over clean samples. Second, for adversarial
attacks, our solution also gives the best result for APP and AIC attacks. For SMA−40, our solution
is worse than DGCNN+AT-SMA; for AIH, our solution is slightly worse than PointNet + AT-BIM.
Nevertheless, it still gives the highest AAUA and LAUA, due to its comprehensive robustness.



Defense Solutions Clean
Sample

Adversarial Examples
SMA−40 APP AIC AIH AAUA LAUA

PointNet + Normal 88.76 41.88 55.64 49.68 43.43 47.66 41.88
PointNet + PointCutMix-K 90.83 63.11 82.55 76.14 69.56 72.84 63.11

PointNet + AT-BIM 88.23 45.41 85.39 84.98 86.36 75.54 45.41
PointNet + AT-SMA 87.38 67.37 79.79 75.73 74.92 74.45 67.37
DGCNN + Normal 91.03 65.87 46.10 54.06 48.78 53.70 46.10

DGCNN + PointCutMix-R 90.91 72.65 71.63 62.26 56.53 65.77 56.53
DGCNN + PointCutMix-K 91.88 79.91 74.88 76.01 68.47 74.82 68.47

DGCNN + AT-BIM 91.27 66.68 89.98 81.37 76.99 78.76 66.68
DGCNN + AT-SMA 91.80 84.66 72.00 71.75 64.25 73.17 64.25

DGCNN + SOR + Normal 91.00 66.00 86.83 51.82 54.38 64.76 51.82
DGCNN + SOR + AT-BIM 91.77 65.52 84.97 58.59 58.27 66.84 58.27
DGCNN + SOR + AT-SMA 91.05 80.59 86.91 59.85 60.25 71.90 59.85

SRS∗ 83.00 35.10 64.70 59.50 58.80 54.53 35.10
DUP-Net∗ 86.30 43.70 84.50 61.40 62.70 63.08 43.70

CCDGN + AA-AMS 92.41 77.72 90.50 86.09 84.05 84.74 77.72

Table 3: Model accuracy for different solutions under the white-box attacks (%).∗Data of SRS and
DUP-Net are adopted from (Zhou et al., 2019).

We further evaluate our methodology against a black-box attack (AdvPC). The adversary crafts
AEs from a different source model, and then leverages the transferability to attack the target victim
model. We consider two constraints to generate AEs for testing. The results are shown in Table 4.
We observe that for the source model of DGCNN with ε = 0.18, our solution (CCDGN + AA-AMS)
is slightly worse than DGCNN + AT-BIM. For the source model of DGCNN with ε = 0.45, our so-
lution is slightly worse than DGCNN + AA-AMS. For the rest of cases, it gives the highest accuracy.
This indicates the effectiveness of our proposed solution under the black-box attack.

Target
Model

Training
Strategy

Source Model
PointNet DGCNN CCDGN

ε = 0.18 ε = 0.45 ε = 0.18 ε = 0.45 ε = 0.18 ε = 0.45

PointNet
Normal 84.50 84.50 86.27 86.27 86.98 85.56
AT-BIM 86.11 84.70 87.88 87.88 85.76 86.82
AA-AMS 86.59 85.51 88.02 86.95 88.02 88.02

DGCNN
Normal 89.21 89.21 87.02 86.30 83.38 85.57
AT-BIM 89.08 90.54 89.81 89.08 88.71 89.08
AA-AMS 88.89 89.26 89.63 89.63 90.00 90.73

CCDGN
Normal 89.42 88.33 89.05 88.33 85.42 85.42
AT-BIM 88.61 88.61 88.61 88.25 88.25 88.97
AA-AMS 90.93 90.56 89.45 90.19 90.56 90.19

Table 4: Model accuracy for different solutions under the black-box attacks (%).

We further compare our methodology with more baselines, model architectures and attack configu-
rations. The results can be found in the appendix. All the results confirm that our proposed CCDGN
trained with AA-AMS has the best robustness against different types of AEs.

6 CONCLUSION

Numerous research works have been done to increase our understanding about the inherent features
of adversarial examples and model robustness in 2D image tasks. However, studies of adversarial
defenses in the point cloud domain are still at an early stage. We advance this research direction with
two contributions. For network architecture, we propose CCDGN, which can denoise the adversarial
point clouds and smooth the perturbations in the feature space. For model training, we propose
AA-AMS, which can adaptively select clean, mix-up or adversarial samples to balance the model
utility and robustness. Comprehensive evaluations show that our solution outperforms a variety of
baselines under different types of white-box and black-box attacks.
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A MUTUAL INFORMATION MAXIMIZATION

Theorem 1. Let f be a function that maps a point cloud to the feature space, and Q be the dis-
tribution of clean point clouds. S is sampled from Q. Qk(S, ε) is the distribution of noisy point
clouds, in which each element Sk is perturbed from S with an additional noise ε, and the difference
of numbers of points between S and Sk is smaller than a constant k, i.e., −k ≤ |Sk| − |S| ≤ k.
Then for every S ∼ Q and Sk ∼ Qk(S, ε), the mutual information I(Sk, f(S)) has a lower bound,
which is negatively correlated with the k-measurement Mk(f, S, Sk).

Proof. According to the definition of mutual information, we have the following equation:

I(Sk, f(S)) = H(f(S))−H(f(S)|Sk) = −
|Q|∑
1

1

|Q|
log f(S)−H(f(S)|Sk).

We use B(S, ε) to denote a hyper-sphere whose center is S and radius is ‖ε‖. So the second term of
the above expression can be rewritten as follows:

−H(f(S)|Sk) =
∑
k

∑
Sk∼Qk(S,ε)

Pr[f(S), Sk] logPr[f(S)|Sk]

≥
∑
k

∫
ε

∫
Sk∼B(S,ε)

1

Mk(f, S, Sk)
log

|Q|
Mk(f, S, Sk)

.

The mutual information can be further derived as follows:

I(Sk, f(S)) ≥ −
|Q|∑
1

1

|Q|
log f(S) +

∑
k

∫
ε

∫
Sk∼B(S,ε)

1

Mk(f, S, Sk)
log

|Q|
Mk(f, S, Sk)

.

This means the lower bound of I(Sk, f(S)) is increased when Mk(f, S, Sk) is smaller.

B POINTNET++ UNDER ATTACKS

Network
Structure

Training
Strategy Clean Attacks

SMA−40 APP AIC AIH AAUA LAUA

PointNet++ (MSG)
Normal 89.77 62.18 0.00 0.00 0.00 15.55 0.00

PointCutMix-R 92.57 85.92 0.00 0.16 2.15 22.06 0.00
AT-BIM 88.47 64.00 0.00 0.00 0.00 16.00 0.00

PointNet++ (SSG)
Normal 89.85 56.45 0.00 0.00 0.00 14.11 0.00

PointCutMix-R 92.78 86.57 0.00 1.83 2.88 22.82 0.00
AT-BIM 89.53 71.51 0.00 0.00 0.00 17.88 0.00

Table 1: Accuracy of PointNet++ under untargeted attacks.

We further compare the accuracy of two types of PointNet++ under attacks. The results are shown
in Table 1. For both types of PointNet++, training models with mix-up samples can significantly
improve the accuracy under the dropping point attack, as mix-up samples can be seen as clean points
dropped a lot of original points. However, PointNet++ cannot defend against adding perturbation
attacks and adding additional points attacks. As we analyzed before, PointNet++ uses each point
and its neighbors sampled based on distances coordinates to generate local features directly. When
sampling neighbors on perturbed point clouds or point clouds with additional points, PointNet++
will use more noisy points to generate local features causing noise accumulating. Comparing with
previous works, we find when using targeted attacks to attack PointNet++, the accuracy under at-
tacks are significantly higher than results in Table 1. It is easy to understand that untargeted attacks
are more powerful, and PointNet++ does not always predict adversarial examples as labels the ad-
versary wants. For an adversary who wants the model to give wrong labels instead of specific labels,
attacking PointNet++ is uncomplicated. Since the structure of PointNet++ is fragile under attacks,
we do not apply our AA-AMS on it.



(a) Accuracy under SMA attack with different k (b) Accuracy under BIM attack with different k

Figure 1: Accuracy of models under SMA−k and BIM−k. All models are trained with our AA-AMS.

C EXPERIMENTS OF AA-AMS

When comparing normally trained models and models trained with AT-BIM, we find that DGCNN
achieves the highest clean accuracy. However, the DGCNN does not outperform our CCDGN under
all four white-box attacks. On the other hand, the PointNet shows the worst performance. When
comparing models trained with AT-BIM and our AA-AMS, we can clearly notice that the AA-AMS
generalizes well to other model structures. Our CCDGN outperforms other baselines on clean ac-
curacy and many white-box attacks. It achieves not only the highest AAUA but also the highest
LAUA. It means that our CCDGN can work with the AA-AMS together in harmony. In summary, for
each architecture, AA-AMS gives the best performance compared to Normal or AT-BIM training. To
sum up, the integration of CCDGN and AA-AMS is the most robust solution.

Network
Structure

Training
Strategy

Clean
Sample

Adversarial Examples
SMA−40 APP AIC AIH AAUA LAUA

PointNet
Normal 88.76 41.88 55.64 49.68 43.43 47.66 41.88
AT-BIM 88.23 45.41 85.39 84.98 86.36 75.54 45.41
AA-AMS 89.45 48.99 87.01 86.49 87.26 77.44 48.99

DGCNN
Normal 91.03 65.87 46.10 54.06 48.78 53.70 46.10
AT-BIM 91.27 66.68 89.98 81.37 76.99 78.76 66.68
AA-AMS 92.21 75.41 90.83 85.47 83.93 83.91 75.41

CCDGN
Normal 90.87 67.94 57.47 61.04 53.37 59.96 53.37
AT-BIM 90.05 67.37 88.80 83.77 79.75 79.92 67.37
AA-AMS 92.41 77.72 90.50 86.09 84.05 84.74 77.72

Table 2: Model accuracy for different solutions under the white-box attacks (%).

D EXPERIMENTS UNDER SMA AND BIM

BIM−k is a point perturbing attack using the L∞ basic iterative method: each sample is generated
with k iterations, ε = 0.03 and step size = 0.0005. We do not adopt the PGD attack as the adversarial
point cloud will get disrupted at the beginning of sample generation.

Furthermore, we show the accuracy of models trained with our AA-AMS under SMA−k and BIM−k
with different k in Figure 1. When models are attacked by SMA−k, the PointNet is more fragile than
other two models, resulting it has the lowest accuracy. The CCDGN outperforms the DGCNN with
the k increasing becoming more clearly. When we attack models with BIM−k, we find that when
the k is small, the accuracy of three models are very close. With the k increasing, the accuracy of
the PointNet drops very quickly. As for CCDGN and DGCNN, the accuracy of DGCNN is higher
than the accuracy of CCDGN at the start. However, when the k is higher than 60, the CCDGN starts
to outperform the DGCNN. Both of them achieve higher accuracy than the PointNet. Overall, our
CCDGN is the most robust one.


