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Abstract001

The availability of suitable learner corpora is002
paramount for the study of second language003
acquisition (SLA) and language transfer. How-004
ever, curating learner corpora is a challenging005
endeavor as high quality learner data is rarely006
publicly available. This results in only a few007
such corpora, such as ICLE and TOEFL-11,008
available to the community. To address this im-009
portant gap, in this paper we present ANONY-010
MOUS,1 a novel English learner corpus with011
longitudinal data. ANONYMOUS contains texts012
written by adult learners taking English as a013
second language courses in the USA with the014
goal of either preparing for university admis-015
sion or improving their language proficiency016
while starting their university degrees. ANONY-017
MOUS contains 687 instances written by speak-018
ers of 15 different L1s. Unlike most learner019
corpora, this corpus contains longitudinal data020
which enables researchers to investigate lan-021
guage learning over time. We present two case022
studies using ANONYMOUS at the intersection023
of SLA and Computational Linguistics: (1) Na-024
tive Language Identification (NLI); and (2) a025
quantitative and qualitative study using LLMs026
on linguistic features influenced by L1.2027

1 Introduction028

A language learner’s native language (L1, or first029

language) often influences fluency, grammatical030

patterns, and vocabulary usage in their second lan-031

guage (L2). This influence can result in L2 pro-032

duction containing distinctive linguistic features033

that may be unfamiliar or questionable to a native034

speaker.035

These features have been the focus of research in036

Second Language Acquisition (SLA) and Compu-037

tational Linguistics, particularly through the use of038

1Anonymized to ensure double-blind review.
2All data and code will be made publicly available upon

acceptance of this manuscript.

learner corpora. These corpora enable the system- 039

atic analysis of language learner production and 040

support tasks such as Native Language Identifica- 041

tion (NLI), which involves automatically identify- 042

ing a learner’s L1 based on linguistic patterns in 043

their L2 writing or speech. 044

Early NLI research primarily concentrated on 045

developing machine learning (ML) models for spo- 046

ken language, analyzing features such as pronunci- 047

ation, stress, and prosodic patterns (Krishna et al., 048

2019). More recent work in text-based NLI, how- 049

ever, leverages written features — including word 050

choice, syntax, and spelling — to make predictions 051

about an individual’s native language. 052

Although text-based NLI has a range of applica- 053

tions — including author profiling, forensics, spam 054

and phishing detection, and various educational 055

uses (Malmasi et al., 2017) — it has received com- 056

paratively less research attention. This paper inves- 057

tigates the use of NLI to identify authors’ native 058

languages in student essays. Each student essay 059

is analyzed for various error types to explore po- 060

tential correlations between the student’s L1 and 061

the types and frequencies of errors produced. We 062

demonstrate how NLI can be used not only to auto- 063

matically identify an author’s L1, but also to con- 064

tribute to research in Second Language Acquisition 065

(SLA). 066

The contributions of our work are the following: 067

1. We introduce ANONYMOUS, a novel corpus of 068

L2 writing with longitudinal data. The corpus 069

can be used for a variety of purposes in Compu- 070

tational Linguistics and SLA. 071

2. We describe the first linguistically-informed 072

LLM-based study of features of L1 to L2 trans- 073

fer on longitudinal data. 074

3. We present various NLI experiments using this 075

corpus. We evaluated the performance of var- 076

ious models, from traditional classifiers like 077

SVMs, to state-of-the-art LLMs such as GPT-4. 078
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2 Related Work079

Second Language Acquisition and Error Tax-080

onomies A substantial body of SLA research081

has documented systematic learner errors often at-082

tributed to L1 interference (Richards, 1971; Odlin,083

1989). While large learner corpora, such as the084

Cambridge Learner Corpus (Nicholls, 2003) and085

NUCLE (Dahlmeier et al., 2013), include valuable086

metadata about each writer’s L1, they do not typi-087

cally annotate individual errors for cross-linguistic088

influence. Instead, error frameworks tend to focus089

on the nature of the error by classifying its locus090

(lexis, syntax, morphology) and the type of surface091

modification required (e.g., omission, addition, sub-092

stitution), rather than investigating why it emerged093

(Díaz-Negrillo and Fernández-Domínguez, 2006).094

Grammatical Error Correction and LLMs Re-095

cent advancements in grammatical error correction096

(GEC) have been driven by the emergence of large097

language models (LLMs) like GPT-3 and GPT-4,098

which have been evaluated for their performance099

on GEC tasks (Song et al., 2024; Kobayashi et al.,100

2024). For instance, studies have investigated the101

effectiveness of LLMs in GEC evaluation by em-102

ploying prompts designed to incorporate various103

evaluation criteria (Loem et al., 2023; Fang et al.,104

2023). However, these models primarily focus on105

correcting errors rather than explaining them in the106

context of a learner’s L1.107

Recent research has attempted to go beyond108

grammatical error correction by considering L1109

influences in academic writing. Zomer and110

Frankenberg-Garcia 2021 proposed a pre-trained111

encoder-decoder model designed to improve re-112

search writing by adapting corrections to the113

writer’s L1 background. Their approach recognizes114

that L1 influences writing style and errors, offer-115

ing targeted corrections based on linguistic transfer116

effects. However, the study primarily focuses on117

enhancing research writing rather than systemati-118

cally analyzing or categorizing L1 interference at119

a linguistic level, and the model does not explic-120

itly attribute errors to specific sources of transfer,121

such as phonological, orthographic, or syntactic122

influences from the L1.123

Our Contribution In contrast to these ap-124

proaches, our work is, to our knowledge, the first to125

use LLMs paired with human oversight for explicit126

L1 interference analysis. We require the model to127

identify whether an error stems from L1 interfer-128

ence and at what level (e.g., syntax, morphology) 129

and justify the label with concrete linguistic fea- 130

tures from the learner’s native language. By in- 131

tegrating SLA insights, we generate fine-grained 132

annotations that capture L1 influence. This struc- 133

tured, L1-aware output goes beyond standard GEC 134

tasks, helping to bridge the gap between automatic 135

correction and the emphasis on deeper linguistic 136

analysis in SLA research. 137

Native Language Identification NLI operates 138

on the assumption that a learner’s native language 139

shapes the acquisition and production of a sec- 140

ond language, a phenomenon referred to as cross- 141

linguistic influence or language transfer (Krashen, 142

1981; Ellis, 2015). Language transfer results in 143

L1 features manifesting in L2 production, allow- 144

ing computational models to recognize patterns 145

shared by speakers of the same L1 when com- 146

municating in a given L2. Text-based NLI has 147

a number of important applications, such as serv- 148

ing as a corpus-driven approach for SLA (Jarvis 149

and Crossley, 2012) and enabling the development 150

of effective L2 teaching materials and computer- 151

aided language learning (CALL) software. Ad- 152

ditionally, NLI has been shown to improve NLP 153

systems when dealing with texts from non-native 154

speakers, contributing to tasks like author profiling, 155

forensics, spam and phishing detection (Malmasi 156

et al., 2017). 157

As evidenced by a recent survey (Goswami et al., 158

2024), traditional statistical models such as Sup- 159

port Vector Machines (SVMs) trained on n-grams 160

as features have historically delivered the best per- 161

formance for text-based NLI. A few recent studies 162

(Lotfi et al., 2020; Uluslu and Schneider, 2022; 163

Zhang and Salle, 2023; Ng and Markov, 2025), 164

however, have shown that fine-tuned LLMs such 165

as GPT-4 deliver state-of-the-art performance for 166

English NLI. In this paper, we test multiple ap- 167

proaches on this corpus, capturing the full breadth 168

of the available toolkit from including SVM ensem- 169

bles all the way to the recently released GPT-4o. 170

3 The ANONYMOUS Corpus 171

Collection context ANONYMOUS was gathered 172

from an introductory academic-writing course 173

taken by international post-graduate students at a 174

U.S. R1 university between 2022 and 2024.3 Learn- 175

ers produced three assignment types (short an- 176

swers, long essays, and group reflections) based on 177

3Ethics and data-governance details appear in §7.
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L1 Information Annotations
Dataset L1 Languages Size L1 Metadata L1-Annotated Errors Fine-Grained Errors Longitudinal

Cambridge Learner Corpus (CLC) 80+ ∼2.9M words ✓ ✗ ✓ ✗

NUCLE (CoNLL-2014) — ∼1.9M words ✗ ✗ ✓ ✗

FCE Corpus 16 (EU/Asia) ∼1,200 essays ✗ ✗ ✓ ✗

ICNALE 10 (E/SE Asia) ∼3.8M words ✓ ? ✓ ✗

TOEFL11 11 ∼12,000 essays ✓ ✗ ✓ ✗

EFCAMDAT 9 ∼100K learners ? ✗ ✓ ✓

BEA-2019 (W&I+LOCNESS) — 334 learners ✗ ✗ ✓ ✗

ANONYMOUS Arabic, Chinese, Vietnamese
(+12 others)

57 (+26) learners ✓ ✓ ✓ ✓

Table 1: Comparison of ANONYMOUS with widely used SLA learner corpora. Sources: CLC (Nicholls, 2003),
NUCLE (Dahlmeier et al., 2013), FCE (Yannakoudakis et al., 2011), ICNALE (Ishikawa, 2023), TOEFL11
(Blanchard et al., 2013), EFCAMDAT (Geertzen et al., 2014), BEA-2019 (Bryant et al., 2019). ✓ = present; ✗ =
absent; ? = partial/indirect.

their university and U.S. acculturation experiences,178

submitting work electronically via the learning-179

management system.180

Learner profile Students self-reported their L1181

and country of origin when enrolling; no partici-182

pant listed multiple L1s. All had demonstrated ad-183

vanced English proficiency (IELTS ≥ 7) and were184

enrolled in Master’s programs. The full corpus185

contains 687 essays from 15 L1s.4 Because many186

L1s are represented by only one or two learners, all187

analyses in this paper focus on the three languages188

with at least three writers: Arabic, Chinese, and189

Vietnamese.190

Corpus Composition and Per-L1 Breakdown191

ANONYMOUS includes a subset comprising texts192

from Arabic, Chinese, and Vietnamese learners.193

Table 2 presents the overall size of the subset an-194

alyzed in this paper, including the per-L1 break-195

down, which details the number of learners, doc-196

uments, tokens, median document length, mean197

submissions per learner, and the median number of198

weeks between first and last submission (a proxy199

for longitudinal depth).200

Note that the three cohorts differ in how often201

they submitted short versus long tasks (Table 2).202

Positioning among existing learner corpora Ta-203

ble 1 contrasts ANONYMOUS with the most fre-204

quently used English-learner resources. While sev-205

eral corpora include either longitudinal data (EF-206

CAMDAT) or L1 metadata (ICNALE, TOEFL11),207

ANONYMOUS is, to our knowledge, the first to com-208

bine all four of the following in a single resource:209

fine-grained error labels, explicit L1 transfer anno-210

tations, detailed L1 metadata for each learner, and211

multiple submissions per learner over time.212

4The full list of L1s is in Appendix Table 10.

This unique combination enables research ques- 213

tions that have been difficult to pursue with pre- 214

vious datasets, such as modeling the trajectory of 215

cross-linguistic influence throughout an academic 216

term (§4) or leveraging L1-aware error signals for 217

few-shot native-language identification (§6). 218

Examples and splits Table 4 shows anonymized 219

excerpts of each assignment type, while Table 3 220

gives the training, development, and test split used 221

in our experiments. 222

4 Error Annotations 223

SLA-Grounded Annotation We draw on es- 224

tablished SLA research to develop an annota- 225

tion framework for learner errors. The cate- 226

gories—phonetic misrepresentations, morphologi- 227

cal overgeneralizations, and L1-based orthographic 228

interference—reflect well-documented SLA phe- 229

nomena, such as Spanish speakers inserting an “e” 230

before /s/ clusters or the over extension of regu- 231

lar morphological rules, e.g., “buyed” for “bought” 232

(Richards and Schmidt, 2011; Freeman et al., 2016). 233

Grounding our schema in SLA principles ensures 234

theoretical and pedagogical relevance. 235

Using LLMs for L1-Based Annotation Our key 236

methodological contribution is leveraging LLMs to 237

generate SLA-informed annotations at scale, sig- 238

nificantly reducing the labor-intensive nature of 239

traditional error annotation. 240

Conventional annotation processes require thou- 241

sands of expert-annotator hours to construct large 242

corpora, with estimates suggesting that annotating 243

one million words could take 2000-5000 hours5. 244

5For context, manually annotating a corpus of this
scale—similar to NUCLE (Dahlmeier et al., 2013)—at an
estimated rate of 500 words per hour would require extensive
expert labor. This estimate accounts for multiple annotation
passes, as is standard in error correction corpora, and is de-
rived from previous annotation efforts (Dahlmeier et al., 2013;
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L1 Learners Docs Tokens Median
tok/doc

Entries
per learner

Span(wks) Count Proportion
Long Short Long Short

Arabic 35 345 63090 79 9.86 10 158 187 0.47 0.53
Chinese 18 133 28835 88 7.39 4 69 64 0.50 0.50
Vietnamese 4 47 12471 199 11.75 11.9 35 12 0.70 0.30

Total 57 525 104396 - - - - - - -

Table 2: Corpus subset composition and per-L1 breakdown, including the total number of documents, tokens,
learners, and document types analyzed in this paper, a full breakdown of the corpus composition can be found in
Appendix D, Table 10.

L1 Train Dev Test Total

Arabic 275 35 35 345
Chinese 107 13 13 133
Vietnamese 37 5 5 47

Total 419 53 53 525

Table 3: Document counts in the train/dev/test split.

In contrast, our approach harnesses a prompt-245

driven LLM to systematically classify errors, in-246

tegrating SLA insights to provide structured, L1-247

aware annotations at scale. The prompt (see Ap-248

pendix A) guides the model to:249

• Identify each error’s subcategory (orthographic,250

morphological, lexical, grammatical, etc.).251

• Flag L1 interference when observed, referencing252

specific native-language forms (e.g., a Spanish253

“e+s” cluster or Arabic morphological patterns).254

We then extract the exact error span. Figure 1a255

shows examples of Chinese and Arabic L1 interfer-256

ence, verified by native bilingual speakers.257

4.1 Modeling Error Rate Differences Across258

Assignment Types259

To account for repeated submissions by the same260

learners, we fit a Poisson Generalized Estimating261

Equations (GEE) model (log link, token count as262

offset) with robust standard errors, clustering by263

writer. This approach accounts for within-writer264

correlation without modeling random effects di-265

rectly, allowing for population-averaged estimates266

of assignment type effects. Short answers exhibit267

approximately 3.47 times the error rate of essays268

(β=1.24, p<0.001), while group assignments show269

a 45% increase compared to individual assign-270

ments (β=0.37, p=0.004). This finding suggests271

that LLM-based error detection may systematically272

under-report errors in longer submissions, high-273

lighting a limitation when comparing error rates274

across texts of varying lengths.275

Ng et al., 2014).

{
"incorrect": "in the learning aspect",
"correct": "in terms of learning",
"type": {
"L1InterferenceSubcategory.SYNTACTIC_INTERFERENCE": 1

},
"l1_interference_reason": "Chinese syntax often uses

phrases like '在...方面' which translates directly to 'in
the... aspect', leading to syntactic interference.",
"span_start": 3136,
"span_end": 3158

}

(a) Annotated learner errors illustrating syntactic interference
from Chinese L1, where direct translations of native construc-
tions result in non-standard English expressions.
{
"incorrect": "attande",
"correct": "attend",
"type": {
"L1InterferenceSubcategory.ORTHOGRAPHIC_INTERFERENCE":
0.7,
"OrthographySubcategory.PHONETIC": 0.3

},
"l1_interference_reason": "Arabic speakers might add extra
vowels or alter consonant sounds due to the absence of
certain English phonemes in Arabic, leading to 'attande'
instead of 'attend'."

}

(b) Annotated learner errors illustrating orthographic inter-
ference from Arabic L1, where phonetic spelling errors arise
from the lack of vowel marking in Arabic.

Figure 1: Each entry contains the incorrect phrase, its
span, the corrected form, and an explanation of the
interference type.

4.2 Detecting keyboard typos 276

To determine whether the LLM occasionally as- 277

signs high-stakes labels to errors that are really 278

just keyboard slips, we compared the QWERTY 279

keyboard-distance distribution of the Typo category 280

with every other sub-category using Welch’s t-test 281

(Table 8). 282

The keyboard-distance analysis suggests that 283

the LLM is generally well-calibrated for high- 284

level categories (e.g., Grammatical, Lexical, L1- 285

Interference). However, it tends to over-label sev- 286

eral low-level orthographic phenomena. 287

In particular, consonant-doubling, consonant- 288

substitution, morphological, and phonetic errors 289

often resemble typos in terms of key proximity. 290

Statistical analysis revealed no significant differ- 291
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Assignment Type Question Student Answer

Short Why are we asking you about the “type
of learning” that is happening at UNI-
VERSITY?

To know about what I get benefit from it.

Long Dissertation Paper – Write about your
experience at UNIVERSITY.

After few hours fly, two plant transfer finely I got to the
destination. . .

Group Describe what you have learned from
the group project.

The first, take away is that I can talk with me from
the language activity is that most people have a perfect
specking skill. . .

Table 4: Anonymized examples of the three assignment types.

ence in mean distances for these error types when292

compared to genuine typos (p > .05). This indi-293

cates that many such tokens could be re-classified294

as benign slips rather than systematic errors. Con-295

versely, errors with significantly larger mean dis-296

tances than typos (|t| ≥ 2.08, p < .05) include297

grammatical, lexical, L1-interference, hyphen-298

ation/spacing, silent-letter/irregular, and vowel-299

substitution/omission. These categories typically300

involve changes that go beyond adjacent-key slips,301

suggesting a more substantive error rather than a302

mere typo. Interestingly, capitalization/punctuation303

and the broader punctuation class showed smaller304

average distances compared to typos (t= 2.49 and305

3.11; p=.017 and .004). This pattern is consistent306

with same-key mistakes, such as missed shift keys,307

rather than cross-key substitutions.308

These findings motivate two main adjustments:309

(i) implementing a post-processing rule to down-310

grade low-distance instances within borderline sub-311

categories, and (ii) refining prompt engineering to312

explicitly consider keyboard proximity when dis-313

tinguishing between typos and more substantial314

errors.315

However, we do not remove labels for errors that316

resemble typos solely based on keyboard proxim-317

ity. The fact that some morphological or phonetic318

errors have similar distances to genuine typos does319

not imply they are typographical mistakes; such er-320

rors may still arise from systematic L1 interference321

or language processing challenges. Therefore, we322

interpret the similarity as a potential confounding323

factor rather than grounds for exclusion.324

4.3 Human Verification of GPT-4 Annotations325

To assess the reliability of our automatically-326

generated labels, we employed a two-tier human-327

in-the-loop verification process. This approach328

combines document-level recall checks with native-329

speaker scrutiny of L1 interference claims, provid-330

ing a principled estimate of annotation quality.331

Verification Process All essays and error snip- 332

pets were presented in a web interface that allowed 333

span-level confirmation or correction; corrections 334

were stored as an additional layer in the corpus. 335

Disagreements were discussed in weekly meetings 336

to ensure consistent annotation practices. 337

The verification process involved two stages: 338

• L1-Specific Check: Two native-speaker lin- 339

guists (Arabic and Mandarin) independently eval- 340

uated 10 randomly-selected errors per language 341

flagged as L1 interference by GPT-4. They an- 342

swered the following questions: 343

– Q1 (Plausibility): Is this a plausible case 344

of L1 interference? (Yes / No + rationale). 345

– Q2 (Explanation): Is GPT-4’s explanation 346

of the interference accurate? (Yes / No + 347

rationale). 348

Native-speaker acceptance rates were 100% for 349

both Arabic and Mandarin. 350

• Document-Level Audit: A third linguist, experi- 351

enced in corpus annotation, audited 13% of the 352

essays (stratified by L1 and assignment type). 353

The linguist evaluated whether: 354

– GPT-4 correctly identified errors or missed 355

any errors. 356

– Identified errors were correctly typed (ortho- 357

graphic, morphological, grammatical, etc.). 358

– For errors labeled as L1 interference, both 359

the attribution and the explanation were ac- 360

curate. 361

4.4 Evaluation 362

Table 5 presents the precision, recall, and F1 score 363

for each evaluation aspect. 364

Interpretation The results indicate that GPT-4o 365

is highly effective at detecting learner errors with 366

high precision (92%), meaning that when the model 367

flags an issue, it is usually correct. This strong 368

performance is particularly evident in detecting 369

surface-level issues such as typos and lexical inter- 370
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Metric Precision Recall F1 Score

Error Detection 0.916 0.107 0.191
Correction Agreement 0.697 0.083 0.149
Type Agreement 0.613 0.074 0.132
L1 Reason Agreement 0.837 0.038 0.072

Table 5: Overall performance metrics for LLM annota-
tions compared to human annotations.

ference (see Table 9), where the model consistently371

provides accurate and relevant corrections (70%372

precision).373

However, the model demonstrates lower recall374

(11%), indicating that it often misses less obvi-375

ous or contextually embedded errors, particularly376

in longer texts where errors are more dispersed.377

This pattern suggests that while GPT-4o is reli-378

able when identifying clear, surface-level errors,379

there is room for improvement in capturing more380

nuanced linguistic issues, such as morphological381

over-generalization and affix errors.382

The L1-specific verification further supports the383

model’s strengths: native-speaker linguists unan-384

imously confirmed (100%) the plausibility of L1385

interference in both Arabic and Mandarin cases386

flagged by the model. This finding highlights the387

model’s ability to accurately identify L1-related388

errors when they are detected.389

Overall, the results demonstrate that GPT-4o is390

an effective tool for high-precision error detection,391

especially in tasks where surface-level accuracy392

is critical. Future improvements could focus on393

enhancing recall, particularly for longer or more394

syntactically complex texts, in order to maximize395

the model’s utility for comprehensive learner error396

analysis.397

LLM
Annotator Error NotError

Error 113 912
NotError 7 0

Table 6: Confusion matrix (correct,wrong) for error
detection between LLM and human annotator.

5 Data Analysis398

5.1 Tracking Student Errors Over Time399

As timestamped writing submissions enable longi-400

tudinal analysis at both individual and cohort levels,401

we track student error patterns over time to ana-402

lyze student development and learning trajectories.403

To ensure comparability across time periods, we 404

normalize error counts against text length and as- 405

signment counts. This allows us to assess whether 406

certain error types diminish with proficiency gains 407

or persist, indicating deeper linguistic challenges. 408

Of course, the expectation for an English profi- 409

ciency course is that learner errors diminish over 410

time. 411

None of the observed fluctuations (e.g., rising er- 412

ror counts in certain months, subsequent declines) 413

reach statistical significance (see Appendix C). 414

However, the fine-grained L1-based labels reveal 415

that certain patterns persist—such as Arabic speak- 416

ers’ difficulties with vowel representation or literal 417

syntactic translations from Chinese—suggesting 418

that some cross-linguistic influences remain stable 419

over time rather than disappearing with increased 420

exposure to English (Odlin, 1989). 421

Our results seem to contradict our hypothesis 422

that error frequencies should reduce – for the 2022 423

cohort, for instance, error frequencies largely in- 424

crease from one assignment to the other until the 425

last assignment. For 2024, the story is somewhat 426

reversed. We plan to explore several possible ex- 427

planations for these observations. For example, it 428

might be the case that students do become better L2 429

speakers, but their assignments also become harder, 430

leading to more errors. Or, perhaps, it could be the 431

case that the first assignment was, by design, an 432

easy one, leading to fewer errors, and, if we discard 433

it, for the 2023 and 2024 cohorts we might actually 434

confirm our hypothesis that learner error frequen- 435

cies reduce over time. We plan to explore these 436

explanations more deeply in future work, engaging 437

with the instructors of the class as well as with the 438

students themselves. 439

5.2 Lexical Development 440

Beyond tracking general error trends, we also ex- 441

plore lexical development in relation to Romance 442

and Germanic vocabulary acquisition. Previous 443

studies have documented that Germanic and Ro- 444

mance L1 speakers tend to overuse cognates from 445

their respective L1s in English at lower proficiency 446

levels, with this reliance decreasing as proficiency 447

increases (Nativ et al., 2024). However, our fo- 448

cus dataset consists of Arabic, Chinese, and Viet- 449

namese L1 speakers, for whom English lacks a 450

strong lexical overlap with their native languages. 451

Analyzing how these learners acquire vocabulary 452

from different etymological sources represents a 453

novel contribution to SLA research. 454
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(a) 2022 Cohort (b) 2023 Cohort (c) 2024 Cohort

Figure 2: Aggregated Error Trends for Different Cohorts (Top-Level Categories, Monthly). The 2022 cohort shows
a gradual increase in errors, peaking in November. The 2023 cohort exhibits higher orthographic errors throughout,
while the 2024 cohort displays a sharp peak in February before declining.

Figure 3: Proportion of Germanic, Latin, and Greek-
derived vocabulary in learner writing over time (2022
cohort). The increase in Latin-based words suggests
a shift toward academic vocabulary, while Germanic
words remain dominant.

In theory, we expect to see an increasing ten-455

dency toward Romance-derived vocabulary as stu-456

dents advance in proficiency, given that academic457

and formal English draws heavily from Latin and458

French (Hernandez et al., 2021). Our analysis par-459

tially supports this: the 2022 cohort (see Figure 3)460

shows a statistically significant rise in Latin-based461

vocabulary over time (p = 0.0199). However, this462

trend vanishes in the 2023 and 2024 cohorts, rais-463

ing questions about how learners from non-Indo-464

European backgrounds acquire academic vocabu-465

lary. Differences in instructional input, cognitive466

processing, or exposure to academic vocabulary467

may contribute to these variations. The observed468

increase in the 2022 cohort suggests that under cer-469

tain conditions, learners do shift toward more Latin-470

derived vocabulary as they progress, highlighting471

the need for further research into the factors that472

influence this shift. Future studies should examine473

whether these trends persist across larger datasets474

and explore pedagogical interventions that could475

facilitate the acquisition of academic English vo-476

cabulary for learners from diverse linguistic back-477

grounds.478

5.3 Further Syntactic Pattern Analysis 479

Syntactic analysis in NLP and SLA research has tra- 480

ditionally relied on head-dependent relations within 481

dependency trees (Constant et al., 2017). However, 482

these relations often fail to capture multi-word syn- 483

tactic units that function as a single structural unit. 484

This is also the issue with analyses that focus on 485

common Part-of-Speech n-grams. 486

Here, we propose to use syntactic catenae as 487

the unit of analysis to remedy these issues. Os- 488

borne et al. (2012) introduced catenae as a more 489

flexible syntactic representation, defining them as 490

any sequence of words that maintains a continuous 491

dominance relationship in a dependency tree. This 492

definition allows catenae to include non-constituent 493

structures and discontinuous elements that are cru- 494

cial for syntactic analysis. 495

Catenae have been used in syntactic theory to 496

describe verb complexes, idiomatic expressions, 497

and discontinuous dependencies (Osborne et al., 498

2012; Imrényi, 2013). However, their application 499

in corpus-based computational linguistics, partic- 500

ularly in L2 syntactic variation analysis, remains 501

unexplored. We investigate whether catenae dis- 502

tributions exhibit L1-specific patterns in learner 503

writing, exploring whether different L1 groups fa- 504

vor certain syntactic constructions when producing 505

English. 506

We additionally conduct a supplementary inves- 507

tigation using POS bigrams, which capture short- 508

range syntactic dependencies (De Gregorio et al., 509

2024). While less structurally expressive than cate- 510

nae, POS bigrams offer a more conventional means 511

of detecting syntactic variation across L1 groups. 512

Methodology Using Stanza (Qi et al., 2020), we 513

extract catenae from dependency-parsed texts, rep- 514

resenting them as sequences of (dependency rela- 515

tion, POS tag) pairs (e.g., det-DT | comp:obj-NN 516

| mod-JJ). This allows for a structural analysis 517
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independent of lexical choice. For interpretability,518

we also retain corresponding lexical sequences.519

To supplement the catenae analysis, we also ex-520

tract POS bigrams from learner texts, identifying521

adjacent POS sequences (e.g., DT NN, NN VBZ) as a522

proxy for syntactic tendencies across L1 groups.523

Cross-L1 Comparison For both catenae and524

POS bigrams, we compute relative frequencies and525

apply TF-IDF weighting to identify structures that526

were more prominent in one L1 group relative to527

others. Across both analyses, we do not observe528

strong L1-specific syntactic patterns. Frequent cate-529

nae were largely shared across L1 groups, with530

no consistent L1-driven structural tendencies. That531

said, we do observe some interesting differences532

across different L1s. For example, compound noun533

constructions feature more prominently in Viet-534

namese L1 speakers and much less common in535

Chinese ones, even though one might expect the536

opposite due to the extensive compounding in Chi-537

nese.538

We should note that the large space of possible539

catenae combinations and our rather sparse corpus540

limit our ability to detect robust differences. The541

relatively small number of speakers per L1 further542

constrained cross-L1 generalizability. We main-543

tain, though, that catenae are the appropriate unit544

of analysis for uncovering L1-influenced syntac-545

tic patterns, and leave such a larger scale analysis546

encompassing more corpora for future work.547

6 Native Language Identification548

As a further showcase of the utility of our dataset549

for other downstream tasks, we carry out multiple550

NLI experiments with results presented in Table 7.551

We report results in terms of accuracy and macro F1552

score following the literature in this task (Goswami553

et al., 2024).554

Models We train multiple SVM systems using555

various features such as POS n-grams of n ∈ [1, 4]556

and word n-grams of n ∈ [1, 2]. We then combine557

them in a majority voting ensemble (Malmasi and558

Dras, 2017) and we refer to this model as SVM559

Ensemble in the table. We also fine-tune multi-560

ple BERT-based models on ANONYMOUS namely561

BERT, mBERT (Devlin et al., 2019), and RoBERTa562

(Liu et al., 2019). For these, we use a learning rate563

of 1e− 5 for all models and early stopping on our564

development set. Last, we benchmark three LLMs565

on ANONYMOUS, namely FLAN-T5 (Chung et al.,566

Approach Models Acc. F1

Statistical
SVM Ensemble 0.75 0.73

BERT-based
roBERTa 0.79 0.75
BERT 0.77 0.72
mBERT 0.70 0.68

LLM Zero-shot
GPT 4o 0.66 0.66
LLaMa3.1 0.41 0.43
FLAN T5 0.32 0.37

LLM Fine-tuining
GPT 4o 0.97 0.96
LLaMa3.1 0.87 0.84
FLAN T5 0.66 0.53

Table 7: Results of different models on the ANONY-
MOUS dataset. LLMS require fine-tuning to outperform
BERT-based and simple statistical approaches.

2024), GPT-4o (Achiam et al., 2023), and the 70B 567

parameter LLaMa 3.1 (Touvron et al., 2023). We 568

benchmark the three models using both zero-shot 569

prompting as well as task-specific fine-tuning on 570

the training set. 571

NLI Takeaways Corroborating the results re- 572

ported in recent studies using popular NLI datasets 573

like TOEFL 11 (Ng and Markov, 2025), we ob- 574

serve that fine-tuned models achieve the highest 575

performance on ANONYMOUS. All three LLMs 576

obtain significant performance improvement from 577

zero-shot prompting to task fine-tuning. The per- 578

formance of LLMs using zero-shot prompting is, in 579

turn, inferior to the performance of both SVM en- 580

semble and the three BERT models. This indicates 581

that off-the-shelf LLMs do not fare particularly 582

well in identifying L1s without any specific task 583

fine-tuning. 584

7 Conclusion and Future Work 585

We present ANONYMOUS, a first-of-its-kind 586

dataset of learner English, which stands apart from 587

others due to encompassing longitudinal data and 588

fine-grained L1 interference annotations. We show- 589

case interesting analysis on three L1s, introduce 590

new syntactic analysis units, and perform NLI ex- 591

periments on a subset of our dataset. 592

Importantly, ANONYMOUS will continue ex- 593

panding every year with each incoming student 594

cohort. As a result, ANONYMOUS will facilitate 595

promising research directions in Second Language 596

Acquisition research, while also presenting oppor- 597

tunities for challenging setups in the development 598

of language learning applications. 599
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Limitations600

Our approach likely performs best for high-601

resource languages, as LLMs are trained predomi-602

nantly on well-documented linguistic data. For low-603

resource languages with limited digital presence or604

sparse learner corpora, the model’s ability to iden-605

tify and explain L1 interference may be weaker,606

leading to noisier or less reliable annotations. This607

perhaps limits the generalizability of our approach,608

but we believe this limitation is mitigated by the609

fact that most second language learners opt to learn610

high-resource languages.611

Additionally, while we conduct careful manual612

verification of a subset of model-generated annota-613

tions for the three L1s that we study in this paper, a614

more extensive validation process is likely needed615

to ensure consistency and reliability across diverse616

L1s.617

A major challenge for the reproducibility of our618

work is the rapid evolution of LLMs (e.g., GPT-619

3.5, GPT-4), as results can depend on a specific620

model version that later might become unavailable.621

We chose to rely on the best currently available622

model to ensure higher quality annotations for our623

dataset, but future work could reproduce this effort624

with open-sourced/open-weight models to explore625

robustness to model variation. In addition, future626

work should evaluate performance across a broader627

range of linguistic backgrounds and explore strate-628

gies for maintaining reproducibility despite ongo-629

ing model updates.630

Ethical Considerations & Data Governance631

The dataset collected for this research is undergo-632

ing Institutional Review Board (IRB) approval at633

the authors university. IRB is a committee at (re-634

search) institutions that reviews research proposals635

that involve human subjects with the goal of ensur-636

ing that all research follows ethical guidelines and637

regulations.638

We explicitly address ethical considerations re-639

lated to the collection, processing, and sharing of640

our dataset.641

Data Collection Consent Our dataset contains642

writing samples from non-native English speak-643

ers at ANONYMOUS. Permission for dataset shar-644

ing was obtained from the appropriate university645

departments. All data was collected with ethical646

guidelines for linguistic research.647

Data Retention & Access The anonymized 648

dataset will be made available to researchers for 649

non-commercial purposes. Although highly un- 650

likely given the steps described below, access re- 651

quires agreement to terms that prohibit attempts 652

to re-identify individuals or use the data for pur- 653

poses beyond research. While we maintain lan- 654

guage origin information (L1) for linguistic analy- 655

sis purposes, all identifying information has been 656

removed to protect student privacy. 657

Anonymization Process The data contained in 658

ANONYMOUS is non-sensitive in nature as it con- 659

sists of responses to exercise prompts. Neverthe- 660

less, to protect students’ privacy and anonymity, 661

we implemented a rigorous anonymization pipeline. 662

We first eliminate all meta-data that could poten- 663

tially review identifiable information keeping only 664

non-identifiable meta-data such as the writers’ L1, 665

course taken, and the exercise prompts for each in- 666

stance. Secondly, in line with best practices in the 667

field, we replace any potentially identifiable infor- 668

mation within the text instances with a placeholder 669

token (Megyesi et al., 2018). This includes place 670

or people names. This process was done semi- 671

automatically using Python scripts with the aid of 672

a researcher working in the project who manually 673

checked instances for any remaining information 674

that could potentially reveal a students’ identity. 675
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A Prompt880

LLM Annotation Prompt

Task: You are an expert at identifying and classifying spelling and language errors made by English learners. Your
highest priority is to identify errors that may be due to L1 (native language) interference and provide a brief but specific
explanation of how the L1 could cause such an error. Your explanation should include:

• A concrete linguistic example from the L1 (e.g., a word or phrase in the learner’s native language) or a
well-known phonological, orthographic, or syntactic feature of the L1 that contributes to the error.

• A short discussion of how that L1 feature leads the learner to produce the erroneous English form.

If there is no L1 interference, classify the error into one of the following categories: orthographic (including typos),
lexical, morphological, or grammatical.

Steps to follow for each erroneous word:

1. Determine if L1 interference is involved.

• If yes, select the appropriate L1 interference subcategory and provide a "l1_interference_reason" that:
– Identifies the specific L1 feature (e.g., a Spanish prefix rule, an Arabic root pattern, a Japanese

phonological constraint).
– Explains how that feature maps to the incorrect English form.

• If no, classify under other subcategories: orthographic (including typos), lexical, morphological, or
grammatical.

2. Return the errors in the order they appear in the text.

Error Categories and Descriptions

1. Orthography Subcategories

• Phonetic Errors
– Definition: Words spelled purely by sound, ignoring English orthographic norms.
– Examples:

* fone → phone
* nife → knife

• Vowel Substitution and Omission
– Definition: Substituting or omitting vowels incorrectly.
– Examples:

* hop → hope
* beter → better

• Silent Letters and Irregular Spelling
– Definition: Ignoring or mishandling silent letters or irregular spelling patterns.
– Examples:

* clim → climb
* writting → writing

• Consonant Substitution Errors
– Definition: Replacing one consonant with another.
– Examples:

* shose → chose
* joke → yoke

• Hyphenation, Compound Words, and Spacing Errors
– Definition: Errors in spacing or hyphenation of compound words.
– Examples:

* infact → in fact
* some where → somewhere

2. Lexical Subcategories

• Homophone Confusion
– Definition: Mixing up words that sound alike but differ in spelling and meaning.
– Examples:

* their → there
* peace → piece

• Lexical Errors
881
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– Definition: Errors involving incorrect word choice due to misunderstanding of meaning.
– Examples:

* among → below
* borrow → lend

• Phonological Confusion
– Definition: Errors where words are confused due to phonological similarities, often involving metathe-

sis, substitution of similar phonemes, or confusion between near-homophones.
– Examples:

* aboard → abroad (Metathesis: reversed phonemes)
* form → from (Transposition of adjacent sounds)
* claps → class (Substitution of "p" for "s")

3. Morphological Subcategories

• Morphemic Errors with Affixes
– Definition: Incorrect handling of prefixes or suffixes.
– Examples:

* beautifull → beautiful
* hoping → hopping

• Overgeneralization of Spelling Rules
– Definition: Applying English morphological or spelling rules too broadly.
– Examples:

* buyed → bought
* goed → went

4. L1 Interference Subcategories

• Orthographic Interference
– Definition: Applying L1 spelling conventions to English.
– Examples:

* esplendid → splendid (Spanish: adding "e" before "s" clusters)
* colur → colour (British vs. American orthography confusion)

• Lexical Interference
– Definition: Using L1-based lexical forms or cognates in English.
– Examples:

* telefon → telephone (Spanish or German influence)
* faciliter → facilitate (French influence)

• Grammatical Interference
– Definition: Applying L1 grammatical patterns to English.
– Examples:

* She has 24 years → She is 24 years old (Spanish: "Ella tiene 24 años")
* He doesn’t know nothing → He doesn’t know anything (Negative concord in some L1s)

• Syntactic Interference
– Definition: Applying L1 syntactic structures to English.
– Examples:

* He to the store goes → He goes to the store (German word order influence)
* Beautiful is she → She is beautiful (Japanese syntax influence)

5. Grammatical Subcategories

• Grammatical Errors
– Definition: Errors in grammar, syntax, word order, or agreement.
– Examples:

* She go yesterday → She went yesterday
* He like apples → He likes apples

Categories and Subcategories:
We define a hierarchical categorization system using Python enums for clarity and consistency:

from enum import Enum

class OrthographySubcategory(Enum):
PHONETIC = "Phonetic Errors"
VOWEL_SUBSTITUTION_OMISSION = "Vowel Substitution and Omission"
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SILENT_LETTERS_IRREGULAR = "Silent Letters and Irregular Spelling"
CONSONANT_SUBSTITUTION = "Consonant Substitution Errors"
HYPHENATION_SPACING = "Hyphenation, Compound Words, and Spacing Errors"
CONSONANT_DOUBLING = "Consonant Doubling and Dropping"
CAPITALIZATION_PUNCTUATION = "Capitalization and Punctuation Errors"
TYPO = "Typo"

class LexicalSubcategory(Enum):
HOMOPHONE_CONFUSION = "Homophone Confusion"
LEXICAL = "Lexical Errors"
PHONOLOGICAL_CONFUSION = "Phonological Confusion"

class MorphologicalSubcategory(Enum):
MORPHEMIC_AFFIX = "Morphemic Errors with Affixes"
OVERGENERALIZATION = "Overgeneralization of Spelling Rules"
CONSONANT_DOUBLING = "Morphological Consonant Doubling and Dropping"

class L1InterferenceSubcategory(Enum):
ORTHOGRAPHIC_INTERFERENCE = "Orthographic Interference"
LEXICAL_INTERFERENCE = "Lexical Interference"
GRAMMATICAL_INTERFERENCE = "Grammatical Interference"
SYNTACTIC_INTERFERENCE = "Syntactic Interference"

class GrammaticalSubcategory(Enum):
GRAMMATICAL = "Grammatical Errors"

Probabilities:

• For each error, provide a "type" field as an object where keys are the enum names (e.g.,
"OrthographySubcategory.PHONETIC") and values are probabilities (floats).

• Probabilities must sum to 1.0 for that error.

If L1 Interference is detected:

• Include "l1_interference_reason" explaining how the L1 caused the error.

Output Format:
Return a JSON array of objects. Each object should contain:

• "incorrect": the misspelled or erroneous word.

• "correct": the correct form.

• "type": a dictionary of {error_type: probability} where probabilities sum to 1.0.

• "l1_interference_reason": a string if L1 Interference applies.

Format strictly as JSON, with no additional commentary.

Few-Shot Examples:

Example Input:

L1: Spanish
Text: After the long fly and waiting two hours, I saw a plant arrive, which I thought was the right one because it
looked so esplendid even though I felt beter knowing I had finally gotten there. The clim was tough, but I buyed
a ticket, carrying my childs with rain, my friend said he’d shose a seat for me, but infact issues we had. im sad.

Example Output:

[
{
"incorrect": "plant",
"correct": "plane",
"type": {
"OrthographySubcategory.PHONETIC": 0.8,
"OrthographySubcategory.CONSONANT_SUBSTITUTION": 0.2
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}
},
{
"incorrect": "esplendid",
"correct": "splendid",
"type": {
"L1InterferenceSubcategory.ORTHOGRAPHIC_INTERFERENCE": 0.7,
"OrthographySubcategory.PHONETIC": 0.3

},
"l1_interference_reason": "Spanish speakers often add an 'e' before 's' clusters due to L1

orthographic habits."
},
...

]

Note: This is a truncated example. The full prompt can be found in the GitHub repository.
884
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B Error Annotation Analysis885

Error Type Capitalization Consonant
Doubling

Consonant
Substitution

Grammatical Hyphenation L1
Interference

Lexical Morphological Punctuation Typo

Capitalization - (-5.050, 0.000) (-9.758, 0.000) (-10.483, 0.000) (-9.363, 0.000) (-10.490, 0.000) (-14.618, 0.000) (-2.804, 0.006) (2.660, 0.008) (-2.488, 0.017)
Consonant
Doubling

(5.050, 0.000) - (-1.345, 0.185) (-3.970, 0.000) (-2.436, 0.017) (-6.166, 0.000) (-5.177, 0.000) (2.781, 0.008) (6.250, 0.000) (0.669, 0.506)

Consonant
Substitution

(9.758, 0.000) (1.345, 0.185) - (-3.426, 0.001) (-1.531, 0.128) (-5.862, 0.000) (-5.039, 0.000) (5.478, 0.000) (12.613, 0.000) (1.657, 0.104)

Grammatical (10.483, 0.000) (3.970, 0.000) (3.426, 0.001) - (1.836, 0.067) (-3.183, 0.002) (-0.683, 0.495) (7.564, 0.000) (12.031, 0.000) (3.633, 0.001)
Hyphenation (9.363, 0.000) (2.436, 0.017) (1.531, 0.128) (-1.836, 0.067) - (-4.647, 0.000) (-2.885, 0.004) (6.128, 0.000) (11.186, 0.000) (2.458, 0.017)
L1 Interference (10.490, 0.000) (6.166, 0.000) (5.862, 0.000) (3.183, 0.002) (4.647, 0.000) - (2.926, 0.004) (8.731, 0.000) (11.323, 0.000) (5.676, 0.000)
Lexical (14.618, 0.000) (5.177, 0.000) (5.039, 0.000) (0.683, 0.495) (2.885, 0.004) (-2.926, 0.004) - (10.021, 0.000) (17.420, 0.000) (4.356, 0.000)
Morphological (2.804, 0.006) (-2.781, 0.008) (-5.478, 0.000) (-7.564, 0.000) (-6.128, 0.000) (-8.731, 0.000) (-10.021, 0.000) - (4.605, 0.000) (-1.182, 0.243)
Punctuation (-2.660, 0.008) (-6.250, 0.000) (-12.613, 0.000) (-12.031, 0.000) (-11.186, 0.000) (-11.323, 0.000) (-17.420, 0.000) (-4.605, 0.000) - (-3.113, 0.004)
Typo (2.488, 0.017) (-0.669, 0.506) (-1.657, 0.104) (-3.633, 0.001) (-2.458, 0.017) (-5.676, 0.000) (-4.356, 0.000) (1.182, 0.243) (3.113, 0.004) -

Table 8: Keyboard distance analysis: Pairwise T-tests between error types. Each cell shows the T-statistic and P-value for the corresponding pair.

Error Category Precision Recall F1 Score

Orthography: Vowel Substitution/Omission 0.333 1.000 0.500
Grammatical: Grammatical 0.483 1.000 0.651
L1 Interference: Grammatical Interference 0.882 1.000 0.938
Orthography: Consonant Substitution 0.600 1.000 0.750
Orthography: Phonetic 0.333 1.000 0.500
Orthography: Typo 1.000 1.000 1.000
Orthography: Capitalization/Punctuation 0.778 1.000 0.875
Orthography: Hyphenation/Spacing 0.750 1.000 0.857
L1 Interference: Orthographic Interference 0.000 0.000 0.000
Lexical: Lexical 0.833 1.000 0.909
L1 Interference: Lexical Interference 1.000 1.000 1.000
Orthography: Silent Letters/Irregular 0.400 1.000 0.571
L1 Interference: Syntactic Interference 0.800 1.000 0.889
Lexical: Phonological Confusion 1.000 1.000 1.000
Morphological: Overgeneralization 0.000 0.000 0.000
Morphological: Morphemic/Affix 0.000 0.000 0.000

Table 9: Type-wise performance metrics for LLM annotations compared to human annotations. Rows with all zero values indicate the model didn’t produce the given error at all.
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C Error Trends by L1 and Year 886

In this section, we present the aggregated error trends for each L1 group across different years. Each plot 887

shows the distribution of top-level error categories normalized by text length. 888

(a) Arabic L1 (2022) (b) Arabic L1 (2023) (c) Arabic L1 (2024)

(d) Chinese L1 (2022) (e) Chinese L1 (2023) (f) Chinese L1 (2024)

(g) Vietnamese L1 (2022) (h) Vietnamese L1 (2023) (i) Vietnamese L1 (2024)

Figure 4: Aggregated error trends by L1 and year. Each subfigure represents a different L1-year combination.
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D Corpus Composition889

L1 Learners Docs Tokens Med.
tok/doc

Entries
per learner

Span(wks) Count Proportion
Long Short Long Short

Arabic 35 345 63090 80.0 9.83 10.00 121 223 0.35 0.65
Azerbaijani 2 12 1934 113.0 6.00 5.00 5 7 0.42 0.58
Bengali 1 3 1990 415.0 3.00 4.00 3 0 1.00 0.00
Chinese 18 132 28678 86.5 7.33 4.00 57 5 0.43 0.57
Dari 2 26 12118 332.0 13.00 9.86 26 0 1.00 0.00
French 1 17 9139 393.0 17.00 13.86 17 0 1.00 0.00
Indonesian 1 8 820 89.0 8.00 11.00 1 7 0.13 0.87
Korean 1 13 1933 140.0 13.00 9.00 8 5 0.62 0.38
Kyrgyz 1 3 339 83.0 3.00 2.00 1 2 0.33 0.67
Portuguese 1 3 1301 281.0 3.00 4.00 3 0 1.00 0.00
Russian 1 19 12024 490.0 19.00 13.86 19 0 1.00 0.00
Sindhi 1 16 9611 567.0 13.00 13.86 14 2 0.87 0.13
Telugu 2 36 19493 416.5 18.00 13.86 35 1 0.97 0.03
Urdu 1 2 384 192.0 2.00 0.29 2 0 1.00 0.00
Vietnamese 4 47 12471 199 11.75 11.9 35 12 0.70 0.30

Total 72 682 175325 - - - - - - -

Table 10: Corpus composition and per-L1 breakdown, including the total number of documents, tokens, learners,
and document types analyzed in this paper.
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