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ABSTRACT

Vulnerability of state-of-the-art computer vision models to image perturbations
has drawn considerable attention recently. Often these perturbations are imper-
ceptible to humans because they target the perception of deep neural networks
(DNNs) employed in the corresponding computer vision task. Recent studies
have revealed that DNNs, which are unable to handle targeted perturbation of-
ten fail to handle untargeted perturbations as well, such as Gaussian noise. Var-
ious techniques, ranging from classical preprocessing to current supervised and
self-supervised deep discriminative and generative model based approaches, have
been explored in past to mitigate both these types of perturbations. However, a
common challenge with most of these is that they try to solve the problem from
a quality enhancement point of view, which is primarily driven by human percep-
tion. In addition, the supervised models require a large volume of gold standard
unperturbed data, whereas others fail to take into account the feedback of the tar-
geted downstream DNN. We propose to model this problem in indirect supervision
framework, where we assume that the gold standard data is missing, however, a
variable dependent on it is available and the dependency of the observed variable
is stated by the considered downstream DNN. The proposed method maintains
the advantages of supervised models while relaxing the requirement of gold stan-
dard unperturbed data. To prove its utility, we conduct several experiments with
various network architectures for downstream tasks of classification and medical
image segmentation. We used MNIST, CIFAR-10-C and ISIC skin lesion dataset
in our experiments. In all the experiments, a considerable restoration in the perfor-
mance of the considered downstream model is observed along with the reduction
in image perturbations.

1 INTRODUCTION

Current deep learning models are able to match human level accuracy in various computer vision
tasks, however, their performance degrades to subhuman levels in presence of small image pertur-
bation which are often imperceivable to human observers. A lot of research has happened in this
direction to find techniques, called as adversarial attacks, for creating targeted perturbations and de-
velop defences against such attacks (Szegedy et al.|(2013); Biggio et al.| (2013)); |Goodfellow et al.
(2014); (Carlini & Wagner| (2017); Madry et al.| (2017); [Sinha et al.[|(2017)). Recently, the vulner-
ability of deep models against common untargeted attacks, such as Gaussian noise corruption, has
been exposed while establishing its connection with targeted adversarial perturbations (Gilmer et al.
(2019)). Thus, rather than having a differentiation between targeted and untargeted image perturba-
tions, a strategy for reducing both to improve the performance of the models is desirable.

Our motivation comes from the behaviour of classical approaches of prepossessing, such as denois-
ing (Xie et al.|(2012)), deblurring (Eigen et al.[| (2013)), rescaling (Braun & Fairchild| (1999)) etc.
These approaches are driven by quality improvements as perceived by a human, which may not
be same as what is seen by a deep learning model. We argue that if the quality improvements of
perturbed images are driven by the perceptual quality of the downstream model, it can restore the
model performance irrespective of the nature of the perturbation. In past attempts have been made
to improve the perception of the models either during training (Zhang et al.|(2017a)) or post deploy-
ment by re-training (Meng & Chenl! (2017)) using a large volume of perturbed data, however, their



Under review as a conference paper at ICLR 2021

generalizability is always a concern. Further, the re-training becomes infeasible in many scenarios
after the deployment of a trained model.

An alternate to classical image enhancement approaches, used in general for preprocessing, is the
combination of analytical methods with deep learning techniques, for example, convolutional neural
network (CNN) based denoiser prior (Zhang et al.|(2017c))). These techniques have been surpassed
by denoising CNNs used under the plain discriminative settings (Zhang et al.| (2017b))), which use
a large number of paired perturbed and clean samples to learn a mapping between them. In real
world scenarios, availability of clean samples corresponding to the perturbed samples often becomes
bottleneck due various limitations, such as hardware induced noise. A potential alternate to these
supervised approaches are the self-supervised approaches (Krull et al.|(2019)), however their scope
has yet been limited to restricted types of perturbations, such as unstructured and uncorrelated noise.

To alleviate the aforementioned problems, we propose ways to relax following constraints of super-
vised discriminative image enhancement models.

1. Instead of asking for clean samples corresponding to the perturbed samples, we look for
information which remains invariant to the perturbation and is comparatively easy to obtain,
for example, class labels.

2. Instead of improving the quality as perceived by humans, we propose to employ a reformer
model (autoencoder) to improve the image quality as perceived by the targeted downstream
model.

3. We reduce the requirement of a large volume of training data by pretraining the reformer
model on the clean data used by the targeted downstream model for the corresponding
downstream task. We show that post pretraining a small set of perturbed samples with
information invariant to perturbation become sufficient to fine-tune the reformer model for
the desired enhancement.

These relaxations also highlight our contributions under which our proposed approach becomes an
indirect supervision approach. It enjoys the benefits of their supervised counterparts while reducing
the requirements of large volume of ground truth data. In order to demonstrate the efficiency of the
proposed approach we perform experiments on a variety of data for a different downstream task in-
cluding classification of adversarial MNIST digit images and CIFAR-10-C (Hendrycks & Dietterich
(2019)) images which are the corrupted version of standard CIFAR-10 images, and segmentation of
skin lesion images under adversarial attacks.

2 PROPOSED METHOD

We are interested in a general case where no assumption is made on the characteristics of the ob-
served perturbation and the gold standard data (clean/unperturbed) may or may not be available.
We assume that a variable dependent on gold standard data is observed and a perturbation is con-
siderable only if it affects the value of the observed dependent variable. The effect of perturbation
on the dependent variable is used as indirect supervision to solve the problem in hand. Although
approaches have been reported in past which implicitly use indirect supervision in form of noisy
annotations (Natarajan et al.| (2013))), partial observations (Cour et al. (2011)); Raghunathan et al.
(2016)) or external world feedback (Berant et al.|(2013))), however, the indirect supervision has been
formally considered under the leaning premises very recently in (Wang et al.| (2019))). We follow
similar notations as (Wang et al.| (2019)) with some minor modification to describe the considered
problem and proposed approach.

Preliminaries: Let us assume X is a variable which takes value in space X, where X =
{z1, 2, x5...} is a finite set of observed (perturbed) images with corresponding set of gold stan-
dard clean images as ) = {y1,¥2,¥s...}. Let us denote another variable Y which takes value
in space ) and is unobserved, however, we have an observed variable Z € Z = {21, 29, 23...}
which is dependent on Y. This dependency is modelled using the mapping g4 : J + Z which is
parametrized by ¢. The sets of perturbed and clean images obey the following relationship

xi =1(y:) + € (1
where 7 and e respectively induce the effects of correlated and uncorrelated perturbations. Estima-
tion of Y from X is considered as an inverse problem and has seen several analytical and more
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Figure 1: (a) Pictorial representation of perturbation reduction done by fg in case g4 is a classifier.
Regions with different colors depict the span of different classes with samples (y;) shown as black
dots. Red stars show the perturbed samples (x;) which are pushed towards the class boundaries by
pretrained fy, represented by black arrows. A further push or reduction in perturbation is obtained
after fine-tuning using indirect sparse supervision, represented by blue arrows. (b) Effect of pertur-
bation with varying e for different values n (input dimension). Note that n = 322 is the dimension
of CIFAR-10 samples, for which e = exp (*%7162) vanishes even for very small values of e.

recently learning based solutions. In particular, deep learning has emerged as an attractive choice
due to the large capacity of (convolutional) neural networks and fast computations. Initial attempts
were made to combine the rich analytical knowledge in this domain with the power deep neural
networks (DNNs). The inverse problem is divided into sub-problems, connected with a fidelity term
and a regularization term, where DNNs were used to solve the regularization sub-problem. How-
ever, it is now slowly becoming a well-accepted fact that DNNs employed in plain discriminative
settings to estimate Y from the given X has comparatively better performance.

Problem setting: In our problem setting, we first define a relevant perturbation — a targeted or
untargeted perturbation is said to be relevant if g4 (z;) # go(y;) given x;,y; € R™ with the relation
between the two as in equation Our objective is to learn a mapping fy : X +— ) such that
9o (fo(x:)) = g4(y:), parametrized by §. We propose to solve this problem using sparse indirect
supervision provided in form of z; = g¢(y;). This is particularly useful in scenarios where obtaining
z; is easier as compared to y; for few samples, for example class labels in case of natural images,
organ boundaries in medical images etc. We realize fg using a DNN based reformer model. g¢
depends on Z and if not provided a priori, it is also realized using a DNN, for example in case of
classification, g, is a discriminative CNN. We assume that even though paired samples {z;, y;} are
not available, we have a set of unperturbed data point Yy = {y|ly ~ Py} with corresponding set
Zy, where Py is the distribution of unperturbed data. We use )y to estimate ¢. We also use ) for
pretraining of the reformer network fg. Subsequently, we minimize a loss L (g4 (fo(z:)) , 2;) w.rt.
6 to learn the desired mapping fy.

We observed that the reformer network, pretrained on ), tries to reduce perturbations from X to
some extent, similar observations were made in (Meng & Chen| (2017)), however, (Meng & Chen
(2017)) chose to ignore samples with large perturbations due to the limited reduction produced by
the reformer. The indirect supervision in our approach helps fy to handle even large perturbations
by using the information provided in form of Z. This is pictorially shown using a 2D diagram in

Fig.[I(a).

Mitigating perturbations: To understand the motivation behind the proposed work, let us consider
a simple scenario where x; = y; + € are obtained with an additive perturbation applied on y;
and the indirect supervision is provided by a classifier. We borrow the setup from (Shafahi et al.
(2018)) and assume that a given dataset contains m classes defined by probability density functions
{pc}™ which are bounded as U, = supy-p.(X). All the data point lie on a unit sphere S = {y €
R™|||ly||2 = 1}. Our classifier g4 partitions S into m disjoint subsets. In what follows, we show that
for a given clean sample y; belonging to class ¢, that is g4(y;) = ¢, the probability of the classifier
g4 correctly classifying perturbed sample x; into the same class ¢ becomes zero asymptotically even
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for small values of e. Thus, for correct classification, x; need to be enhanced by the reformer, fy, to
bring them closer to y;.

Let S = {ylgs(y) = c} is the portion of S labeled as class ¢ and S is its complement. If the
fraction S, is less than or equal to % the fraction of S, will be at least half sphere, therefore e-
expansion of S,, represented by S.(¢), obeys the following

HISe(e)] > 1 - (g)%exp <—"2 1e2> @)

where 1[S,] represents the normalized measure/surface area of S.. Right hand side of equation
comes from the fact (Shafahi et al. (2018)); Milman & Schechtman| (2009)) that the normalized
measure of geodesic e-expansion of a half sphere is at least

- (g)%exp (—”;162) 3)

Now the data point z will only be classified correctly if it belongs to the complement of S..(€). Let
us represent the complement of S..(¢) by R then

3 -1
HiR) < () exp (‘n 2 62) )
Thus the probability of z € R being correctly classified is bounded by
T 2 n—1
P(go(e) = clgoly) = ) < Ve (5) " exp (_ . ) )

where V. is the normalized supremum of p.. It is independent of € and obtained by the multiplication
of U, and surface area of S.

As can be seen in Fig.[T[b) that the upper bound in equation [5] quickly vanishes even for very small
increment in values of e when n is large such as 1024, which is the dimension of CIFAR-10 samples.
Hence, the probability of the classifier g4 correctly classifying x; into class ¢ asymptotically reaches
to zero. This can extended for an autoencoder based reformer where fy(z;) = z; and the probability
of the classifier g, correctly classifying fy(x;) into class ¢ also reaches to zero. In other words,
unless fy(z;) comes close to y;, the classifier is unable to assign the class to fp(x;) which is same as
y;. This is exactly what is done by fy in presence of indirect supervision when we reduce the error
in decision of g4 by adjusting 6, which in turn reduces perturbation from z; to discover the desired
Y-

Design: In all our experiments we use U-net (Ronneberger et al.|(2015)) based convolutional autoen-
coder as the reformer to realize fy with trainable parameters as 6. We first adjust these parameters
during pretraining using a reconstruction loss (L,) applied on the set ), as mentioned above.

6° = arg min L, (Do) (6)
0
1
Ly (Yo) = ol Z fo(y) —yll2 (7)
0 y€o

Unlike fp, design of g4 depends on Z and chosen accordingly, for example in case Z is class
labels, given in form of 1-hot vectors, gy is designed as a CNN classifier, on the other hand when
Z is organ boundary in medical images, g, is designed as a segmentation network. We use g as
a general notation, accordingly the loss which is used to adjust the parameters ¢, denoted by L,
depends on the design of g4, for example when g is a classifier categorical crossentropy is used
as the loss function. Similar to fg, g4 is also pretrained using set ). Once trained on ), the
parameters of g are freezed (¢°) and not adjusted subsequently. This is the key design component
of the entire model. Post-pretraining fypo and g4o are combined to form an end-to-end trainable
pipeline hgo 40 (.) = ggo (foo(.))-

In the combined model hgo 4o, only trainable parameters are 6°. These are adjusted, as in equa-
tion 8] during fine-tuning on 10% samples, x;’s (sparse indirect supervision) separated out from the
perturbed set. For these separated x;’s, corresponding z;’s are assumed to be known.

o' = argemin [L+ L,] (3
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Figure 2: Architecture used in the proposed approach with multiple downstream models. X repre-
sents the perturbed input image which is given as input to a reformer (autoencoder) fy. Y represents
the output (desired clean images) produced by the reformer and Z indicates output given by dif-
ferent downstream models. L, is the reconstruction loss used by the reformer while L is the loss
representing error in the decisions of the downstream models.

where the reconstruction loss (L,) is included to avoid overfitting on the small set used during
fine-tuning. We have used equal weights for both the losses in equation [8) however a weighted
combination can also be explored. We also include samples from ), in equal number to perturbed
samples, during fine-tuning to ensure that fy does not affect unperturbed samples. Note that the loss
L is defined over the outputs of g4 but minimized by adjusting the parameters of fs. This means,
once g4 is trained on ), it can be deployed on some device and need not to be touched again. fy
can be trained with a copy of g4 and used as a plug-in to the deployed version of g4. The pictorial
representation of the proposed approach is shown in Fig.

3 RELATED WORK

In the related works, the first category of approaches is the analytical methods developed with the
efforts of several years and have an important place in the domain of the problem considered in this
work.

Classical Filtering Methods: The Gaussian filter, median filter, Wiener filter etc. are some of
the well known classical filters in this domain. Some unconventional but very effective ones are
methods based non-local averaging of pixels (Buades et al.|(2005)). One of the most popular in this
direction is BM3D (Dabov et al.|(2007)) which groups similar patterns in the image and filters them
jointly. (Lefkimmiatis| (2017)); Zeng et al.| (2019); [Liu et al.| (2018)) have used non-local modules
for denoising of images to improve the performance of the downstream model. However, a major
limitation comes from the fact that the model settings need to be changed according to the noise
levels, which is true for the other classical methods as well.

Discriminative Methods: In 2009, (Jain & Seung|(2009)) proposed the idea of using deep discrim-
inative models for image denoising which was later extended to other inverse problems (Ledig et al.
(2017); Hradis et al.[(2015)). Improvements on the work of (Jain & Seung| (2009)) were proposed
in (Zhang et al.[(2017b))), where a very deep residual network was trained to predict noise instead of
clean images.

The techniques in this category work under fully supervised settings, therefore require a set of noisy
images with respective clean images for training. In case of the unavailability of the ground truth
clean images, these techniques lose their utility. There have attempted to combine deep CNN models
with analytical approaches such as half-quadratic splitting (Schuler et al.|(2015))), however the deep
CNNs with plain discriminative settings give better performance.

Unsupervised and Self-Supervised Methods: Alternates to supervised CNN based enhancement
models are unsupervised and self-supervised approaches. Denoising autoencoder (Vincent et al.
(2008))) can be considered as one of the early unsupervised approaches in this category, however, the
approaches like generative adversarial network (GAN) (Chen et al.| (2018))) provide better perfor-
mance in restoration of images. The model in (Chen et al.|(2018))) requires random samples of noisy
and clean images to produce a paired set of noisy images and corresponding clean image given as
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input to the generator. The generated pairs are subsequently used to train a fully supervised discrim-
inative network for noise reduction however the efficiency is limited to the performance of GAN
which depends on the amount of data available for training.

Self supervised approaches overcome the limitation of GAN model. In 2018, (Lehtinen et al.|(2018))
proposed an efficient self supervised technique named as Noise2noise which does not require clean
images for training. Their network can produce clean images however, it requires a set of two noisy
images obtained by two different kinds of noise induced on the same image. To remove the require-
ment of pairs of noisy images (Krull et al.| (2019)) proposed an approach, named as Noise2void,
which is also independent of the availability of ground truth data or clean images. However, it failed
on structured perturbations due to the independence assumption on noise. Recently, in 2019 (Batson
& Royer|(2019)) proposed Noise2Self, which does not require any assumptions such as information
of noise or availability of ground truth.

A common problem with all the aforementioned approaches is that these approaches fail to take into
account the requirement of the subsequent downstream models. The perturbations are reduced to
improve the quality of the images, where the quality improvement is driven by human perception,
not by the perception of the model. In contrast, our approach brings into picture the perception of a
downstream model using an indirect supervision approach.

4 EXPERIMENTAL RESULTS

This section begins with details of the dataset used for experiments and training procedure adopted
for the proposed approach. It is followed by baseline information and description of the obtained
results.

Dataset and Training: We perform experiments with MNIST, CIFAR-10-C Hendrycks & Diet-
terich| (2018) and ISIC 2018 skin lesion’|dataset. MNIST is a dataset of handwritten digit images,
which contains well sets for training validation and testing. We perform pretraining of both, fy
and g4, using the training set. Subsequently, we use pretrained and froze downstream model gg4o to
generate adversarial images using the MNIST test set images by applying a fast gradient sign attack
(FGSM) attack (Goodfellow et al.|(2014)). From the generated set of images, we use 10% images
for finetuning of fy using indirect supervision to obtain fy: and remaining adversarial images for
testing the accuracy of g4o on the outputs of fy1.

CIFAR-10-C is the perturbed version of CIFAR-10 test set, which has been generated by adding dif-
ferent types of corruptions with varying severity level in five categories namely noise, blur, weather,
digital, and extrathe . We consider five different most effective corruptions with highest severity
level which in total becomes a set of 50,000 corrupted images (10,000 per corruption). We use
the clean CIFAR-10 training set for pretraining and the set of corrupted images (CIFAR-10-C) for
finetuning and testing in the same manner as MNIST. No adversarial attack is considered due to the
avaialbility of the corrupted data. ISIC is a collection of high resolution dermoscopic skin lesion
images (Codella et al.|(2019)). It contains 2,596 images for which segmentation masks of lesions
are provided, whereas for the remaining images, which belong to test set, the segmentation masks
are not made publicly available. We use 2,000 images for pretraining and remaining 596 images
for validation during pretraining. Since test set annotations are not available, we generate perturbed
images from all the 2,596 available clean images using FGSM to create a reasonable test set. This is
motivated from the observations made during experiments on MNIST and CIFAR-10-C, where the
pretrained models do well on unseen clean test images but fail miserably on perturbed versions of
the test images. Since the objective here is to remove relevant perturbation, as defined in section 2,
the performance of g4o on the outputs of fy1 becomes the preferred choice of evaluation metric and
used in all the experiments. Various hyperparameter values used during different experiments are
mentioned in appendix C.

Baseline: We have compared our approach results with four different baselines. (i) Original (Org)
model: performance of the original downstream model on perturbed images is the first baseline,
mainly considered to find the degradation in the performance of the model. (ii) Unsupervised (US)
approach: we consider a GAN model (DC-GAN) to represent an unsupervised approach of mitigat-
ing perturbation where the generator of GAN produces unperturbed images. (iii) Self Supervision

'https://challenge2018.isic-archive.com
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Figure 3: Experimental results on MNIST data for (a) LeNet (b) Resnet-18. For both networks the
proposed approach (IS: indirect supervision) outperforms the other approaches.

Model CIFAR-10 CIFAR-10-C

Org US SS DS IS Org US SS DS IS
\;gﬁ\g 89.16 51.48 83.14 88.16 84.82 | 56.50 30.58 4348 42.19 69.77
\Z(P;_I;I_ 91.93 53.02 8522 89.86 88.88 | 54.20 3132 4496 4472 70.99
RN-50 | 92.04 50.40 85.68 89.90 850 | 5425 30.16 44.62 42.02 67.24

Table 1: Comparison of experimental results on CIFAR-10-C dataset with three different classifiers.
The combined model, hg: 4o, finetuned with indirect supervision (IS), gives best performance on
corrupted images, however there is some degradation in the clean image performance.

(SS): we consider the recently proposed Noise2Self approach as our third baseline for comparison.
(iv) Direct Supervision (DS): our final baseline is a discriniminative filtering approach in which
gold standard clean images are used as ground truth to finetune fyo. DS is considered only for
comparison, consider its superior performance as compared to other baseline approaches. Wherever
required, we use the same setting, as our proposed approach (10% of the total perturbed images
for sparse supervision, remaining for testing) for all the baseline approaches, for example US and
DS. In addition, for DS we assume that the gold standard clean images, corresponding to the 10%
perturbed images, are also available for direct supervision.

MNIST Results: MNIST data is considered for the classification task, where we have considered
two well-known models, LeNet and Resnet-18 for the downstream task. Subsequent to pretraining
on the training set of MNIST with crossentropy loss, both the networks are used for adversarial
image generation from test set images using FGSM. Severity level of the adversarial attacks are
determined using a scaling parameter € (Goodfellow et al|[(2014)). We use ¢ € {0.2,0.3,0.4} for
LeNet and ¢ € {0.5,0.75,1} for Resnet-18. Fig. 3| presents a summary of the performances of
the considered approaches. Both the models achieved more than 90% accuracy on a clean test set,
however, their accuracy came down to 10% or lower than that on adversarial images. The baseline
approaches restore the model performances to some extent, but the proposed approach outperforms
all the baselines with considerable margin while using sparse indirect supervision. AN interesting
observation here is the difference in the performance of the proposed approach and DS, where DS
gives suboptimal performance, mainly due to overfitting on the small set available for finetuning. In
contrast, the indirect supervision in the proposed approach allows only that enhancement which is
relevant to the downstream model. Some of the output images are shown in appendix B.

CIFAR-10-C Results: Here we consider three different Resnet variants (Zagoruyko & Komodakis
(2016)) for classification - Wide Resnet-28-10 (WRN-28-10), Wide Resnet-40-2 (WRN-40-2), and
Resnet-50 (RN-50). These variants differ from each other in terms of depth and number of parame-
ters. Similar to MNIST experiments, all these models are pretrained using crossentropy loss on clean
training set from CIFAR-10 dataset. However, the key difference here is in finetuning and testing.
As mentioned above, unlike MNIST, perturbed CIFAR-10 images are obtained from CIFAR-10-C
data. Among the 16 different types of corruption, which were used to create CIFAR-10-C, we select
elastic transformation, frost, impulse noise, shot noise and zoom blur, as these considerably degrade
the performance of classification network. Table [T] shows a comparison of different approaches,
where the proposed approach restores the classifier performances to a considerable extent. On the
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Approach Classifier Parameters PSNR Approach Mean IoU
Org - 18.48 Org 0.17
UsS - 19.28 usS 0.25
SS - 22.68 SS 0.64
DS - 26.48 DS 0.67
IS (WRN-28-10) 36.47TM 25.48 IS 0.69
IS (WRN-40-2) 224 M 25.10
IS (RN-50) 2353 M 24.24 Table 3: Mean IoU values ob-

served during testing the segmen-
Table 2: Mean PSNR values for enhanced CIFAR-10- tation network on the outputs of
C images from different approaches. different approaches.

other hand, US and SS degrade the classification performances due to their own limitations. DS also
degrades performance due to overfitting, as the training accuracy during finetuning reaches values
larger than 85% for all the classifiers, whereas testing accuracy remains under 50%.

An interesting observation here is the performance WRN-40-2, which has a considerably smaller
number of parameters as compared to its counterparts, shown in Table 2. WRN-40-2 performance
on CIFAR-10-C images is lower than the other two classifiers in its original form, however, when
plugged in with the reformer network in the proposed approach, its performance becomes better
as compared to its counterparts. Another interesting observation is the enhancement of the images
evaluated using mean PSNR values shown in Table-2. DS, while using gold standard clean images,
results in the best PSNR values, which is consistent with the literature. However, poor performances
of all the classifiers on the outputs of DS (Table[5) provides evidence that the enhancement without
taking into account the feedback of downstream models may not be useful. The same can also be
observed from the enhanced images shown in appendix C. Note that the proposed approach results
in PSNR values close to DS without even using the gold standard clean images.

ISIC Skin Lesion Segmentation Results: Here we considered segmentation as our downstream
task and used a U-net based segmentation network. The network is pretrained with dice loss using
the procedure mentioned above. Subsequently, we generate 2,596 perturbed images from all the
available clean images using FGSM with severity controlling parameter value € = 0.15. To evaluate
the segmentation accuracy we consider mean intersection over union (IoU) values and observe that
the segmentation network performance comes down from 0.76 to 0.17 on adversarial images. We
apply all the considered baseline approaches along with the proposed approach to mitigate adversar-
ial perturbations and use 250 perturbed images (~ 10% of the total perturbed images) for finetuning.
We test the segmentation network performance on the outputs of all the approaches obtained from
the remaining perturbed images and present the observation in Table 3. The proposed approach
outperforms the existing approaches in this experiment as well, even though the existing approach
seems to have benefitted from the overlap between the sets of images used for pretraining and adver-
sarial image generation. Few sample images with corresponding outputs obtained from the proposed
approach are shown in appendix D.

5 CONCLUSION

In this work we showed that the problem of mitigating targeted and untargeted perturbations can be
modeled in the indirect supervision framework. The proposed approach matches the enhancement
performance of supervised models without demanding gold standard data. Also it does not require
any information about the perturbation characteristics. It uses the information provided by a vari-
able depended on gold standard data for sparse indirect supervision and outperforms the existing
approaches in various downstream tasks. This is a very useful property for application such as med-
ical image analysis where getting a variable dependent on clean data, such as segmentation mask,
is easier than getting the clean data itself. Various experiments performed in the work highlight
the importance of downstream model’s feedback in the perturbation mitigation process. Observed
results are promising and we believe that this work would provide motivation for considering indi-
rect supervision for other applications. In future, we will take the work forward by exploring the
possibility of combining indirect supervision with other approaches.
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A  HYPERPARAMETERS:

In all our experiments, we have used publicly available models for both fs and g4. We considered
Adam optimizer for both training and finetuning. Number of samples used at various stages along
with various hyperparameter values are shown below. We used Pytorch Python library for all our
experiments.

Batch
Size
P F T P F P | F | P(fy) | P(ge) | F(fo)

MNIST 50K | 1K 9K le-2 | 1e-3 | 128 | 32 1K 1K 750 | CCE
CIFAR-10 | 50K | 5K | 45K | 1e-3 | 1le-4 | 128 | 32 | 1.5K | 2.5K 1K CCE
ISIC Skin
Lesion 2596 | 250 | 2346 | le-4 | 1e-5 | 16 4 500 350 1K DC
Dataset

Sample set size Initial LR No of epochs I

Dataset

Table 4: The table represents the information of datasets used in the experiments, where P, F, and
T represent pretraining, finetuning, and testing phase. * Learning rate in pretraining and fine-tuning
is reduced by the factor of 10 after every 50 and 100 epochs respectively. * LR stands for learning
rate, CCE for Categorical Cross Entropy and DC for Dice Coefficient.
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B MNIST IMAGE OUTPUTS
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Figure 4: Upper 3 rows shows the images for LeNet for € values 0.2, 0.3 and 0.4 respectively and
remaining 3 for the Resnet-18 for € values 0.5, 0.75 and 1. First column shows the original images
from MNIST dataset. Second column shows perturbed images generated using FGSM attack. Third
column shows the images generated using unsupervised approach. Fourth columns shows the images
generated by self supervision (noise2self). Fifth column shows direct supervision images and the
last column shows the images generated by our approach. For some samples indirect supervision
performs better than direct supervision.
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C CIFAR-10-C IMAGE OUTPUTS

Figure 5: First column shows the original images from CIFAR-10 dataset. Second column shows
corresponding the perturbed images from CIFAR-10-C dataset. Third column shows the images
generated using unsupervised (GAN) approach. Fourth column shows the images generated us-
ing Self supervised (noise2self) approach. Fifth column shows the images generated using direct
supervision. Remaining three columns shows the images generated by our approach using Resnet-
28-10, Resnet-40-2 and Resnet-50 respectively. All the rows represents different perturbations from
CIFAR-10-C dataset. Elastic transformation, frost, impulse noise, shot noise and zoom blur are the
perturbations shown in the rows from top to down.
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D ISIC LESION SEGMENTATION OUTPUTS

Figure 6: First column shows the original images from ISIC skin lesion dataset. Second column
represents the adversarial images generated using FGSM attack. Third column shows the images
generated by our approach. Fourth column shows the segmentation model’s output on adversarial
perturbed images. Fifth and sixth column shows improved segmentation output using our approach
and corresponding masks respectively.
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