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Abstract

In this study, we address the challenge of con-001
sistently following emotional support strategies002
in long conversations by large language models003
(LLMs). We introduce the Strategy-Relevant004
Attention (SRA) metric, a model-agnostic mea-005
sure designed to evaluate the effectiveness of006
LLMs in adhering to strategic prompts in emo-007
tional support contexts. By analyzing conversa-008
tions within the Emotional Support Conversa-009
tions dataset (ESConv) using LLaMA models,010
we demonstrate that SRA is significantly cor-011
related with a model’s ability to sustain the012
outlined strategy throughout the interactions.013
Our findings reveal that the application of SRA-014
informed prompts leads to enhanced strategic015
adherence, resulting in conversations that more016
reliably exhibit the desired emotional support017
strategies over longer conversations. Further-018
more, we contribute a comprehensive, multi-019
branch synthetic conversation dataset for ES-020
Conv, featuring a variety of strategy continu-021
ations informed by our optimized prompting022
method. The code and data are publicly avail-023
able on our github [ANONYMIZED GITHUB024
REPO]: 1.025

1 Introduction026

In the rapidly evolving domain of conversational027

AI, the creation of emotionally intelligent conver-028

sational agents is becoming increasingly important029

as it opens up new possibilities for more natural030

and helpful interactions between humans and ma-031

chines. Central to this transformative journey is the032

challenge of empowering large language models033

(LLMs) not only to partake in natural dialogues034

but also to adeptly navigate and influence the con-035

versation flow using expert strategies derived from036

psychology and emotional support literature.037

This paper delves into the critical aspect of in-038

tegrating emotional support strategies into conver-039

1https://anonymous.4open.science/r/ESConv-SRA-4879

Figure 1: A sample continuation of a conversation using
"Provide Different Perspectives" strategy, given by
three different prompt templates sorted by the SRA met-
ric increasing from bottom to top using Llama-70b-chat
model. The model output using the prompt template
with higher SRA adheres better to the given strategy.

sational LLMs, a domain that remains largely un- 040

charted yet holds significant promise for a range 041

of applications, from mental health support to cus- 042

tomer service. 043

The advent of the Emotional Support Conver- 044

sations dataset (ESConv) (Liu et al., 2021) has 045

marked a significant milestone, providing a rich 046

resource for researchers to delve into and enhance 047

emotional support dialogue systems. Despite this 048
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advancement, there remains a notable gap in the049

state-of-the-art evaluation methods for such sys-050

tems. Researchers have tried to build and improve051

systems that either align closely with the gold stan-052

dard responses in the dataset (responses from Ama-053

zon MTurk workers certified as emotional support-054

ers) or focus on enhancing the model’s ability to055

plan subsequent strategies. However, the predomi-056

nant metric for comparison in these works remains057

the alignment with these gold standard responses.058

We argue that this approach may not be the most059

effective for several reasons. First, in the realm of060

emotional support, there is often no single ’correct’061

strategy for continuing a conversation. Second,062

even when a model bases its response on a specific063

strategy, there are numerous potential high-quality064

responses that could be equally effective.065

In our research, we adopt a different perspective,066

reevaluating the core problem in the context of re-067

cent advancements. With the advent of Large Lan-068

guage Models (LLMs), generating natural and flu-069

ent text has become less of a challenge. Our focus,070

therefore, shifts to a more nuanced aspect: the de-071

gree to which we can effectively guide these LLMs072

to adhere to specific emotional support strategies073

during extended conversations, and importantly,074

how we can evaluate and quantify their pro-075

ficiency in following these strategies. This ap-076

proach acknowledges the proficiency of LLMs in077

text generation while emphasizing the critical need078

for strategic control and direction in prolonged in-079

teractive scenarios. The challenge extends beyond080

merely directing the conversation, delving into the081

realm of assessing and quantifying the model’s ad-082

herence to the predefined emotional support strate-083

gies. Below are the main contributions of our work:084

Introducing Strategy Relevant Attention (SRA):085

A Model-Agnostic Metric for Measuring Strat-086

egy Adherence in Conversational AI We intro-087

duce a novel proxy metric termed Strategy Relevant088

Attention (SRA), designed to quantitatively assess089

the extent to which a model aligns its attention with090

the strategic directives provided in prompts. This091

model-agnostic metric facilitates the comparative092

analysis of different prompts in terms of their ef-093

ficacy in guiding model adherence to predefined094

strategies. Furthermore, SRA aids in the develop-095

ment of prompts that enhance the model’s ability096

to maintain strategic consistency throughout pro-097

longed conversations. Through rigorous evaluation,098

encompassing both automated and human assess-099

ments, we establish a significant correlation be- 100

tween a model’s adherence to strategy and its SRA 101

score, underscoring the utility of SRA in the design 102

of effective conversational prompts. 103

Release of an Expanded ESConv Dataset As 104

a practical contribution to the field, we release an 105

extensive synthetic dataset. This dataset, an ex- 106

pansion of the existing ESConv dataset, features 107

multiple strategy continuations. It serves as a valu- 108

able resource for further research and development 109

in the area of emotionally intelligent conversational 110

agents. 111

2 Related Work 112

2.1 Emotional Support Conversation Systems 113

The landscape of Emotional Support (ES) systems 114

has undergone significant evolution, shaped largely 115

by the nature and complexity of datasets available 116

for research. Early ES datasets predominantly con- 117

sisted of single-turn conversations ((Medeiros and 118

Bosse, 2018), (Sharma et al., 2020)), leading to a 119

research focus primarily on developing Emotional 120

Support Conversation (ESC) systems for these 121

simplified, single-interaction scenarios ((Sharma 122

et al., 2021), (Hosseini and Caragea, 2021)).This 123

approach, while foundational, did not fully encap- 124

sulate the dynamic and multi-faceted nature of real- 125

world emotional support interactions. The release 126

of the first multi-turn ESC dataset, ESConv (Liu 127

et al., 2021), marked a pivotal shift in this domain. 128

This dataset opened up new avenues for exploring 129

data-driven approaches in multi-turn ESC systems. 130

(Peng et al., 2022a) introduced an innovative 131

hierarchical graph network, aiming to effectively 132

utilize both the global emotion cause and the local 133

user intention in emotional support conversations. 134

Moving away from relying on a single strategy 135

for response generation, (Tu et al., 2022) incorpo- 136

rated commonsense knowledge and a mix of re- 137

sponse strategies into the framework of emotional 138

support conversation. (Cheng et al., 2022) put for- 139

ward the concept of look-ahead strategy planning, 140

a method designed to select strategies that could 141

yield the best long-term effects in emotional sup- 142

port dialogue. In a further advancement, (Peng 143

et al., 2022b) explored the selection of appropriate 144

strategies based on the feedback from the conver- 145

sation seeker. More recently (Zhao et al., 2023) 146

addressed the challenge of performing a smooth 147

transition in an utterance level based on seman- 148
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tics, emotions and strategies embedded in each149

utterance. More closely related to our research,150

(Zheng et al., 2023) introduced a synthetic dataset151

with richer annotations and experimented with fine152

tuning llama models for this task using parameter153

efficient methods and showed that it outperforms154

previous work.155

2.2 Large Language Models’ Behavior in156

Long-Context Scenarios157

The interaction of large language models (LLMs)158

with long-context scenarios has been a subject of159

considerable research interest and is particularly160

relevant to this work. (Krishna et al., 2022) ob-161

served that in moderately-sized Transformer lan-162

guage models, the quality of neural generation163

tends to deteriorate when dealing with long con-164

texts. In a study focused on long-context models,165

(Sun et al., 2021) reported that while extended con-166

texts do enhance the prediction accuracy for a lim-167

ited set of tokens, the overall improvement remains168

marginal. Further exploring this domain, (Qin et al.,169

2022) conducted an analysis on the performance170

of efficient Transformers across a range of long-171

context downstream NLP tasks. Their findings172

reveal a recency bias in long-context Transform-173

ers, indicating that these models do not effectively174

leverage long-range context. In a recent study (Liu175

et al., 2023) revealed "lost in the middle" effect176

in SOTA LLM models which indicates that these177

models can overlook the tokens in the middle of the178

input. As a subsequent study, researchers showed179

that instruction fine-tuned versions of these mod-180

els still overlook the middle and tail of the input181

prompt, but this happens less than pre-trained mod-182

els (Wu et al., 2023).183

3 Preliminaries184

3.1 ESConv Dataset185

Our research leverages the Emotional Support Con-186

versation dataset, ESConv (Liu et al., 2021), which187

is notably characterized by its inclusion of long con-188

versations, averaging 30 turns per dialogue. This189

aspect is of paramount importance to our work,190

as our analysis specifically targets the dynamics191

of extended dialogues in emotional support con-192

texts. In these interactions, individuals seeking193

support (seekers) engage with others (supporters)194

who assist them in navigating through challeng-195

ing emotional states. The supporters’ responsibili-196

ties encompass recognizing the seekers’ problems,197

providing consolation, and suggesting actionable 198

solutions to address their concerns according to a 199

predefined strategy. Appendix A.1 summarizes the 200

statistics of this dataset and it’s key features. 201

3.2 Transformers and Auto Regressive 202

Language Models 203

Given a sequence of input embeddings {em}Lm=1 in 204

Rd, where L is the length of the input sequence, a 205

transformer language model with M layers and H 206

attention heads processes each embedding em. At 207

each layer, the model transforms the embeddings 208

into their corresponding query, key, and value vec- 209

tors in Rd/H as shown in equation 1: 210

qm = W qem, 211

km = W kem, 212

vm = W vem, (1) 213

where W q,W k,W v ∈ Rd/H×d are learnable 214

matrices. We will then use these vectors to calcu- 215

late attention weights over previous tokens (equa- 216

tion 2) where h is the corresponding attention head. 217

lhmn =

{
⟨qhm, khn⟩, if m ≥ n,

−∞, otherwise,
(2) 218

We will then apply a scaled softmax normaliza- 219

tion to calculate the final attention weights ahm,n as 220

in equation 3 221

ahm,n =
exp

(
lhm,n/

√
d/H

)
∑L

i=1 exp
(
lhm,i/

√
d/H

) (3) 222

The attention weights will be used to calculate 223

the final output embedding ohm,n at position m for 224

head h (equation 4) 225

ohm,n =

L∑
n=1

a(h)m,nv
(h)
n (4) 226

4 Methodology 227

When we attempted to force the model to follow 228

specific strategies using a standard prompt, we no- 229

ticed a trend: as the conversation extended, the 230

model’s responses became increasingly indifferent 231

to the system prompt, particularly to the prompted 232

strategy. Specifically, the model began to generate 233

very general responses, regardless of what the spec- 234

ified strategy was. This tendency to drift towards 235
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generic responses irrespective of the strategy input236

suggests a diminishing sensitivity to the strategic237

nuances as the dialogue progresses.238

Inspired by prior research investigating the im-239

pact of token positioning within prompts (Liu et al.,240

2023), (Wu et al., 2023), we formulated a hypothe-241

sis concerning the behavior of large language mod-242

els in extended dialogues. We hypothesize that as243

the context length increases, the model’s attention244

to tokens related to the prompted strategy decreases.245

This diminishing focus could result in a drift to-246

wards less specific and more generalized responses247

as the conversation progresses.248

To test this hypothesis, we introduce the metric249

"Strategy Relevant Attention (SRA)". This met-250

ric is designed to measure the degree to which251

the tokens generated by the model are focused252

on the strategy-relevant tokens present in the253

input. The core objective is to build a prompting254

template that consistently maintain attention on the255

strategic aspects of the dialogue over time. By256

quantifying the model’s adherence to the prompted257

strategy, this metric serves as a critical tool in as-258

sessing the effectiveness of different prompting259

approaches in extended conversational settings.260

4.1 Extended ESConv Dataset261

The ESConv dataset initially categorizes the sup-262

porters’ conversational strategies, identifying eight263

types, such as questioning, reflecting feelings, and264

providing suggestions. However, our study seeks265

to explore the intricacies of emotional support with266

a more granular approach. Taking inspiration from267

the study by (Zheng et al., 2023) which developed268

a more detailed method for categorizing support269

strategies, we have decided to use this advanced270

classification in our study. We’ve detailed each271

strategy along with a description of the strategy272

and more details about this dataset in appendix A.2.273

Using these new categories, we expanded the ES-274

Conv dataset into several variations. We picked a275

random conversation from the dataset and split it276

at a random point between the 6th and 24th turn277
2. We chose these points to make sure we contin-278

ued the conversation in the most appropriate spots.279

For instance, it wouldn’t make sense to start Col-280

laborative Planning when someone is just saying281

goodbye, or to use Reflective Statement when just282

greeting. We always split the conversation after283

2For the 70b model due to the memory limitations we
break the conversation at most in 20th turn

the person seeking help has spoken, allowing the 284

model to take over as the supporter. Then, with a 285

specific model and a prompting template, we car- 286

ried the conversation forward by one turn using 287

some of the 15 support strategies (Zheng et al., 288

2023) mentioned. This created variations of the 289

dataset where conversations continue from a cer- 290

tain point using different strategies. However, we 291

couldn’t try out every single combination because 292

of computing constraints. 293

4.2 Strategy Relevant Attention 294

Informed by the concept of attention mechanisms, 295

we hypothesise that the level of attention paid to 296

strategy-centric tokens could be a pivotal factor in 297

determining the model’s proficiency in adhering 298

to the set strategy, although this remains to be em- 299

pirically validated. To quantify this assumption, 300

we aggregate the attention weights of the strategy 301

relevant tokens over all heads and all layers for the 302

generated response tokens. 303

Let’s assume that the strategy relevant tokens 304

span from token Sb to Se and the response tokens 305

generated by the model span from token L + 1 306

to token L + R where R is the length of the re- 307

sponse. We can define the attention weight matrix 308

as A ∈ RM×H×R×L (M being number of atten- 309

tion layers and H being the number of attention 310

heads) in which each element represents the atten- 311

tion of a response token over a prompt token in a 312

specific head and layer of the LLM following the 313

equation 3. Equation 5 formulates Strategy Rele- 314

vant Attention (SRA) as the aggregate attention of 315

response tokens on the strategy relevant tokens. 316

SRAagg
r,l =

1

MH

M∑
m=1

H∑
h=1

Am,h,r,l, 317

SRA =
1

|Se − Sb| ×R

R∑
r=1

Se∑
l=Sb

¯SRA
agg
r,l ∈ R

(5)

318

5 Evaluation of Strategy Following and 319

SRA Metric 320

In the following section we propose methods for 321

evaluating the efficiency and usability of our pro- 322

posed SRA metric in designing efficient prompts 323

for prolonged strategy adherence in emotional sup- 324

port conversations. We first outline two automatic 325

evaluation approaches in section 5.1 and 5.2. We 326
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also conduct a human evaluation experiment which327

will be described in section 5.3.328

5.1 Attention on Strategy Relevant Tokens329

We employ the SRA (Strategy Relevant Attention)330

metric as defined in 4.2. This metric serves as a331

proxy measure for gauging the extent of attention332

the model pays to strategy tokens within the overall333

generated response. Essentially, it internally quan-334

tifies that when two models, identical in param-335

eters, are exposed to the same conversational336

history, the model that allocates more attention337

to strategy-specific tokens is likely to be more338

adept at adhering to the intended strategy.339

5.2 Predictability of the Strategy from the340

Response341

This section explores the assumption that the effec-342

tiveness of a model in following a given strategy343

can be quantified by assessing how predictable the344

strategy is, given the generated utterance. We hy-345

pothesize that there is a direct correlation between346

the predictability of the strategy and the model’s347

adherence to it. Although predictability of the re-348

sponses does not necessarily indicate the adher-349

ence to the specific strategy, it perfectly assess350

the ability of different methods in distinguish-351

ing between strategies when generating the re-352

sponse.353

To formalize this concept, we utilize Bayes’354

rule, a fundamental theorem in probability theory.355

Bayes’ rule describes the probability of an event356

based on prior knowledge of conditions related357

to the event. In our context, it is used to relate358

the probability of a strategy S given a generated359

response R, to the probability of generating a re-360

sponse given a strategy. The rule is formulated361

as:362

P (S|R) =
P (R|S)× P (S)

P (R)
(6)363

Here, P (S|R) represents the posterior probabil-364

ity, indicating the likelihood of the strategy S given365

the observation of the response R. P (R|S) is the366

likelihood of generating the response R when fol-367

lowing the strategy S. P (S) and P (R) are the368

prior probabilities of the strategy and the response,369

respectively.370

A high posterior probability, P (S|R), suggests371

that the response R strongly indicates the use of372

strategy S, implying effective adherence by the373

model to the strategy. Conversely, a low value 374

indicates weaker adherence to the strategy. 375

5.2.1 Measuring predictability based on 376

lexical features 377

Our first proposal is a baseline model using Bag of 378

Words Logistic Regression over N-grams to iden- 379

tify lexical differences between different templates’ 380

responses. This model is selected for its simplicity 381

and interpretability. It allows us to easily under- 382

stand which words or phrases significantly con- 383

tribute to the distinctiveness of the responses. The 384

model is defined as: 385

P (S|R) = σ

(
N∑
i=1

ωi · xi + b

)
(7) 386

where σ is the sigmoid function, ωi are the 387

weights assigned to each n-gram, xi are the n- 388

gram features extracted from the response, and b 389

is the bias term. We remove English stop words 390

and words that appear in more than 90% of the re- 391

sponses and then build 2-gram and 3-gram feature 392

vectors to train the logistic regression model. 393

5.2.2 Measuring predictability based on 394

semantic features 395

To complement the first model and capture deeper 396

semantic features, we also employ a Sentence Bert 397

model (Reimers and Gurevych, 2019) for sequence 398

classification. To be specific, we use all-mpnet- 399

base-v2 model which stands on top of the leader 400

board for the best quality of sentence encodings 401

over 14 tasks in different domains 3. This model 402

provides us with the capability to discern intricate 403

semantic patterns that might be overlooked by the 404

simpler lexical predictor. We first employ the Sen- 405

tence Bert model according to equation 8 where 406

R is the sequence of response tokens and retrieve 407

an aggregate embedding for the whole response 408

(in case of mpnet model we use, it will be a nor- 409

malized average of the embeddings of all tokens in 410

the sequence). Afterwards, same as what we did 411

with the lexical predictor, we feed the encoding to 412

a logistic regression model to predict the strategy 413

class. 414

X = Normalize (Mean(SBERT(R))) , (8) 415

P (S|R) = σ

(
N∑
i=1

ωi · xi + b

)
, (9) 416

3https://www.sbert.net/docs/pretrained_models.html

5

https://www.sbert.net/docs/pretrained_models.html


5.3 Human Evaluation417

In addition to quantitative analyses, we incorporate418

a human evaluation component to assess the effec-419

tiveness of the Strategy-Related Accuracy (SRA)420

metric in guiding a model’s adherence to specified421

conversational strategies. We generate responses422

to a given conversation history using two distinct423

prompt templates picked among c1_hf, c3_hf and424

standard, each designed to embody the same strate-425

gic directive. By maintaining consistency in the426

conversational history and strategy across both tem-427

plates, we isolate the effect of the prompts on the428

model’s adherence to the strategy. For each prompt429

template, the model extends the conversation by430

one turn. We then compute the SRA for both re-431

sponses, which serves as a preliminary quantitative432

measure of strategic alignment. Subsequently, two433

human annotators are tasked with evaluating the434

responses, assigning scores based on the perceived435

effectiveness of each response in adhering to the436

outlined strategy. Finally, we measure the Pearson437

correlation between the human score and the dif-438

ference between SRA metrics of the two responses.439

Details of the annotation task are explained in ap-440

pendix C.441

6 Experimental Setup442

6.1 Models and Inference Setup443

In all our experiments, we opted to use the LLaMa444

v2 chat models (Touvron et al., 2023), as they are445

specifically instruction-tuned for chat purposes and446

are among the most widely utilized models in the447

community. Our experiments span across various448

chat variations of this model, including the 7B, 13B,449

and 70B versions. To facilitate more reproducible450

experiments with reduced computational demands,451

we employed 4-bit quantization (Dettmers et al.,452

2023) of the models using the Huggingface and453

bitsandbytes libraries4. All experiments were con-454

ducted on a single A100 GPU equipped with 80GB455

of memory. For all of the experiments we use the456

greedy decoding approach to generate a full re-457

sponse until the model generates <eos> token or458

reaches the limit of 512 generated tokens.459

6.2 Prompt Construction460

For the baseline, we adhered to the standard prompt461

template as proposed by the LLaMa model devel-462

opers (Touvron et al., 2023). This involves incor-463

4https://huggingface.co/docs/bitsandbytes/v0.42.0/en/index

Figure 2: Six experimental prompt templates to measure
SRA with respect to the position of strategy guidelines
inside the prompt.

porating the strategy into the system message of 464

the input prompt, followed by the conversation his- 465

tory up to the last message from the emotional 466

support seeker as shown in figure 9. In contrast, we 467

also design 6 other prompt templates as described 468

in figure 2. These variations include maintaining 469

only 1, 3, or 5 of the most recent messages in the 470

user/assistant message section of the prompt and 471

relocating the remainder of the conversation history 472

to either the beginning or the end of the system mes- 473

sage resulting in c1_hf, c1_hl, c3_hf, c3_hl, c5_hf, 474

c5_hl templates. This alteration aims to test the 475

impact of prompt structure on the model’s adher- 476

ence to the strategy and its overall performance in 477

extended dialogues. To create a follow-up response 478

in the conversation using a particular strategy, we 479

incorporate the situation (from original dataset), 480

strategy, strategy description, and all preceding ut- 481

terances into the prompt template. We then feed 482

the resulting sequence into the model and generate 483

the next utterance. 484

6.3 Data Sampling 485

To ensure our tests are fair and work with our com- 486

pute limits, we’ve planned a way to pick samples 487

for our experiments. For each pair of 7b and 13b 488

models and 7 templates, we create a collection of 489

1,352 examples, carefully choosing from differ- 490

ent conversations, points in the conversation, and 491

strategies to keep things even. We limited it for 492

the 70b model to 462 samples. This gives us 14 493

separate collections, each with 1,352 examples and 494

7 collections of 462 samples. 495
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Figure 3: The average Strategy Relevant Attention of different Llama models’ responses given different prompt
templates for each turn of the conversation.

7 Results496

7.1 Correlation between SRA and Strategy497

Adherence498

As depicted in figure 4, we observe a high Pearson499

correlation of 0.80 and 0.82 between the each of the500

annotators’ scores and the difference in SRA for501

the two responses. The low difference between the502

correlations is also an indicator of the agreement503

between annotators on the task. This result, high-504

lights the effectiveness of our proposed SRA metric505

in comparing the strategy following capability of506

different prompting techniques.507

Figure 4: y-axis shows the normalized score of the
annotators for each annotation task and x-axis shows
the normalized log of difference between responses in
the annotation task.

7.2 Impact of Token Positioning on SRA508

The position of strategy-relevant tokens within the509

prompt significantly influences the LLM’s attention510

to these tokens. By adjusting the prompt structure,511

specifically by minimizing the utterances in the as-512

sistant/user part and positioning the strategy tokens513

towards the end of the system message, we ob- 514

served a consistent increase in SRA across various 515

strategies as shown in figure 8. Figure 5 summa- 516

rizes this finding for different prompt templates 517

across all model sizes. This finding indicates that 518

the c1_hf prompt template, enforces the highest 519

SRA across different model sizes. More generally, 520

less conversation history in the user/assistant sec- 521

tion of the prompt and placing instructions at the 522

end of the system message, results in more atten- 523

tion to strategy tokens by llama models. Again, 524

we emphasize that this finding is specific to these 525

llama models and the important finding here is the 526

use of SRA metric to find the best positioning of 527

the instructions in the prompt. 528

7.3 Strategy Relevant Attention (SRA) and 529

Conversation Depth 530

Our study finds a clear pattern: the longer a con- 531

versation goes on, the less a naive prompt pays 532

attention to important strategy-related words or 533

phrases (SRA). This supports our observation that 534

the standard prompt doesn’t do well at sticking 535

to a strategy in long conversations. The drop in 536

SRA indicates that as the conversation continues, 537

the language model (LLM) starts to lose track of 538

the original strategic goals, leading to a shift away 539

from the planned discussion direction. Figure 3 540

plots the average SRA of each llama model’s re- 541

sponse to all of the proposed prompt templates 542

at each turn of the conversation. We can observe 543

that with certain types of prompts, the SRA metric 544

only slightly decreases, even as the conversation 545

gets longer. This suggests that these prompts are 546

better at handling long conversations without los- 547

ing focus on the strategy, unlike a basic prompting 548

approach. More specifically, the c1_hf prompt tem- 549
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plate enforces the highest and most steady attention550

to strategy tokens through the conversation across551

all model sizes. This indicates that the instruction552

tuned llama models pay more attention to the end553

of system message and the more messages we add554

to the user/assistant part of the prompt, the less the555

model will pay attention to the strategy guidelines.556

Figure 5: Analyzing SRA given different prompt tem-
plates indicates that the position of the strategy guide-
lines inside of the prompt significantly influences the
amount of attention that the model pays to the strategy
tokens. It can be seen that the c1_hf template receives
the most SRA regardless of the model size

7.4 Predictability of the Strategy557

Further, as described in section 5.2 we measure the558

predictability of response strategy in each of the559

21 sampled collections. We randomly split each560

collection to 80/20 portions of training and test561

and train both mentioned models using 4-fold cross562

validation and report the prediction accuracies on563

the test set. We observe that the predictability of564

the responses in one collection is highly correlated565

with SRA of the responses in that collection.566

Figure 6 show the accuracy of the predictors567

trained on each of the 21 sampled data collections568

corresponding to different models and prompting569

templates using bag of word embeddings and sen-570

tence bert embeddings of responses and a logistic571

Figure 6: Comparison of the predictability of the strat-
egy of different prompt responses across different model
sizes. We report accuracy of prediction using two pre-
dictors one operating on lexical features of response and
the other one on semantic features of the response.

regression classifier. Comparing with figure 5 we 572

can conclude the high correlation of the SRA met- 573

ric with predictability of the responses. 574

By qualitatively analyzing the coefficients of the 575

logistic regression model trained on lexical fea- 576

tures, we observe that not only the responses given 577

by the high SRA prompts are predictable (distin- 578

guishable) but also the high coefficient n-grams are 579

completely relevant to the class of the strategy. Ap- 580

pendix E explains this qualitative analysis in more 581

depth. 582

8 Conclusion 583

In this paper, we introduced the Strategy-Relevant 584

Attention (SRA) metric, a novel, model-agnostic 585

approach designed to optimize zero-shot prompt 586

generation for adhering to emotional support strate- 587

gies within conversational AI systems. Our find- 588

ings demonstrate that SRA significantly correlates 589

with the capability of Large Language Models 590

(LLMs) to maintain strategic alignment with emo- 591

tional support strategies. Our study uncovers a 592

key challenge in conversational AI: the reduction 593

in Large Language Models’ (LLMs) adherence to 594

emotional support strategies with increasing con- 595

versation length. We found that naive prompts to 596

LLMs often result in decreased strategic focus in 597

extended dialogues. The Strategy-Relevant Atten- 598

tion (SRA) metric we introduced not only facili- 599

tates the crafting of prompts but also the ongoing 600

monitoring of adherence to strategy throughout the 601

conversation. This ensures that the models main- 602

tain a consistent strategic direction. 603

9 Limitations 604

While our research on the Strategy-Relevant At- 605

tention (SRA) metric demonstrates significant ad- 606

vancements in conversational AI, it is not without 607

limitations. Firstly, the generalizability of SRA 608

across diverse LLM architectures and configura- 609

tions remains to be fully explored. Additionally, 610

the effectiveness of SRA in scenarios beyond emo- 611

tional support conversations, especially in more 612

complex or nuanced interactions, requires further 613

investigation. Also, in this work we only focus on 614

the ability of these models for following strategy. 615

Although this is an important skill in a conversa- 616

tional agent, but there are many other components 617

that are essential for an intelligent emotional sup- 618

port agent such as personalization and planning 619

which will be remained for the future work. 620
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Category Total
# dialogues 1,053
# utterances 31,410

avg. length of dialogues 29.8
# strategies 8

Table 1: Some of the key statistics of the original ES-
Conv dataset

seeker’s" turn at some point between 6th and 24th728

turn of the conversation for 7b and 13b llama mod-729

els and somewhere between 6th and 20th turn for730

70b model. Afterwards, we randomly pick strate-731

gies with probability of 30% and prompt the model732

to get the response. We then postprocess the re-733

sponses by removing the indicators of the strategy734

or any unwanted textual span such as "Here is a735

response:". Table 2 summarizes the statistics of736

this dataset.737

A.2.1 Strategies and their definitions738

In tables 3 and 4 we provide all of the 15 strategies739

that we use to extend the dataset along with some740

examples of how they might be used. Both strategy741

and description will directly be used inside of the742

prompt.743

B Consistency of SRA Across Different744

Strategies745

We also provide an analysis of the SRA metric746

across different strategies using llama-70b-chat747

model and all the 7 prompts. We observe the same748

pattern as the aggregated SRA shown in figure 5 for749

each of the strategies. For this analysis we used the750

same collections described in section 6.3. Figure 8751

depicts the results of this analysis.752

C Annotation Task Details753

Figure 7 shows a sample annotation task. Two of754

the authors of the paper perform the annotation task.755

To compare different prompting methods’ influence756

on the strategy following capability of the model757

we choose three of the proposed prompts c1_hf,758

c3_hf and standard due to showing highest differ-759

ence in SRA metric. To do so, we randomly sample760

45 annotation instances from the extended datasets761

generated by each of these models. We evenly sam-762

ple from different strategies, utterance numbers and763

conversations. Note that we take the responses to764

the same strategy and conversation across different765

prompts to be able to compare them.766

We simply instruct the annotators with the fol- 767

lowing paragraph before starting the annotation: 768

"On the top of each task you will see a strategy 769

along with it’s definition. Afterwards you will be 770

given a conversation between an emotional sup- 771

porter (counselor) and a person who is seeking 772

help. The conversation is cut at a random spot with 773

help seeker uttering the last turn. Then you will 774

see two continuations of the conversation using the 775

proposed strategy. Your task is to choose the con- 776

tinuation that best follows the strategy. You have 8 777

options for scoring +4 meaning the right continua- 778

tion is extremely preferred over the left continua- 779

tion and vice versa. If none of the responses satisfy 780

the requirement or both of them are perfectly fol- 781

lowing the strategy, choose 0 but if one of them is 782

slightly better lean your score towards that answer 783

accordingly. If both answers are following the strat- 784

egy but also incorporating additional information, 785

the one that is shorter is preferred." 786

D Prompt Construction 787

We follow the default llama prompting approach as 788

outlined in the official llama repository on github5 789

and separate the prompt into system message and 790

user/assistant messages. Then we will follow 791

the chat completion template to construct the full 792

prompt. 793

E Predictability of the Responses 794

In this section we also show a qualitative analysis 795

of the lexical predictor trained on the responses of 796

the 13b model using c1_hf prompt template. After 797

training the logistic regression model on training 798

portion of the responses using bag-of-words fea- 799

tures, we report top-5 features with highest coeffi- 800

cient in table 5. According to this analysis, not only 801

the responses are distinguishable, but also highest 802

coefficients are corresponding to relevant phrases 803

that can explain the strategy class. For instance, 804

in the Collaborative Planning class, top coeffi- 805

cients contain phrases such as "work together" and 806

"brainstorm strategies". 807

5https://github.com/facebookresearch/llama
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model name number of conversations number of continuations min/max turn
llama-7b-chat 5,657 25,456 6/24
llama-13b-chat 5,657 25,456 6/20
llama-70b-chat 5,259 23,665 6/20

Table 2: statistics of the extended dialogue dataset

strategy description
Affirmation This involves acknowledging and positively reinforcing an individual’s strengths,

feelings, or actions. Examples: ’You’ve shown incredible resilience in facing
these challenges.’ ’I admire your dedication to improving your situation.’ ’Your
ability to stay hopeful in tough times is truly commendable.’

Clarification This entails asking questions or restating what was said to ensure clear under-
standing of the person’s feelings or situation. Examples: ’Could you explain
a bit more about what you mean by that?’ ’So, what you’re saying is that you
feel overwhelmed by the workload?’ ’I want to make sure I understand; you’re
feeling anxious about the upcoming event, right?’

Collaborative Plan-
ning

This involves working together to develop strategies or plans to address specific
issues or challenges. Examples: ’Let’s brainstorm some strategies that could
help you manage this stress.’ ’We can work together to come up with a plan that
feels comfortable for you.’ ’How about we outline some steps you can take to
approach this problem?’

Emotional Valida-
tion

This strategy involves acknowledging and accepting the person’s emotions as
legitimate and important. Examples: ’It’s completely normal to feel sad in
a situation like this.’ ’Your feelings of frustration in this case are absolutely
understandable.’ ’I hear you, and it makes sense that you would feel anxious
about this.’

Normalize Experi-
ences

This approach helps the person understand that their experiences or feelings
are common and not something to be ashamed of. Examples: ’Many people go
through similar challenges, and it’s okay to feel this way.’ ’Feeling overwhelmed
in such situations is a common reaction.’ ’It’s normal to have ups and downs in
response to life’s stresses.’

Offer Hope This involves providing reassurance that things can improve and that there is
hope for a better future. Examples: ’I’m confident that you’ll find a way through
this challenge.’ ’Things might be tough now, but there is always a possibility for
change and growth.’ ’I believe in your ability to overcome these obstacles.’

Promote Self-Care
Practices

Encouraging the person to engage in activities that promote physical, emotional,
and mental well-being. Examples: ’Have you considered setting aside some time
for relaxation or a hobby you enjoy?’ ’Taking care of your health is important,
maybe try some exercise or meditation.’ ’Remember to take breaks and do things
that make you feel good.’

Provide Different
Perspectives

Offering new viewpoints or ways of thinking about a situation to help broaden
understanding and possibly reduce distress. Examples: ’Have you considered
looking at the situation from this angle?’ ’Sometimes, stepping back and viewing
things differently can be helpful.’ ’What if we think about the potential positive
outcomes of this scenario?’

Table 3: Strategy 1 to 8 along with their descriptions
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strategy description
Avoid Judgment
and Criticism

This strategy focuses on providing support without expressing negative judg-
ments or criticisms of the person’s thoughts, feelings, or actions. Examples:
’It’s understandable that you felt that way in that situation.’ ’Everyone makes
mistakes, and it’s okay to be imperfect.’ ’Your feelings are valid, and it’s okay
to express them.’

Reflective State-
ments

Mirroring back what the person has said to show understanding and empathy.
Examples: ’It sounds like you’re feeling really overwhelmed by your workload.’
’You seem to be saying that this situation has made you feel anxious.’ ’I hear
that you’re finding it hard to cope with these changes.’

Reframe Negative
Thoughts

Helping to shift negative or unhelpful thought patterns into more positive or
realistic ones. Examples: ’Instead of thinking of it as a failure, could we see it
as a learning opportunity?’ ’What if we try to focus on what you can control in
this situation?’ ’Let’s look for the strengths you’ve shown in dealing with this.’

Share Information Providing factual information or resources that might be helpful in understanding
or coping with a situation. Examples: ’I read an article about coping strategies
that might be useful for you.’ ’There are some great books that offer insights
into managing these feelings.’ ’I can share some websites that provide helpful
tips on stress management.’

Stress Management Offering techniques or suggestions to help reduce or manage stress. Examples:
’Have you tried deep breathing or mindfulness exercises to manage stress?’ ’Cre-
ating a regular routine can sometimes help in reducing stress levels.’ ’Exercise
can be a great way to relieve stress and improve mood.’

Suggest Options Presenting various possibilities or alternatives that the person might consider in
their situation. Examples: ’One option might be to talk to someone you trust
about what you’re going through.’ ’Have you thought about joining a support
group for this issue?’ ’Maybe trying a new approach to this problem could yield
different results.’

Chit Chat Engaging in light, casual conversation to build rapport and provide a sense of
normalcy and comfort. Examples: ’How’s your day going so far?’ ’Did you see
that funny movie that came out recently?’ ’I love this weather we’re having. Do
you enjoy outdoor activities?’

Table 4: Strategy 9 to 15 along with their descriptions
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Strategy Top 5 N-grams
Affirmation truly commendable, takes lot, shown incredi-

ble, strength resilience, resilience facing
Avoid Judgment and Criticism important remember, okay feel, remember

everyone, completely understandable, under-
standable feeling

Chit Chat day going, oh gosh, outdoor activities, oh
goodness, hey day

Clarification tell mean, clarify saying, tell bit, clarify feel-
ing, feeling overwhelmed

Collaborative Planning work together, together come, let work, come
plan, brainstorm strategies

Emotional Validation completely understandable, valid important,
normal feel, completely normal, absolutely
valid

Normalize Experiences many people, okay feel, completely normal,
important remember, normal feel

Offer Hope better future, hope better, want know, believe
ability, find way

Promote Self-Care Practices aside time, setting aside time, considered set-
ting, hobby enjoy, time relaxation

Provide Different Perspectives instead focusing, different perspective, consid-
ered looking, situation different, additionally
might

Reflective Statements sounds like, like feeling, understandable feel-
ing, feeling really, tell feeling

Reframe Negative Thoughts instead focusing, try reframe, let try, reframe
opportunity, let focus

Share Information resources available, additionally many, online
resources, many resources, might helpful

Stress Management deep breathing, manage stress, regular routine,
techniques help, stress levels

Suggest Options option could, one option, additionally might,
another option, option might

Table 5: Top 5 3-gram and 2-gram features for strategy classification in lexical predictor
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Figure 7: A sample annotation task

Figure 8: Per strategy SRA for different prompt template responses for the llama-70b-chat model

Figure 9: The formation of the standard prompting base-
line.
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