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Abstract

Concepts represent generalized abstractions that enable humans to categorize and
reason efficiently, yet it is unclear to what extent Large Language Models (LLMs)
comprehend these semantic relationships. Existing benchmarks typically focus on
factual recall and isolated tasks, failing to evaluate the ability of LLMs to understand
conceptual boundaries. To address this gap, we introduce CK-Arena, a multi-agent
interaction game built upon the Undercover game, designed to evaluate the capacity
of LLM:s to reason with concepts in interactive settings. CK-Arena challenges mod-
els to describe, differentiate, and infer conceptual boundaries based on partial in-
formation, encouraging models to explore commonalities and distinctions between
closely related concepts. By simulating real-world interaction, CK-Arena provides
a scalable and realistic benchmark for assessing conceptual reasoning in dynamic
environments. Experimental results show that LLMs’ understanding of conceptual
knowledge varies significantly across different categories and is not strictly aligned
with parameter size or general model capabilities. The code is available at this
URL: https://anonymous.4open.science/r/CK-Arena/readme.md.

1 Introduction

As Large Language Models (LLMs) become integral to complex reasoning tasks, the demand is shift-
ing from mere sequence prediction to a deeper grasp of conceptual structures and their related charac-
teristics in the real world [1 2,13, 4]. A concept represents a generalized abstraction that encapsulates
shared properties of entities, enabling humans to categorize and reason efficiently [5, 16,7, |8, 19} [10].
For example, the concept Primates groups animals like monkeys and apes based on shared charac-
teristics such as opposable thumbs, forward-facing eyes, and high cognitive abilities. While human
cognition naturally leverages such conceptual structures for reasoning and adaptation, it remains
unclear to what extent LLMs capture and utilize these abstractions. Current evaluations primarily
focus on surface-level predictions, offering limited insight into whether LLMs truly understand
concepts as structured semantic entities.

Traditional benchmarks for LLMs evaluation have contributed to improvements in model performance
(14 (124 [13L114]], but they exhibit significant limitations. These benchmarks primarily assess token-
level accuracy and factual recall through static question-answer formats, often breaking down
knowledge into isolated questions. This fragmented evaluation approach captures surface-level
information retrieval but fails to probe the inherent connections and boundaries between concepts.
For example, a model may correctly identify that monkeys and apes belong to Primates, yet this
does not indicate any understanding of the structural relationships or distinctive features that separate
these groups within the broader taxonomy. Furthermore, as LLMs evolve towards more autonomous
and interactive roles, traditional methods such as multiple-choice and true/false questions struggle
to reflect their capabilities in complex and dynamic environments. The reliance on fixed datasets
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Figure 1: Conceptual knowledge arena (CK-Arena). A benchmark designed to evaluate the ability
of Large Language Models (LLMs) to understand and reason with conceptual knowledge boundaries.
Built upon the interactive game Undercover, CK-Arena challenges LLMs to take on roles as players
and judges, navigating concept pairs that share both commonalities and unique distinctions. Through
multi-agent interaction, LLMs generate descriptive statements, reason about semantic similarities
and differences, and make strategic decisions based on partial information. Judges evaluate these
interactions based on metrics such as novelty, relevance, and reasonableness, providing insights into
the LLMs’ conceptual reasoning capabilities in realistic, dynamic environments.
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also limits scalability, as creating, maintaining, and updating these benchmarks is time-consuming
and labor-intensive. This rigidity makes it difficult to adapt benchmarks to new concepts or evaluate
models in evolving real-world scenarios.

In this context, recent work has explored concept-based processing in areas such as conceptual design
generation [15]], concept editing [9]], and abstract concept understanding [16. [17]. However, despite
these advances, there is still a lack of systematic benchmarks to evaluate conceptual processing
capabilities. A well-designed benchmark is crucial to provide a standardized approach for evaluating
LLMs in concept-based tasks, allowing effective measurement, comparison, and improvement of
these models in concept comprehension and knowledge application. Simultaneously, interactive
game-based environments have gained traction as novel evaluation paradigms to overcome the static
nature of traditional benchmarks [18],[19] 20]. Unlike static question-answer formats, game-based
evaluations create richer contexts for multi-step reasoning and decision-making. However, most game
simulations primarily assess strategic reasoning, offering limited insight into the internal knowledge
of models and their ability to convey structured concepts in dynamic multi-agent interactions.

To address the limitations of traditional benchmarks in evaluating conceptual understanding, we
propose Conceptual Knowledge Arena (CK-Arena), a multi-agent interaction game benchmark
inspired by Undercover [21]]. Figure 1 illustrates the key aspects involved in this work. Unlike
conventional methods that focus on isolated tasks, CK-Arena is designed to assess conceptual
reasoning in interactive, multi-agent scenarios. In CK-Arena, participants (LLM-based agents) are
assigned one of two similar concepts, representing different identities—civilian or undercover agent.
Without knowing others’ identities, agents engage in rounds of dialogue to describe their concepts,
analyze others’ statements, and attempt to identify undercover agents by discerning commonalities
and distinctions. CK-Arena introduces structured evaluation mechanisms, including statement-level
metrics for novelty, relevance, and reasonableness, as well as player-level metrics such as win rate and
survival rate. To accommodate models with varying reasoning capabilities, CK-Arena also includes a
game variant called Undercover-Audience, where players focus on shared attributes, and audience
agents vote based on perceived inconsistencies. This design allows for scalable, flexible evaluation of
conceptual reasoning in interactive settings, reflecting LLMs’ ability to navigate semantic boundaries
and engage in strategic communication.
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Overall, our contributions are as follows: 1) A Game-based Conceptual Reasoning Benchmark:
We introduce CK-Arena, a benchmark built upon the Undercover game that effectively gauges LLMs’
grasp of conceptual knowledge boundaries. This benchmark is designed to be easily expandable,
closely mimics real-world interactive scenarios, and simultaneously evaluates reasoning and decision-
making capabilities. 2) Comprehensive Game Variants and Metrics: We develop multiple versions
of the Undercover game, tailored to assess not only comprehensive reasoning but also the pure
understanding of conceptual boundaries, independent of decision-making strategies. Additionally, we
design robust evaluation metrics and an LLM-based automated process to support these assessments.
3) Baseline Evaluation of LLMs: Using CK-Arena, we evaluate six popular LLMs as baselines
for the assessment of conceptual knowledge reasoning. The results show that LLMs have their
own strengths and weaknesses in different categories, and there are differences between traditional
knowledge quantity assessment results and conceptual knowledge assessment results.

2 Related Work

Benchmarks for Conceptual Knowledge Reasoning. Commonsense reasoning benchmarks play
an important role in assessing the capabilities of Large Language Models (LLMs). Widely used
benchmarks such as Story Cloze Test [14], Choice of Plausible Alternatives (COPA) [22], and
HellaSwag [[12] largely rely on static formats like multiple-choice questions or binary judgments.
While effective for evaluating factual recall and surface-level understanding, these static formats do
not fully reflect real-world interactive scenarios. More recent benchmarks, including MMLU [[11]],
CMMLU [23]], BIG-Bench [24], and HELM [13]], have introduced tasks such as logical reasoning,
cloze tests, and multi-turn Q&A to expand the scope of evaluation. Although these efforts represent
progress toward more interactive assessments, they still focus predominantly on factual recall and
task-specific reasoning, offering limited insight into how well LLMs understand and manipulate
conceptual knowledge boundaries in evolving contexts. In contrast, CK-Arena is designed to explicitly
evaluate conceptual reasoning by immersing LLMs in interactive, multi-agent gameplay that requires
real-time understanding of semantic boundaries.

Game-based Evaluation. Games provide a unique platform for evaluating Al capabilities, offer-
ing interactive and dynamic environments that differ from traditional benchmarks built on static
datasets. They have been used to measure various skills, including environmental perception and
planning in exploratory games [25} [20], strategic decision-making in competitive games [26} 27]],
team collaboration in cooperative games [28], 29]], and social interaction and language comprehension
in communication games [30} 31, |32]]. Compared to static evaluations, game-based benchmarks
offer more realistic interaction scenarios that better mimic real-world decision-making. However,
existing game-based evaluations mainly focus on reasoning and decision-making without specifically
addressing the acquisition and application of conceptual knowledge. CK-Arena fills this gap by
integrating concept-based reasoning within multi-agent interactions, allowing LLMs to explore and
articulate conceptual relationships dynamically, mirroring real-world cognitive processing.

3 Conceptual Knowledge Arena (CK-Arena)

Evaluating the understanding of conceptual knowledge boundaries in large language models (LLMs)
is important for assessing their ability to reason with abstract semantic structures. An effective
evaluation would consider three key aspects: (1) measuring how well LLMs can distinguish and relate
different concepts, reflecting their understanding of semantic boundaries; (2) simulating interactive
and dynamic environments that mirror real-world scenarios where concepts are applied flexibly;
and (3) covering a diverse range of concepts across multiple domains to enable a comprehensive
assessment. To address these needs, we introduce CK-Arena, a benchmark designed to evaluate
LLMs’ conceptual reasoning through interactive, multi-agent gameplay. CK-Arena provides a setting
where models engage in concept-based interactions, encouraging a deeper examination of their ability
to reason about similarities, differences, and boundaries between concepts in evolving scenarios.

3.1 The Undercover Game for Evaluation

Game Rule. CK-Arena is built on the multi-agent language game Undercover [21]], which is
originally designed to test the players’ reasoning and strategic communication abilities. In the game,
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players are assigned either as “civilians" who are the majority of the players and know a common
word, or as “undercover" who are given a different but related word. Note that each player is informed
of their assigned concept word but remains unaware of their team identity or the concepts held by
others. Through rounds of description, players must identify who the undercover agents are while
undercover agents try to remain undetected by providing descriptions vague enough to seem plausible
without revealing their ignorance of the civilians’ word. After each round, players participate in a
voting process to eliminate the individual they suspect to be an undercover agent. The game concludes
under one of two conditions: (1) if all undercover agents are eliminated, the civilians win; (2) if the
number of civilians and undercover agents is equal, the undercover agents win.

Game Variants: Undercover-Audience. During the testing phase of the Undercover game in
CK-Arena, we observed that certain LLMs with smaller parameter sizes or older architectures
struggled with the reasoning and decision-making requirements necessary for effective participation.
To accommodate these models, we introduced a variant game mode, called Undercover-Audience,
designed to simplify the game’s cognitive demands while still evaluating conceptual understanding.
In the Undercover-Audience, all players are directly informed of both concepts as well as their own
identities (civilian or undercover agent). Rather than attempting to obscure their concept, players
focus on describing the common features shared between the two concepts. This adjustment reduces
the need for strategic reasoning, making the game accessible to models with more limited reasoning
capabilities. To replace the traditional voting mechanism, we introduce an audience character. This
audience agent is unaware of the two concepts and the identities of the players. After each round
of descriptions, the audience agent selects the player whose statements appear most inconsistent
or unsociable with the shared features. This modified setup still allows for effective evaluation of
conceptual grasp, as successful players must articulate the overlapping characteristics convincingly
while avoiding detection.

Why CK-Arena Works. To illustrate the effectiveness of the Undercover game used in CK-Arena,
consider a concrete example: suppose the concepts football and basketball are assigned to the players,
with basketball designated as the undercover concept. During the speaking phase, the undercover
player must analyze the descriptions provided by others about foorball, identify shared attributes,
and strategically describe basketball in a way that overlaps with common features, such as “This is
a ball-shaped sports equipment” or “This sport is played by two teams.” This requires more than
surface-level token predictions—it involves understanding conceptual commonalities and distinctions.
If the player merely relies on token-based generation without grasping these relationships, they are
more likely to expose their undercover role, leading to elimination. Thus, performance in CK-Arena
reflects the model’s understanding of conceptual knowledge boundaries. Therefore, CK-Arena,
with its high demands for conceptual knowledge understanding, active exploration through agent
interactions, and extensive knowledge coverage enabled by its scalability, meets the requirements
mentioned and can serve as a benchmark for evaluating the understanding of conceptual knowledge.

3.2 Overall Construction and Workflow

Pipeline. CK-Arena involves multiple LLMs as judges and LLM-based players for evaluation, with
adjustable group sizes based on the experimental setup. In our experiments, the configuration includes
2 LLM judges and 6 LLM players, consisting of 4 civilians and 2 undercover agents. The game
begins with an initialization phase, where players are randomly assigned their roles. Civilians receive
a primary concept, while undercover agents are given a similar but distinct concept. During gameplay,
each player takes turns making statements that describe their assigned concept while also attempting
to identify potential undercover agents or civilians. After each statement, the LLM judges evaluate the
description across three criteria: novelty, relevance, and reasonableness. If a player’s statement score
falls below a predefined threshold, that player is automatically eliminated. This process continues
for a predetermined number of rounds, after which an audience vote determines one additional
player for elimination. The game progresses until one of three conditions is met: (1) all undercover
agents are eliminated, resulting in a civilian victory; (2) the number of undercover agents matches
the number of civilians, resulting in an undercover victory; or (3) the maximum number of rounds
is reached. To maintain fairness and mitigate biases that may arise from LL.M-based evaluations,
multiple LLM judges with different strong base models are employed. The system records the mean
and variance of their ratings for each statement. If the variance exceeds a predefined threshold, human
reviewers consult a knowledge base to verify the judgment and adjust the final score if necessary.



172
173

174
175
176
177
178
179
180
181

182
183
184
185
186
187
188
189
190
191
192
193

194
195
196
197
198
199

201
202
203
204
205

206

207
208

210
211
212
213
214
215
216
217
218
219
220
221

222
223

This mechanism ensures more reliable and unbiased evaluation, enhancing the robustness of the
assessment process. Implementation details are provided in Section 4]

Data Preparation The selection of concept pairs is crucial to the effectiveness of the Undercover
game in CK-Arena. We manually constructed a dataset of semantically related concept pairs spanning
a wide range of categories. The dataset underwent pilot screening to ensure two main properties: (1)
Semantic proximity: concepts are sufficiently similar to create challenging gameplay yet distinct
enough for meaningful differentiation; (2) Descriptive clarity: concepts are expressive enough to
enable smooth interactions during the game. The final dataset consists of 529 English concept pairs,
which include different parts of speech and semantic category emphases. For details, see the appendix.
You can check the word statistics in the appendix [E] or view the source files in our project.

Prompt Design. To ensure effective communication and role-specific behavior, we designed tailored
prompts for each type of LLM-based agent in CK-Arena, including players, judges, and audience
members. (1) Player: the prompts include a comprehensive system prompt that provides game
rules, input-output format guidelines, specific task instructions, basic strategic guidance, and example
descriptions. In addition, each player receives a contextualized user prompt containing information
about their assigned concept, historical statements, and analytical insights from previous rounds.
(2) Judge: The prompts are built on a specialized evaluation framework that aligns with the assess-
ment criteria outlined in Section @ Each evaluation dimension—such as novelty, relevance, and
reasonableness—is clearly defined with scoring guidelines and examples, ensuring consistent and
transparent evaluations across game rounds. (3) Audience: The prompts are designed to summarize
game history and player statements, enabling them to make informed elimination decisions based on
accumulated evidence and analysis from each round.

Result Collection and Analysis. To ensure robust evaluation, CK-Arena integrates comprehensive
data collection mechanisms throughout each gameplay session. Every game instance generates a
structured JSON record that captures key information, including game metadata (game ID, timestamp,
and selected concepts), player details (player IDs, LLM models, role assignments, and concept
assignments), and judge information (judge IDs and model specifications). The system also logs the
complete history of player statements with evaluation metrics for novelty, relevance, and reasonable-
ness, along with records of vote decisions and elimination outcomes. Additionally, game summary
statistics are collected to provide insights into overall performance and decision-making patterns.
Game data is systematically organized by rounds, enabling multi-dimensional analysis of interactions
and decision-making. We provide automated processing scripts that aggregate results across multiple
game instances, producing statistical summaries and visualizations that highlight key indicators such
as decision quality, elimination accuracy, and statement metrics.

3.3 [Evaluation Metrics

Player-Level Metrics. To evaluate player agents in CK-Arena, we analyze both objective outcomes
across multiple game instances and the statistical properties of their statements during gameplay.
Three primary metrics are used to capture different aspects of player performance:

(1) Win Rate (WR): This metric reflects the proportion of games won by the player, serving as a
straightforward indicator of their effectiveness in fulfilling their assigned role. A higher win rate
suggests stronger conceptual understanding and strategic decision-making during the game, whether
as a civilian or undercover agent. (2) Survival Rate (SR): It measures the number of rounds a player
remains active before elimination. This metric evaluates a player’s ability to navigate social dynamics
and avoid suspicion, highlighting their skill in either blending in as an undercover agent or effectively
communicating concept understanding as a civilian. (3) Overall Statement Performance: This metric
aggregates the novelty, relevance, and reasonableness scores of a player’s statements across all rounds.
It provides a holistic view of the player’s ability to generate creative, targeted, and logically consistent
descriptions. High performance in this metric indicates a well-rounded capability to articulate concept
features while maintaining strategic ambiguity or clarity as required. The formal definitions and
scoring methods for these evaluation metrics are presented in Table[T]

Statement-Level Metrics. To assess the quality and effectiveness of individual statements during
gameplay, CK-Arena employs three primary evaluation metrics, each quantified on a 0 — 1.0 scale:
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Table 1: Evaluation metrics for CK-Arena. Detailed breakdown of the metrics used to assess LLM
performance in interactive gameplay.

Metric Formula Symbol Definitions

Win Rate (WR) WR = %“" G\,: Number of games won by the player
G: Total number of games played by the player

Survival Rate (SR) SR = %-: R,: Number of rounds the player survived
R;: Total number of rounds in all games

Novelty Nov(s;) € [0,1]  s;: Current statement
Nov(s;): Degree of new information in statement s; compared to previous statements

Reasonableness Rea(s;,c) € [0,1] s;: Current statement c: Target concept
Rea(s;, ¢): Logical coherence between statement s; and concept ¢’s properties

Relevance Rel(s;,c) € [0,1]  s;: Current statement c: Target concept
Rel(s;, ¢): Degree to which statement s; specifically points to concept ¢

(1) Novelty: It measures the extent to which a statement introduces new information compared
to previous descriptions in the game. High novelty scores indicate that the statement presents
fresh insights or unique perspectives, while low scores suggest repetition or rephrasing of earlier
descriptions. The purpose of this metric is to discourage simple repackaging of information and
promote creative exploration of concept characteristics. Statements falling below the novelty threshold
result in automatic elimination to maintain engagement and meaningful discourse. (2) Reasonableness:
This metric assesses the logical coherence between the statement and the inherent properties of the
assigned concept. High scores indicate that the statement logically matches the concept’s attributes,
while low scores suggest inconsistent or arbitrary descriptions. Ensuring reasonableness prevents
players from making misleading or nonsensical claims during gameplay. Statements that fall below
the reasonableness threshold trigger immediate elimination to preserve the integrity of the game. (3)
Relevance: it evaluates how closely a statement aligns with the target concept. High relevance scores
reflect descriptions that are specific and closely tied to the concept, making it easier for civilians to
identify undercover agents. Conversely, low relevance indicates vague or overly broad descriptions
that could apply to multiple concepts. This metric captures the strategic tension in the game—while
civilians benefit from clear and targeted descriptions, undercover agents may intentionally opt for
broader statements to avoid detection. Although relevance does not directly measure quality, it serves
as a valuable scoring criterion for deeper analysis. All three metrics are generated by the Judge
agent and reviewed for consistency and accuracy by human evaluators, ensuring fair and meaningful
assessment throughout the game.

4 Experiments

In this section, we present a comprehensive evaluation of various language models within the CK-
Arena framework. The experiments are designed to address several key research questions: (1) How
do different large language models perform in understanding conceptual knowledge and executing
strategic reasoning in interactive gameplay? (2) Is there a correlation between model size and the
ability to grasp conceptual boundaries effectively? The experimental data consists of 261 game
instances spanning eleven concept categories: food, landforms, animals, artifacts, tools, people/social,
plants, sports, stationery, electronics, and sundries. A total of 3462 conceptual feature descriptions
were generated during gameplay. Detailed data statistics can be found in the appendix [E] Finally, the
results reveal interesting patterns in model capabilities and challenge some common assumptions
about model scaling.

4.1 Results of Different Models

Experimental Setting. We use the standard mode of CK-Arena to evaluate six widely adopted large
language models, including Claude-3-5-Haiku-20241022 33|, GPT-40-2024-11-20 [34]], Gemini-2.0-
Pro-Exp (353, DeepSeek-V3 [36l, LLaMA-3.3-70B [37]], and Qwen2.5-72B [38]]. To ensure consistent
and fair evaluation, we selected GPT-4.1-2025-04-14 |39|] and Claude-3-7-Sonnet-20250219 [40] as
the LLM-based judges to score all statements across three key dimensions: novelty, relevance, and
reasonableness. Following data collection, a human review panel examined statements with a score
variance of 0.04or higher between the two LLM-based judges. A total of 163 statements met this
criterion and were re-evaluated by human reviewers. For clarity and differentiation, human-assigned
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Table 2: Performance comparison of large language models in CK-Arena. Analysis across
Civilian and Undercover roles with multiple performance metrics. All values are normalized be-
tween O and 1. Higher values indicate stronger performance in WR, SR, Novelty, and Reasonableness.
Relevance serves distinct strategic purposes—high relevance aids in concept revelation or verification,
while low relevance is advantageous for concealment or misdirection.

Performance Metrics

LLM Role
WR 1 SR 1 Novelty T Reasonableness 1 Relevance
DecnSeek V3 Civilian 0.6893 0.6699 0.8285 0.9519 0.7515
p Undercover 0.3902 0.2927 0.8154 0.9449 0.7128
Qwen2.5-72B Civilian 0.6796 0.7184 0.6664 0.9652 0.5988
wenz.>- Undercover 0.3659 0.2927 0.7118 0.9774 0.6398
Civilian 0.6824 0.6588 0.6701 0.9717 0.6521
GPT-40-2024-11-20 Undercover 0.3448 0.2414 0.7405 0.9691 0.6206
Gemini.2.0-proex Civilian 0.6733 0.6832 0.8248 0.9681 0.7055
emini-Z.L-pro-exp Undercover 0.3488 0.3256 0.8333 0.9690 0.6575
. Civilian 0.6556 0.6333 0.8149 0.9716 0.6959
LLaMA-3.3-70B-instruct Undercover 0.3148 0.1481 0.8333 0.9775 0.6539
) Civilian 0.6237 0.6344 0.7588 0.9542 0.7102
Claude-3-5-haiku-20241022 Undercover 0.2549 0.1765 0.8011 0.9274 0.6926

scores were recorded with four decimal places (e.g., 0.X001), distinguishing them from the original

one-decimal-place LLM scores.

Qualitative Analysis. The performance of each model
across different conceptual categories is summarized in Ta-
ble 2] The results reflect the outcomes of multiple rounds
of gameplay in CK-Arena, providing insights into the
conceptual reasoning capabilities of each LLM. From the
statistical results, the overall win rate (WR) for the civilian
role is consistently higher than that for the undercover
role. This suggests that playing as an undercover agent de-
mands greater strategic thinking and effective concealment
skills. Unlike civilians, undercover agents must deduce
the other concept and identify shared attributes between
two concepts without revealing their own identity. All
LLMs performed well at reasonableness. This is partly
attributed to the threshold elimination mechanism applied
during the evaluation, which filters out low-scoring state-
ments before final analysis. High reasonableness scores
also indicate that current LLMs are capable of understand-
ing tasks and generating structured language descriptions
based on basic knowledge. However, differences in win
rate and survival rate across models suggest that excelling
in CK-Arena is influenced less by raw knowledge or task-
tracking ability and more by the model’s understanding
of concepts and the grasp of relationships between them.
Moreover, DeepSeek-V3 achieved the highest performance
across multiple indicators, demonstrating stronger concep-
tual reasoning and strategic adaptation.

® Gemini-2.0-Pro-Exp
GPT-40-2024-11:20

Figure 2: The t-SNE visualization of
all embedded statements in the Tools
category for GPT-40 and Gemini-2.0-
pro-exp. It shows that the distribution of
Gemini-2.0-pro-exp’s statements is more
widespread, while GPT-40’s distribution
is more concentrated. This indicates that
Gemini-2.0-pro-exp captures a broader
range of conceptual knowledge, which
indirectly reflects a deeper understand-
ing of concepts.

We embedded the statements and compared them through dimensionality reduction and visualization.
Assuming the same number of descriptions for the same concept, speakers with a shallow understand-
ing and limited knowledge will inevitably have higher repetition in their descriptions, which will
appear as clustered points in the t-SNE plot. In contrast, speakers with a rich knowledge base will
exhibit more dispersed and evenly distributed points in the plot. Figure[2]shows the results for one

category, and more categories can be found in Appendix [E]

Figure [3]illustrates the win rate performance of various LLMs across different conceptual categories.
The results highlight clear strengths and weaknesses for each model. For example, DeepSeek-V3
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Figure 3: The win rate performance of six LLLMs across 11 categories. A comparative analysis
reveals that each model exhibits distinct strengths and weaknesses across different concept categories.
These variations are likely influenced by differences in training data, architectural design, and
optimization strategies specific to each model. The analysis reveals models’ focus areas, knowledge
gaps, and insights for improving conceptual reasoning.

achieves the highest win rate in the animal category, reaching 80%, indicating strong domain-specific
understanding. Similarly, GPT-40-2024-11-20 excels in the landmark category with a win rate of 80%,
reflecting its grasp of geographical concepts. In contrast, Claude-3-5-Haiku-20241022 demonstrates
a notably low win rate of just 14.3% in the social category, suggesting limitations in handling social
context. These performance differences are likely influenced by the models’ training datasets and
optimization strategies, highlighting domain-specific expertise and gaps in conceptual reasoning.

Figure [ presents the relevance scores of

different LLMs across various conceptual i 0 | 0 667

categories. The analysis shows that both  anina1s [EECRNIE . ows oo 0.80
the highest-scoring DeepSeek-V3 and the

0. 626 0. 642 0. 644 0. 654 0.574
lowest-scoring Qwen2.5-72B consistently o562 o628 o
rank high in win rate, suggesting that rele- s . oo

vance does not directly correlate with win
rate. This indicates that achieving high

Landforms 703 0. 647

. . Sundries 0 . 0. 664 0. 656 0. 632
relevance alone is not sufficient for suc-
cess in CK-Arena. The strategic decision- " %% . 060
making likely plays an important role. In soorts [N 00T I °°
addition, comparisons across several cat- : e 05 R o
egories do not reveal any significant im- 9 T°°'smm 2670 m 0.8
balance, demonstrating that the manually é O° %/«@’ A®
selected concepts maintain a high degree ¢ E K ¢ & 0@-"
of consistency in terms of “describability”. © ¢ & g &

3 @ LLMs

4.2 Results Figure 4: Relevance scores of different LLMs across
of Models with Different Sizes various categories. In this heatmap, the darker the

color, the higher the score, intuitively reflecting the
Experimental Setting. It is generally as- association between the descriptions and concepts of
sumed that larger models within the same each LLM in different categories.
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series possess greater capabilities than their smaller counterparts. To test this, we conduct experiments
using the Qwen2.5 series, specifically comparing the performance of Qwen2.5-72B, Qwen2.5-32B,
and Qwen2.5-7B. For these experiments, each model participates as two distinct players in CK-Arena.
Given the limitations of Qwen2.5-7B in instruction following and decision-making, it is evaluated
under the spectator mode described earlier. The referees are implemented using GPT-4.1-2025-04-
14 and Claude-3-7-Sonnet-20250219, while the spectator role is handled by GPT-4.1-2025-04-14.
The experimental findings are interesting—Qwen2.5-32B consistently outperforms Qwen2.5-72B in
both win rate and survival rate, which are comprehensive indicators of gameplay effectiveness. To
investigate whether this result is merely due to chance, we conduct one-on-one experiments. In these
settings, we design two configurations: (1) four Qwen2.5-32B models playing as civilians against two
QOwen2.5-72B models playing as undercover agents, and (2) four Qwen2.5-72B models as civilians
against two Qwen2.5-32B models as undercover agents. In both scenarios, Qwen2.5-32B consistently
achieves a higher win rate, suggesting that its superior performance is not coincidental but indicative
of better adaptability and strategic reasoning in CK-Arena.

Table 3: Performance comparison of Qwen2.5 models with different parameter sizes (14B,
32B, 72B) in CK-Arena. While the 72B model achieves the highest Reasonableness, suggesting
strong language quality, the 32B model demonstrates better performance in capturing conceptual
commonalities, as reflected in its superior Win Rate (WR) and Survival Rate (SR).

Performance Metrics

LLM Role
WR 1 SR 1 Novelty 1 Reasonableness 1 Relevance

Qwen2.5-14B Civilian 0.3636 0.4935 0.6916 0.9539 0.5707
i Undercover 0.5385 0.4872 0.6512 0.9593 0.5512
Qwen2.5-32B Civilian 0.4368 0.5402 0.7175 0.9495 0.5423
e Undercover 0.7241 0.5862 0.7242 0.9468 0.5145
Qwen2.5-72B Civilian 0.3824 0.5735 0.7205 0.9776 0.6577
ens.o- Undercover 0.5833 0.4792 0.7108 0.9774 0.5893

Qualitative Analysis. The results in Table [3] Table 4: One-on-one performance comparison
and Table 4] show that model size does not al- between Qwen2.5-72B and Qwen2.5-32B in CK-
ways correlate with better performance in CK- Arena. The 32B model consistently achieves
Arena. Larger models, despite more training higher win rates than the 72B model in both civil-

data, sometimes exhibit illusions and misun- jan and undercover roles, suggesting that its advan-
derstandings of concept relationships, affecting tage is not due to random variation.

their strategic reasoning. Specifically, Qwen2.5-
32B outperforms Qwen2.5-72B as an under-
cover agent, suggesting that effective concep-

LLM Role WR 1 SR 1

tual understanding is not solely dependent on  Qwen2.5-72B Sz’égf;ver 8'22% 8'33%
parameter size. These findings highlight the im-

. . Civilian 0.5517 0.6379
portance of model design and data alignment Qwen2.5-32B Undereover 0.5000 0.3500

over raw scale for conceptual reasoning.

5 Conclusion

We introduce CK-Arena, a benchmark designed to evaluate the ability of Large Language Models
(LLMs) to understand conceptual knowledge boundaries through interactive, multi-agent gameplay.
Built upon the Undercover game, CK-Arena provides a scalable and dynamic environment where
models reason about semantic similarities and distinctions—an aspect of human-like understanding
that traditional static benchmarks often overlook. Our experimental results indicate that LLMs show
varying degrees of conceptual understanding across different categories, and this understanding does
not consistently align with model size or overall capabilities. This observation suggests that larger
parameter counts do not necessarily lead to better conceptual reasoning, highlighting the need for
targeted evaluation of semantic comprehension. CK-Arena serves as a step toward bridging this gap,
encouraging further exploration into conceptual reasoning as an essential capability for advancing
LLMs toward more robust and human-like understanding.
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A Future Works

In the future, we plan to extend CK-Arena in several key directions: (1) Expanding the Concept
Pair Dataset: We aim to increase the diversity of concept pairs by introducing more categories and
refining the quality of selections, thereby building a more comprehensive knowledge network for
evaluation. (2) Multilingual Extension: Adapting CK-Arena to support multiple languages holds
significant potential. Different languages are deeply tied to unique cultural knowledge and conceptual
representations, which can reveal cross-linguistic differences in conceptual understanding. (3)
Diversifying Agent Forms: Beyond standard LLM-based agents, we intend to incorporate specialized
language models trained in specific knowledge domains to serve as judges, and even explore scenarios
where LLM-based agents interact and compete alongside human participants.

Furthermore, the rich set of statements generated during CK-Arena gameplay represents a valuable
resource. These concept-driven descriptions can form a semantic norm, potentially serving as raw
data for training concept-aware models, such as Large Concept Models (LCMs). Although the current
dataset is functional, we aim to further enhance the automation process and evaluation system to
transform this data into a high-quality, structured dataset. This would enable more effective training
and evaluation of models designed for conceptual reasoning and knowledge-based tasks.

B Limitations

Despite its contributions, the CK-Arena benchmark has several limitations that are worth considering.
First, CK-Arena is currently effective primarily for evaluating noun-based concepts, as nouns typically
provide richer descriptive attributes for interactive reasoning. Extending the framework to assess
verbs or abstract concepts remains an open challenge. Second, in the automated process of CK-Arena,
the LLM (Large Language Model) serving as the judge needs to be a powerful and knowledgeable
model (for example, in our experiments, we used the latest GPT-4.1 and Claude-3.7). During the
process where the LLM acts as an agent, there can also be issues of hallucination. We need to set
certain processing measures and manual screening to ensure the reliability of the final results. Third,
all evaluations are conducted exclusively in English, which may introduce language-specific biases
and limit cross-linguistic understanding of conceptual reasoning. Finally, the multi-agent interaction
design of CK-Arena demands significant computational resources, which may restrict accessibility
for researchers with limited computing power. Addressing these challenges is essential for enhancing
the scalability and inclusiveness of the benchmark.

C Ethical Statement

This research was conducted following established ethical guidelines for Al research. Our bench-
mark CK-Arena evaluates Al systems’ conceptual knowledge without collecting or processing any
personally identifiable information. All concept pairs used in our experiments were carefully curated
to ensure they do not contain harmful, offensive, or culturally insensitive content. The experiments
involving multiple large language models were designed to analyze their capabilities in understanding
conceptual boundaries without any deception or manipulation techniques. We have made our prompts,
methodologies, and evaluation criteria transparent to ensure reproducibility and to facilitate critical
assessment by the research community.

D Prompts

This section presents the detailed prompts used for different agent roles in CK-Arena. We provide the
complete prompts to ensure reproducibility and transparency of our experimental setup.
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You are an AI player participating in the "Undercover" game. You need
<> to analyze the situation based on the information received,

— determine your identity, and devise appropriate speaking strategies
< and content.

# Game Rules

Each player receives a word. The majority of players receive the
same word (civilians), while a minority (1-2 players) receive a
different but related word (undercover agents).

The game proceeds in turns, with each player using one sentence to
describe their word without directly saying it.

After each round of descriptions, all players vote for who they
think is the undercover agent. The player with the most votes is
eliminated.

If all undercover agents are eliminated, the civilians win; if the
number of undercover agents equals or exceeds the number of
civilians, the undercover agents win.

U R R R

~+

# Speaking Requirements

Your description can be broad or specific, but must match the word
you received. You cannot give descriptions that do not match your

1. Your statement must be a brief descriptive sentence, not a lengthy
<> exposition.

2. You cannot repeat statements made by other players in previous

<> rounds.

3.

word.

4. Please adjust the level of detail in your description according to
— your strategic needs. Below are examples of different levels of
~» detail.

# Description Examples

(Assuming the word to describe is "soccer ball")

"A spherical object" - Detail level 0.2 (too broad, many objects are
> spherical)

"A sports equipment" - Detail level 0.4 (more specific, but still

<> covers a wide range)

"Mostly contacted by the lower body of athletes" - Detail level 0.6
<> (more specific, stronger directional indication)

"Commonly depicted with a pattern of black and white pentagons and
— hexagons" - Detail level 0.8 (very specific, almost only soccer
< balls look like this)

"One of the most popular sports in the world, seen being kicked and
< headed by athletes on a green field" - Detail level 1.0 (completely
— points to soccer ball)

# Your Task

1. Based on the given word and other players’ statements, analyze your
< possible identity (civilian or undercover agent)

2. With the goal of protecting yourself and accomplishing your game

~ objective, provide your statement content.

3. Provide your analysis and decision-making process in JSON format

Listing 1: Player Agent System Prompt for Speaking Phase (I)
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# Output Requirements

You must respond in JSON format, including the following fields:

{

"identity": "Analysis of your own and other players’ identities",
"strategy": "Your thinking and decision-making process",
"statement": "Your final statement (you cannot include your analysis

<> process in the statement field, and you cannot directly mention your
— word)"

}
# Strategy Tips
### At the beginning of the game or when identity is still undetermined:

start with very vague, broad characteristics or properties, then
< provide more detailed descriptions of the word after gradually
<> determining your identity situation.

### As a civilian (you need to determine your civilian identity
<~ yourself):

Analyze other players’ statements to find descriptions inconsistent
< with the majority

Gradually narrow down the word range to help identify the undercover
< agent

Ensure your description matches your word, don’t say anything

<> inconsistent with it

### As an undercover agent (you need to determine your undercover
<> identity yourself):

Carefully analyze civilian statements to infer their word

Use vague descriptions that won’t immediately arouse suspicion
Ensure your description can match both your word and the civilians’
— word (ambiguity)

Avoid descriptions obviously different from others, but don’t

< completely follow them

Listing 2: Player Agent System Prompt for Speaking Phase (II)

Here is information related to this game round. Please analyze this
< information to complete your task.
# Your personal information:
You are player_{player_id}, your word is "{assigned_conceptl}".
# Statement history for this game round:
{statement_history}
# Your identity analysis from the previous round:
{last_analyze}

Listing 3: Player Agent User Prompt Template for Speaking Phase
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You are an AI player participating in the "Undercover" game. You need
<> to analyze the situation based on the information received,

< determine your identity, and decide to vote for a player to try to
<+ eliminate them.

# Game Rules

Each player receives a word. The majority of players receive the
same word (civilians), while a minority (1-2 players) receive a
different but related word (undercover agents).

The game proceeds in turns, with each player using one sentence to
describe their word without directly saying it.

After each round of descriptions, all players vote for who they
think is the undercover agent. The player with the most votes is
eliminated.

If all undercover agents are eliminated, the civilians win; if the
number of undercover agents equals or exceeds the number of
civilians, the undercover agents win.

U R R R

~+

# Your Task

1. Based on the given word and other players’ statements, analyze your
<~ possible identity (civilian or undercover agent)

2. With the goal of protecting yourself and accomplishing your game

<> objective, provide your statement content.

3. Provide your analysis and decision-making process in JSON format

# Output Requirements

You must respond in JSON format, including the following fields:

{

"identity": "Analysis of your identity",

"strategy": "Thinking about your strategy",

"vote": "The player you want to vote for (just a number, no additional
< text explanation needed)"

}

Listing 4: Player Agent System Prompt for Voting Phase

Here is information related to this game round. Please analyze this
< information to complete your task.
# Your personal information:
You are player_{player_id}, your word is "{assigned_conceptl}".
# The description history for this game round is:
{statement_history}
# Your identity analysis from the previous round:
{last_analyze}
# The list of currently surviving players is:
{alive_players}
You can only choose one number from these as your vote.

Listing 5: Player Agent User Prompt Template for Voting Phase
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# Undercover Game Referee Guide

You are the referee for the "Undercover" game, responsible for

< analyzing each player’s statement and scoring it according to the
< following criteria. You need to output your evaluation results in
~ JSON format.

## Evaluation Dimensions

1. **Novelty**: Whether the current statement repeats content from

— previous players’ statements

- 0: Completely repeats a previous player’s description

- 0.2: Mostly repetitive, with only minimal new information

- 0.4: Partially repeats previous content, with some additional content
- 0.6: Mainly new content, but with some repetition

- 0.8: Almost entirely new content, with a different perspective from
<> previous descriptions

- 1.0: Completely novel description, providing an entirely new

<> perspective or information

2. *xRelevancex*: The degree of relevance and specificity between the
< statement and the word’s characteristics

- 0: Completely irrelevant

- 0.2: Extremely broad description, applicable to a large number of
> objects/concepts

- 0.4: Broad but somewhat directional description

- 0.6: Clear clues, but could still point to multiple similar things
- 0.8: Highly specific description, basically only pointing to the

< target word or very few similar objects

- 1.0: Description that almost directly points to the word

3. *xReasonableness**: How reasonable the association between the

<> description and the word is

- 0: Completely unreasonable, impossible to establish any association
<> with the word

Extremely far-fetched association

Some association but rather far-fetched

Reasonable but not unique association

Highly reasonable association

Description completely matching the word’s characteristics

= O O OO
O 00Ok N

## Output Format

(33

{

json

"novelty": {

"score": Value between O and 1 (limited to 0, 0.2, 0.4, 0.6, 0.8,
— 1),

"explanation": "Explanation for why this score was given"

}!

"relevance": {

"score": Value between O and 1 (limited to O, 0.2, 0.4, 0.6, 0.8,
— 1),

"explanation": "Explanation for why this score was given"

},

"reasonableness": {

"score": Value between O and 1 (limited to 0, 0.2, 0.4, 0.6, 0.8,
— 1),

"explanation": "Explanation for why this score was given"

}

Listing 6: Judge Agent System Prompt (I)
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## Scoring Reference Examples
### Example 1: Soccer Ball

Assume the word is "soccer ball", player’s statement is "a spherical
<> object", with no previous player statements:

€c¢

json
{
"novelty": {
"score": 1.0,
"explanation": "This is the first statement, so it’s completely
< novel"
},

"relevance": {

"score": 0.2,

"explanation": "The description is very broad, applicable to any
<> spherical object, doesn’t provide characteristics unique to a soccer
— ball"

},

"reasonableness": {

"score": 1,

"explanation": "The description is completely reasonable, a soccer
<> ball is indeed a spherical object"

}

### Example 2: Soccer Ball

Assume the word is "soccer ball", player’s statement is "one of the

< most popular sports in the world, can be seen being kicked by people
~ on a green field", previous players have said "a spherical object"
< and "a black and white object":

(((json
{
"novelty": {
"score": 1.0,
"explanation": "The description provides completely new

< information, focusing on soccer ball as a sport attribute and usage
< scenario, completely different from previous descriptions focusing
<> on appearance"

s

"relevance": {

"score": 1.0,

"explanation": "The description is highly relevant, ’being kicked
by people on a green field’ directly points to a soccer ball, with
almost no other possibilities"

},

"reasonableness": {

"score": 1.0,

"explanation": "The description is completely reasonably associated
< with a soccer ball, mentioning core features of soccer"

}

U

Listing 7: Judge Agent System Prompt (II)
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### Example 3: Soccer Ball

Assume the word is "soccer ball", player’s statement is "it gives me a
< headache", previous players have said "a ball that can be kicked"
< and "used on a green field":

€c¢

{

json

"novelty": {

"score": 0.8,

"explanation": "The description provides a new perspective (related
to bodily sensation), completely different from previous
descriptions focusing on physical characteristics and usage
scenarios"

},

"relevance": {

"score": 0.4,

"explanation": "The description provides some clues (possibly
<~ alluding to headers), but is very vague, many things could cause
headaches"

Iro

"reasonableness": {

"score": 0.2,

"explanation": "Although one could connect this to how heading a
<> soccer ball might cause headaches, this association is quite
< far-fetched and not a typical or direct characteristic of soccer
<~ balls"

X

Fid

### Example 4: Soccer Ball

Assume the word is "soccer ball", current player’s statement is "a ball
< kicked on grass", a previous player has said "a ball used on a green
— field":

€c¢

{

json

"novelty": {

"score": 0.4,

"explanation": "The description largely repeats the previous ’green
<~ field’ concept (grass), only adding the ’kicking’ action detail"

}!

"relevance": {

"score": 0.8,

"explanation": "The description is quite specific, ’a ball kicked
< on grass’ largely points to a soccer ball, but could also be other
< ball sports"

}!

"reasonableness": {

"score": 1.0,

"explanation": "The description is completely reasonably associated
<> with a soccer ball, matching its basic characteristics"

}

Listing 8: Judge Agent System Prompt
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Please evaluate the following player’s statement.
# Player information:

Player’s word: "{wordll}"

The other word in this game: "{word2}"

Player’s statement: "{statement}"

# Historical statements:
{history}

Listing 9: Judge Agent User Prompt Template

E Implementation Details

Detailed data statistics The dataset we provided contains a total of 529 English pairs of concepts,
including 220 concrete noun pairs, 100 abstract noun pairs, 109 adverb pairs, and 100 verb pairs.
After initial experimental attempts, we concluded that concrete noun pairs are more suitable for
our experimental setup and overall research questions. Therefore, for the specific experiments, we
selected 11 different categories from the 220 concrete noun pairs. These categories consist of concrete
noun pairs that are closest to our daily life and conversational contexts. All of those concepts can be
considered with rich and clearly describable features. We believe that starting with these concept
pairs can more reliably and steadily complete our experiments and yield preliminary results. In the
future, we will further explore the other words.

Details in the experiment When requiring the LLMs to play as a player in the entire interaction
process, the LLM’s uncertainty can affect the game’s progress. To address this, we have added some
processing mechanisms in both the code and the game rules to ensure that a single game can proceed
smoothly and that multiple games can be batched and continuously traversed through multiple pairs
of concepts within a category, thereby improving the efficiency of the experiment. Specifically, the
LLM is required to return in JSON format. The returned string will first be preprocessed at the code
level to prevent the large model from generating content and symbols outside the specified format. If
multiple layers of processing mechanisms fail to resolve the issue, a three-time retry mechanism will
be adopted. If the problem still persists, the handling method will depend on the stage of the game. If
it is the voting stage, the player will be considered to have forfeited the vote for this round. If it is the
speaking stage, the player will be directly expelled for speaking in violation of the rules.

In our first experiment comparing six mainstream LLMs (Large Language Models), we used all 11
pairs of concepts mentioned earlier. Each pair of words was used in at least one game to evaluate their
conceptual knowledge abilities on different themes. The evaluation results showed that Qwen2.5-72B
performed well in the FOOD category, which also had the highest number of concept pairs among the
11 categories. More games in this category can reduce the randomness of the experiment; therefore,
we chose this category for testing different sizes of the Qwen-2.5 series. Due to resource limitations,
we did not use the full set of 11 pairs of concepts in the second experiment. However, the additional
results from the one-on-one tests with different sizes ensured the reliability of our conclusions.

The stability of the scoring process To verify the stability of the scoring process in our LLM-based
evaluation framework (and thereby support the reliability and repeatability of evaluation results),
we conducted three independent evaluations on the animal group. Based on the outcomes of these
evaluations, we calculated key statistical indicators—mean, variance, and standard deviation—for
each of the three core metrics (Novelty, Relevance, and Reasonableness). The specific statistical data
are presented in Table[5] This table reflects the stability of the scoring process: all metrics exhibit
small variances (ranging from 0.000042 to 0.000302) and standard deviations (ranging from 0.0065
to 0.0174), indicating that the LLM-based scoring results are consistent across repeated evaluations
and have low random fluctuation—this provides direct support for the reliability of our evaluation
framework.

One-on-one performance comparison between GPT-oss models To further verify the robustness of

the conclusion (i.e., larger model size may not directly translate into better conceptual understanding)
presented in the main text, we expanded the validation scope beyond the Qwen series—specifically
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Table 5: Statistical indicators of three independent evaluations on the animal group.

Metric Mean  Variance  Std Dev
Novelty 0.8150 0.000203 0.0142
Relevance 0.7034 0.000302 0.0174

Reasonableness 0.9672 0.000042  0.0065

incorporating the latest open-source GPT models (GPT-oss) with distinct parameter scales, and
conducting head-to-head comparative tests to cross-validate the aforementioned result.

We selected two GPT-oss models with significant parameter differences: GPT-o0ss-120B (large-
parameter model) and GPT-0ss-20B (small-parameter model). Validation experiments were conducted
across three representative categories (animals, sports, and food), with key performance metrics
including Win Rate, Survival Rate, and average scores of the three core evaluation dimensions
(Novelty, Relevance, and Reasonableness). The detailed comparative results of the two models are
presented in Table[6]

Table 6: Performance comparison of GPT-oss models with different parameter scales.

LLM WR SR Novelty Relevance Reasonableness
GPT-0ss-120B  0.4058 0.4783  0.7813 0.5774 0.8890
GPT-0ss-20B  0.4638 0.5362 0.7248 0.5810 0.8922

As shown in Table [6] the small-parameter GPT-0ss-20B outperforms the large-parameter GPT-
0ss-120B in four key metrics: WinRate (0.4638 vs. 0.4058), SurvivalRate (0.5362 vs. 0.4783),
AvgRelevanceScore (0.5810 vs. 0.5774), and AvgReasonablenessScore (0.8922 vs. 0.8890). This
observation is consistent with the trend found in the Qwen series experiments (where larger models
also did not show superior knowledge understanding). Collectively, the results from both the Qwen
series and the latest open-source GPT models confirm that larger model size does not have a direct
and positive correlation with better conceptual understanding, further supporting the reliability of the
conclusion in the main text.

Quantitative analysis of embedding distributions We conducted a quantitative analysis of the
embedding distributions of target models. Two key statistical metrics were adopted for this analysis:
intra-cluster variance (to measure the dispersion of embeddings within clusters) and distribution
entropy (to evaluate the semantic diversity of embeddings). The analysis focused on two representative
models—Gemini-2.0-Pro-Exp and GPT-40—and the detailed quantitative results are presented in
Table

Table 7: Intra-cluster variance and distribution entropy of model embedding distributions.

Metric LLM Score
Intra-cluster variance Gemini-2.0-Pro-Exp  0.3549

GPT-40 0.3224
Distribution Entropy Gemmg}Z);R -41?)ro-Exp ggggg

The quantitative results support our qualitative observation. Gemini 2.0 Pro Exp shows higher intra-
cluster variance (0.3549 vs 0.3224), indicating approximately 10% greater dispersion in embedding
space compared to GPT-40. The distribution entropy values are nearly identical (2.9886 vs 2.9822),
suggesting comparable semantic diversity, with Gemini’s slightly higher entropy aligning with the
variance findings to confirm marginally greater distributional spread.

More t-SNE plots In addition to the Tools category, we also embedded and visualized the other 10
categories, as shown in the following figure.
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Figure 5: The t-SNE visualization of all em-
bedded statements in the Animals category for
Gemini-2.0-Pro-Exp and Claude-3-5-Haiku-
20241022.
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Figure 7: The t-SNE visualization of all em-
bedded statements in the Electronic category
for GPT-40-2024-11-20 and DeepSeek-V3.
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Figure 6: The t-SNE visualization of all em-
bedded statements in the Artifacts category
for LLaMA-3.3-70B and Qwen2.5-72B.
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Figure 8: The t-SNE visualization of all
embedded statements in the Food category
for GPT-40-2024-11-20 and Gemini-2.0-Pro-
Exp.
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Figure 9: The t-SNE visualization of all em-
bedded statements in the Landforms category
for GPT-40-2024-11-20 and Gemini-2.0-Pro-
Exp.
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Figure 11: The t-SNE visualization of all em-
bedded statements in the People/social cate-
gory for Qwen2.5-72B and Claude-3-5-Haiku-
20241022.
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Figure 13: The t-SNE visualization of all em-
bedded statements in the Sports category for
Gemini-2.0-Pro-Exp and LLaMA-3.3-70B.
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Figure 10: The t-SNE visualization of all
embedded statements in the Sundries cat-
egory for Claude-3-5-Haiku-20241022 and
QOwen2.5-72B.
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Figure 12: The t-SNE visualization of all
embedded statements in the Plants category
for Claude-3-5-Haiku-20241022 and LLaMA-
3.3-70B.
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Figure 14: The t-SNE visualization of all em-
bedded statements in the Stationary category
for LLaMA-3.3-70B and Qwen2.5-72B.
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NeurlIPS Paper Checklist

The checklist is designed to encourage best practices for responsible machine learning research,
addressing issues of reproducibility, transparency, research ethics, and societal impact. Do not remove
the checklist: The papers not including the checklist will be desk rejected. The checklist should
follow the references and follow the (optional) supplemental material. The checklist does NOT count
towards the page limit.

Please read the checklist guidelines carefully for information on how to answer these questions. For
each question in the checklist:

¢ You should answer [Yes] , ,or [NA].

* [NA] means either that the question is Not Applicable for that particular paper or the
relevant information is Not Available.

* Please provide a short (1-2 sentence) justification right after your answer (even for NA).

The checklist answers are an integral part of your paper submission. They are visible to the
reviewers, area chairs, senior area chairs, and ethics reviewers. You will be asked to also include it
(after eventual revisions) with the final version of your paper, and its final version will be published
with the paper.

The reviewers of your paper will be asked to use the checklist as one of the factors in their evaluation.
While "[Yes] " is generally preferable to " ", itis perfectly acceptable to answer " " provided a
proper justification is given (e.g., "error bars are not reported because it would be too computationally
expensive" or "we were unable to find the license for the dataset we used"). In general, answering
" "or "[NA] " is not grounds for rejection. While the questions are phrased in a binary way, we
acknowledge that the true answer is often more nuanced, so please just use your best judgment and
write a justification to elaborate. All supporting evidence can appear either in the main paper or the
supplemental material, provided in appendix. If you answer [Yes] to a question, in the justification
please point to the section(s) where related material for the question can be found.

IMPORTANT, please:

* Delete this instruction block, but keep the section heading “NeurIPS paper checklist',
* Keep the checklist subsection headings, questions/answers and guidelines below.
* Do not modify the questions and only use the provided macros for your answers.

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]
Justification: The abstract and introduction clearly state the main contributions of the paper.
Guidelines:

e The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: In section [B|of the paper, we discuss the limitations of our work.
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Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

* The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?

Answer: [Yes]

Justification: All theoretical results in this article are accompanied by complete hypothe-
ses and proofs. We provided a detailed introduction to the benchmark architecture, the
underlying principles, and the corresponding experimental data used to support the final
results.

Guidelines:

* The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

¢ Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.

. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: We have fully disclosed all the information needed to reproduce the main
experimental results.
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Guidelines:

The answer NA means that the paper does not include experiments.

If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [Yes]

Justification: The paper provides open access to the data and code in https://ck-arena,
sitel

Guidelines:

The answer NA means that paper does not include experiments requiring code.
Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.
The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.
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* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental Setting/Details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: The paper explains the complete experimental setup, including the selection of
baselines, threshold settings, and the process of processing data.

Guidelines:

» The answer NA means that the paper does not include experiments.

» The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.

. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: The paper reports error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiment in the “Experiment Results”
section.

Guidelines:

» The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

¢ It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

¢ For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: For each experiment, the paper provided sufficient information on the computer
resources.
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Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute
than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

Code Of Ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines]?

Answer: [Yes]

Justification: The research conducted in the paper conforms to the NeurIPS ethical standards
in all aspects.

Guidelines:

¢ The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader Impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: This paper discusses the potential impact of this work on society in the context
of “Ethical Statement”.

Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.

» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

» The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

« If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards
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13.

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [Yes]

Justification: This paper discusses the needed safeguards of this work on society in the
context of “Ethical Statement”.

Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

* Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]
Justification: The creators or original owners of assets (e.g., code, data, models) used in the

paper are properly credited, and the license and terms of use are explicitly mentioned and
properly respected.

Guidelines:

» The answer NA means that the paper does not use existing assets.
* The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

¢ For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.

o If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

New Assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]
Justification: The new assets introduced in the paper are well documented.
Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.
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* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects

15.

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [Yes]

Justification: Our paper does not involve crowdsourcing experiments or research with human
subjects.

Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [Yes]

Justification: Since our research does not involve any human subjects, there is no need for
IRB approval or equivalent.

Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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