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Abstract

Mitigating the hallucinations of Large Lan-001
guage Models (LLMs) and enhancing them is a002
crucial task. Although some existing methods003
employ model self-enhancement techniques,004
they fall short of effectively addressing un-005
known factual hallucinations. Using Knowl-006
edge Graph (KG) enhancement approaches007
fails to address the generalization across dif-008
ferent KG sources and the enhancement of009
open-ended answer questions simultaneously.010
To tackle these limitations, there is a frame-011
work that combines Pseudo-Graph Genera-012
tion and Atomic Knowledge Verification pro-013
posed. The enhancement of LLM using KG014
in an open-ended question-answering setting is015
implemented by leveraging the Pseudo-Graph016
Generation. Atomic Knowledge Verification017
utilizes atomic-level knowledge querying and018
verification to achieve generalizability under019
different KG sources. Compared to the base-020
line, this approach yields a minimum improve-021
ment of 11.5 in the ROUGE-L score for open-022
ended questions. For precise questions, we023
observe a minimum accuracy improvement of024
7.5. Moreover, there is also demonstration that025
this framework exhibits generalizability across026
different KG sources. In summary, our results027
pave the way for enhancing LLMs by incorpo-028
rating Pseudo- and Multisource-KGs, particu-029
larly in the context of open-ended questions.030

1 Introduction031

Large language models (LLMs) (Brown et al.,032

2020; Ouyang et al., 2022; OpenAI, 2023; Tou-033

vron et al., 2023; Chowdhery et al., 2022) have034

achieved remarkable results in the field of ques-035

tion answering tasks. They obtain the capability036

to handle various questions through pre-training037

on a large scale of data with a massive amount of038

parameters. However, LLMs still face issues of hal-039

lucination and lack of specific domain knowledge040

when dealing with complex problems (Huang et al.,041

2023; Ye et al., 2023).042

To mitigate the hallucination of models and thus 043

improve the accuracy of model responses, various 044

methods have been proposed. 045

The first is to use the model’s own capabilities to 046

address the model’s hallucination about uncertain 047

knowledge. Chain-of-Thought (CoT) prompting 048

(Wei et al., 2022) method, by having the model 049

generate intermediate processes in its responses, 050

has improved the accuracy of the model’s answers. 051

The Self-Consistency (SC) (Wang et al., 2023b) 052

method enhances the robustness of CoT by consid- 053

ering a synthesis of multiple models’ thought pro- 054

cesses. However, these methods cannot fundamen- 055

tally solve the problem of hallucinations in LLMs 056

because of the errors or missing knowledge in the 057

training data of LLMs (Ye et al., 2023). There- 058

fore, we need to introduce external knowledge to 059

enhance the LLMs, thereby achieving mitigation 060

of hallucinations. 061

The second approach is to use knowledge graphs 062

(KGs) to enhance LLMs. Knowledge graphs, like 063

Wikidata, Freebase and YAGO, are highly valued 064

in LLMs tasks due to their structured knowledge, 065

high accuracy, and timely updates of information 066

(Pan et al., 2024). Therefore , how to extract 067

knowledge from knowledge graphs to enhance 068

large models is a important researched field. A 069

straightforward approach is to prompt (Chang and 070

Fosler-Lussier, 2023) or fine tune (SQL-PALM) 071

(Sun et al., 2023) LLMs to generate Structured 072

Query Language (SQL). However, the schema of 073

different knowledge graphs may vary, limiting the 074

generalization ability of this method. To address 075

the generalization issue across different knowledge 076

graphs, one approach is to encode the knowledge 077

graph semantically and enhance it through retrieval- 078

based methods (Lewis et al., 2020). However, for 079

questions where the relationship is not explicitly 080

stated or for open-ended answer questions, the ef- 081

fectiveness of semantic retrieval may be limited. 082

For example, it would be difficult to find the en- 083
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methods
abilities

No training No linking Knowledge enhanced Multi graph Robustness Open-ended QA
CoT ✔ ✔ ✘ ✘ ✘ ✔

RAG ✔ ✔ ✔ ✘ ✔ ✘

SQL-PALM ✘ ✔ ✔ ✘ ✘ ✘

ToG ✔ ✘ ✔ ✔ ✘ ✘

KGR ✔ ✘ ✔ ✘ ✔ ✘

Ours ✔ ✔ ✔ ✔ ✔ ✔

Table 1: Abilities of some representative methodologies. 1) No training means that the method requires no training;
2) No linking indicates that this method does not require entity linking within KGs; 3) Knowledge enhanced
indicates that this method uses external knowledge to enhance LLMs; 4) Multi graph means the method exhibits
good generalization across various KG sources; 5) Robustness refers to the property that current errors have minimal
impact on subsequent steps; 6) Open-ended question indicates that this method can enhance LLMs in questions
with open-ended answers.

tity "Leonardo da Vinci" in Wikidata solely based084

on the question "Who is the most famous painter085

in the world". For other methods like KGR (Guan086

et al., 2023) and ToG (Anonymous, 2024), although087

they have achieved good results, there are some088

limitations. ToG leaks the QID of entities in the089

KG during the reasoning process, and KGR does090

not explicitly indicate entity linking. These limita-091

tions can affect the generalization ability of these092

models in practical applications. In summary, the093

previous KG-enhanced LLM methods cannot si-094

multaneously address the following two problems:095

1) utilizing KG to enhance open-ended question096

answering, and 2) generalization across different097

knowledge graphs.098

To address the aforementioned issues, Pseudo-099

Graph Generation and Atomic Knowledge Veri-100

fication are propose. In Pseudo-Graph Generation,101

the framework first use LLMs to generate pseudo-102

triples relevant to the question. From this, it can103

use LLM to clarify the knowledge needed in the104

open-answer questions. This approach can handle105

open-ended question answering because the halluci-106

nation property of LLMs could be leveraged. Even107

if LLMs experience hallucinations during the gen-108

eration process, they can still effectively construct109

the framework of the required knowledge, allowing110

us to perform queries in open-ended answers. For111

Atomic Knowledge Verification, we perform se-112

mantic querying on the semantically encoded KG113

based on these pseudo-triples. This approach ex-114

hibits generalization across different KGs because115

both the querying and verification processes are116

based on atomic-level knowledge, independent of117

the KG schema. All in all, LLMs are utilized to ver-118

ify the pseudo-triples based on the queried triples119

from different KG sources, resulting in the desired 120

answer. Therefore, the method can alleviate factual 121

hallucinations by enhancing LLMs with external 122

knowledge from different KG sources. 123

Our contributions are listed below: 124

• The Pseudo-Graph Generation leverages the 125

LLMs to generate pseudo-triples relevant to 126

the question, allowing the framework to utilize 127

KG as knowledge augmentation for LLMs in 128

open-ended question answering. 129

• Atomic Knowledge Verification uses atomic- 130

level knowledge. Therefore, it ensures that 131

the framework has good generalization across 132

different KG sources. 133

• We introduce an open-ended question- 134

answering dataset in a KG-enhanced setting 135

named Natural Questions. Our experimen- 136

tal results show that our method not only 137

performs excellently on this dataset but also 138

demonstrates strong performance on existing 139

datasets such as QALD-10(Perevalov et al., 140

2022) and SimpleQuestions(Bordes et al., 141

2015a). 142

2 Related Work 143

Table 1 demonstrates a comparison of the capabili- 144

ties of the representative methods. 145

2.1 Self Enhanced LLMs 146

Directly fine-tuning LLMs to achieve performance 147

improvements is difficult, due to the huge compu- 148

tational resources consumed. Wei et al., 2022 has 149

shown that the Chain-of-Thought (CoT) prompt 150

method can stimulate reasoning in LLMs. They 151
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Figure 1: The over view of our method. In step 1, we prompt LLM to generate pseudo-graph Gp related to the
question. For step 2, the triples generated are used to query sematic KG and get the ground graph Gg. In step 3,
LLM verifies the Gp. Finally, LLM provide the answer based on the fixed Gp.

enhance LLMs by generating reasoning processes152

during the answer generation of answer. The in-153

troduction of this method has sparked a series of154

follow-up works. Zero-shot-CoT (Kojima et al.,155

2022) use "Let’s think step by step" eliciting effec-156

tive CoT reasoning. Auto-CoT (Zhang et al., 2023)157

automates the construction of high-quality CoTs.158

The Self-Consistency (Wang et al., 2023b)(SC)159

method considers a synthesis of multiple models’160

thought processes. Additionally, other methods161

have incorporated knowledge into CoT, such as162

Knowledge-driven CoT (Wang et al., 2023a) and163

KAM-CoT (Mondal et al., 2024)164

2.2 KG Enhanced LLMs165

Simply enhancing LLMs through prompts is far166

from sufficient. For instance, with new questions167

like "What kind of chips does the Apple Vision Pro168

use?" which involve new knowledge not covered169

by LLMs, enhancement through simple prompts is170

inadequate. Because of the structured knowledge,171

high accuracy, and timely updates of information172

(Pan et al., 2024), Enhancing LLMs with KGs is a173

practical method.174

A straightforward approach is to prompt (Chang175

and Fosler-Lussier, 2023) or fine tune (SQL-176

PALM) (Sun et al., 2023) LLMs to generate Struc-177

tured Query Language (SQL). However, for the178

prompt method, generating SQL without provid- 179

ing entity IDs to LLMs is difficult. For example, 180

when we ask ChatGPT1: Please tell me what is the 181

QID of Yellow River in wikidata?, it returns the 182

output as Q1826. But Yellow River’s real QID is 183

Q2066882. For the fine-tuning approach, firstly, 184

it requires a significant amount of computational 185

resources. Secondly, the schema of different knowl- 186

edge graphs may vary, limiting the generalization 187

ability of this method. Embedding representations, 188

like Trans-E (Bordes et al., 2013), of KGs is a good 189

method to address the issue of differing schemas 190

among various KGs. However, for multi-hop re- 191

lationships and large-scale KGs, the embedding 192

approach makes it difficult to memorize knowledge 193

(Li et al., 2023). ToG (Anonymous, 2024) and 194

KGR (Guan et al., 2023) are methods for augment- 195

ing models by introducing knowledge from KGs 196

in the model inference process. ToG utilizes the 197

model to search for relevant entities and relation- 198

ships within KGs to solve complex problems. KGR 199

identifies relevant entities existing within KGs from 200

the answers of LLMs, thereby achieving correc- 201

tions to the answers. However, these methods all 202

exhibit ambiguity in the entity-linking step. ToG 203

directly leaks the entity’s ID, while KGR does not 204

explicitly indicate the entity linking. This signifi- 205

1https://chat.openai.com/
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cantly weakens the generalizability of these meth-206

ods in practical applications. And, to the best of207

our knowledge, methods of enhancing LLMs based208

on KGs not yet have been applied to questions with209

open-ended answers.210

3 Methodology211

In this section, we would like to describe the pro-212

cess of the approach. The general flow of the213

method can be seen in Figure 1. First, we define214

a triple of the form G = {O,R, T}, where O de-215

notes the set of subjects, R is the set of relations,216

and S is the set of objects.217

3.1 Generation of Pseudo-graph218

For processing of generating the pseudo-graph, ini-
tially, it is aimed to utilize LLM to directly generate
fact-related triples. However, when the LLM has
not been fine-tuned, enabling it to understand and
generate fact-related triples is a relatively challeng-
ing task. Since LLMs are trained on large-scale
natural corpora (Brown et al., 2020; OpenAI, 2023;
Touvron et al., 2023; Chowdhery et al., 2022). They
are more inclined to use continuous language for re-
sponses, rather than answering with discrete triples.
Relying on directly generating triples may lead to
the model producing triples that do not conform to
rules, for example:

< Y angtzeRiver >< flows Hubei >

Considering that LLMs have decent code capa-219

bilities (Yetiştiren et al., 2023), programming lan-220

guages are adopted as an intermediary bridge be-221

tween natural language and triples.222

[Task description]:
[Example 1]: Who has the largest area of the
Great Lakes in the United States?
���

[Example 2]:Who covers more countries, the Andes 
or the Himalayas?
���

[Task]:
What kind of chips does the Apple Vision Pro use?

Input:

Out:

�

CREATE (vision pro)-[:COMES_WITH]->(Intel ���)
���

<vision pro> <COMES_WITH> <Intel ���>

Figure 2: Generation of pseudo-graph

Specifically, the LLM is instructed with two ex- 223

amples in Cypher language, asking it to generate 224

Cypher queries that could solve the problem. Then, 225

we run the Cypher queries on Neo4j2 and decode 226

them into the form of triples. This ensures that 227

the model outputs in a manner it is familiar with. 228

Additionally, in the subsequent semantic query- 229

ing process, it resembles the structure of triples 230

in semantics. Finally, there is the pseudo-graph 231

Gp = {Op, Rp, Tp} get from LLM. 232

3.2 Atomic Knowledge Verification 233

3.2.1 Sematic Querying 234

First, for the semantic knowledge graph, we 235

extracted a subset of subgraphs Gbase = 236

{Obase, Rbase, Tbase} from Wikidata or Freebase 237

based on the questions. Then we use Sentence- 238

BERT (Reimers and Gurevych, 2019) to encode 239

the triples after parsing them into semantic form. 240

Following that, the cosine similarity between 241

each triple in the Gh and that in the Gbase is cal- 242

culated. We select for each triple in Gp the top 243

10 in Gbase as the result of the query to form 244

Gt = {Ot, Rt, Tt}. Next, we can extract relevant 245

entities and relationships. However, due to the 246

large number of triples in Gp, the resulting rela- 247

tionships and entities obtained from the query can 248

be quite extensive, sometimes even exceeding the 249

maximum token limit of LLM. 250

So a pruning method to address this problem 251

should be proposed. For the ToG (Anonymous, 252

2024) method, they use LLM scoring to prune re- 253

lationships. However, for pruning method, if we 254

do the same, that won’t make efficient use of the 255

knowledge graph Gp generated by LLM. Moreover, 256

relying heavily on LLM can lead to accumulated 257

errors. So here is proposed a two-step pruning 258

method that eliminates the need for LLM judg- 259

ment. Firstly, we utilize the size k of Sp in Gp to 260

identify the top k entities from St with the highest 261

number of triples as candidates. This step helps 262

us to eliminate some less popular entities with the 263

same name. For example, in Wikidata, there are 7 264

entities labeled as "YaoMing", but the basketball 265

player Yao Ming is the most popular one. So for the 266

question "Where was Yao Ming born?", it is more 267

inclined to select the basketball player Yao Ming as 268

the answer entity. Next, cosine similarity are utilize 269

during semantic querying to further prune and rank 270

entities. For each subject s belonging to St, it can 271

2https://neo4j.com/
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calculate the average semantic score (the cosine272

similarity when querying with Gp) of all triples273

with s as the subject as the entity confidence score.274

At the same time, entities with scores below 0.7 are275

filtered out. Finally, we get the ground graph Gg.276

It is worth noting that our method is significantly277

different from previous approaches. ToG (Anony-278

mous, 2024) leaks the entity’s ID in the KG during279

model decision-making. The KGR (Guan et al.,280

2023) method does not clearly specify how to per-281

form entity linking. These methods have limita-282

tions in practical applications.283

3.2.2 Pseudo-Graph Verification284

When verifying Gh with LLM, the triples of entity285

s in Sg with higher scores are place closer to Gh.286

This approach is more advantageous for LLM to287

establish better attention between the Gh and Gg.288

Then, there are two simple examples used to enable289

LLM to perform self-verification of the knowledge290

graph. Afterwards, we obtain the final knowledge291

graph Gf .292

Park et al., 2023 utilizes LLM to verify the KG293

generated by LLM. However, their method focuses294

on verifying the consistency of the model in solving295

subproblems in multi-hop questions. Moreover,296

they enhance LLM using retrieval-based methods297

using the subproblems on the text corpus, which298

establishes a weak coupling relationship between299

the knowledge graph, the question, and the model.300

3.3 Answer Generation301

In this step, we use two examples to teach LLM302

how to answer questions based on the knowledge303

graph. Then, the model is instructed to generate an-304

swers to questions using the examples, the question305

itself, and Gf .306

4 Experimens307

4.1 Models308

In our experiments, we used GPT-3.5 and GPT-4309

(OpenAI, 2023) as large language models to gen-310

erate graphs, perform verification, and produce the311

final answers. Sentence-BERT (Plenz et al., 2023)312

is chosen as the encoder for the semantic KG and313

as the query module to query knowledge related to314

the triples generated by the LLM.315

4.2 Datasets316

To verify that the method has validity in natural317

question and answer, it is tested on three differ-318

ent types of datasets. They include single-hop319

questions, multi-hop questions, and open-answer 320

quizzes: SimpleQuestions (Bordes et al., 2015a), 321

QALD-10 (Perevalov et al., 2022), Nature Ques- 322

tions. 323

• SimpleQuestions (Bordes et al., 2015a) em- 324

ploys a manually annotated method to gen- 325

erate corresponding questions based on facts 326

in the knowledge base, using Freebase as the 327

source of answers. 328

• QALD-10 (Perevalov et al., 2022) is a multi- 329

lingual, multi-hop question answering dataset 330

that uses Wikidata as its answer knowledge 331

base and includes multiple languages. In 332

our experiments, English is choose for the 333

question-and-answer tasks. 334

• Nature Questions is a dataset we compiled, 335

featuring questions people commonly ask in 336

daily life that include open-ended answers, 337

multiple-answer responses, and queries about 338

new knowledge. We manually constructed 339

50 questions for this dataset, writing three an- 340

swers for each question, expecting the answer 341

will be comprehensive enough. 342

Detail Due to the closure of the Freebase API, we 343

used a subset of FB2M (Bordes et al., 2015b) as 344

our knowledge base on Freebase. Furthermore, 345

because the number of questions in SimpleQues- 346

tions (Bordes et al., 2015b) is too large (100k), 347

1000 questions are randomly selected for GPT-3.5. 348

Due to the price factor of the GPT-4, there are 150 349

data chosen for the SimpleQuestion test. For both 350

QALD-10 and Nature Questions, we use the full 351

dataset for testing and constructing the correspond- 352

ing semantic KG based on the questions. 353

Evaluation Metrics Regarding evaluation metrics, 354

for both SimpleQuestions (Bordes et al., 2015a) 355

and QALD-10 (Perevalov et al., 2022), we adopted 356

the Hit@1 metric as the measure of question an- 357

swering accuracy. For the Nature Questions dataset, 358

ROUGE-L-f1 (Lin, 2004) is used to evaluate the ac- 359

curacy and comprehensiveness of LLM’s answers. 360

4.3 Baselines 361

In order to judge the validity of the Pseudo-Graph 362

Generation and Atomic Knowledge Verification 363

method, the following baselines for comparison are 364

chosen: 365

• IO (Brown et al., 2020) We use the standard 366

input-output (IO) prompt as for conducting 367
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Method
Hit@1 ROUGE L

SimpleQuestions QALD-10 Nature Questions

GPT-3.5

IO 20.2 38.7 20.5
CoT 22.0 40.5 23.2
SC 21.2 41.1 -

QSM 27.5 34.2 23.8
Ours 34.3 48.6 37.5

GPT-4

IO 29.9 44.7 20.9
CoT 32.2 48.9 27.7
SC 36.0 48.9 -

QSM 31.3 46.2 27.0
Ours 40.0 56.5 39.2

Table 2: The main results of our experiments. Bold indicates the best-performing method on the dataset for the
model. SimpleQuestions and QALD use Hit@1 for evaulation. And Nature Questions evals with ROUGE-L.

direct input-output testing of the model, with368

6 in-context examples.369

• Chain of Thougnt (CoT) (Wei et al., 2022) It370

encourages the model to generate the thinking371

process during the output generation to en-372

hance the model, with 6 in-context examples.373

• Self-Consistency (SC) (Wang et al., 2023b)374

We use a sampling temperature of 0.7 and per-375

form three sampling iterations, using voting376

to process the results in our experiments.377

• Question Sematic Matching (QSM) Directly378

matching the question with the semantic379

knowledge graph for retrieval.380

4.4 Main Results381

Our main results can be seen in Table 2. It demon-382

strates the effectiveness of the framework in open-383

ended questions and in traditional precise questions384

4.4.1 Comparison With Other Methods385

Firstly, we can observe from Table 2 that the386

the Pseudo-Graph Generation and Atomic Knowl-387

edge Verification method method achieves better388

results than the baselines across different LLMs389

and datasets. That QSM performs worst on QALD-390

10. Especially on QALD with GPT-3.5 can also be391

observed. It performs 4.5 points lower compared392

to the IO method. This to some extent indicates the393

challenge of directly matching the semantics of the394

question to obtain triples in multi-hop questions.395

The continuous nature of question expression con-396

trasts with the discontinuous nature of semantic397

triples, leading to a certain gap between the two.398

Advantage in deterministic question answer- 399

ing: For deterministic question answering, Pseudo- 400

Graph Generation and Atomic Knowledge Verifi- 401

cation methodmethod achieves the highest accu- 402

racy on the QALD-10 dataset. On the QALD- 403

10 dataset, the method even outperforms the ToG 404

method, which achieves a result of 54.7 with GPT- 405

4(Anonymous, 2024). Furthermore, this method 406

with all models achieves a higher accuracy than 407

the fine-tuned SOTA(Borroto et al., 2022), whose 408

accuracy is 45.4. The improvement is also evident 409

on the SimpleQuestions. This method achieves 410

improvements of 10.9(GPT-3.5) and 5.3(GPT-4), 411

respectively, compared to the second baseline on 412

the two models. We also found that, with the en- 413

hancement of the approach, the factual hallucina- 414

tion of GPT-3.5 can be effectively addressed. It 415

even outperforms various GPT-4 baselines on Sim- 416

pleQuestion dataset. 417

Better performance in nature questions an- 418

swering: On the Nature Questions answering 419

dataset, the method also achieves significant im- 420

provements in terms of the ROUGE-L evaluation 421

metric. With the Pseudo-Graph Generation and 422

Atomic Knowledge Verification method method, 423

for open problems, GPT-3.5 performs even bet- 424

ter than GPT-4 under CoT prompt enhancement. 425

And GPT-4 could improve about at least 11.5 in 426

ROUGE-L. This indicates that this method can 427

be effectively applied to real-world problems as 428

well. Taking into account the improvement from 429

QALD-10 (multi-hop questions) and Nature Ques- 430

tions (open-ended questions), there is a conclusion 431

that the method is effective for complex questions. 432
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In conclusion, the above results indicate that433

good performance in both precise question-434

answering and open-ended question-answering435

tasks has been achieved by LLMs with this method.436

4.4.2 Generalization Across Different KG437

Sources438

Additionally, we also proof the generalization ca-439

pability of our method across different knowledge440

graph sources by evaluating it on the same set of441

questions but with varying KG sources. GPT-3.5442

is selected as the model for the test. SimpleQues-443

tions and Nature Questions are selected to validate444

the generalization capability of the method. We445

compared the improvement of model compared to446

the CoT on different datasets and different knowl-447

edge graphs to validate its performance. From the

Method SimpleQuestion Nature Questions

CoT 22.0 23.2
Our/ Freebase 38.2 26.7

Gain +16.2 +3.5
Our/ Wikidata 28.1 37.5

Gain +6.1 +14.3

Table 3: Performance on SimpleQuestions and Nature
Questions with different KG sources. The SimpleQues-
tions is based on the Freebase as KG sources.

448
Table 3, it is evident that the method has shown449

improvement compared to the CoT method on the450

same set of questions across different KG sources.451

It is worth mentioning that SimpleQuestions is452

based on Freebase as the KG source. However,453

certain single-hop relations in Freebase might re-454

quire multi-hop in Wikidata. This factor was not455

considered during the construction of the knowl-456

edge graph, which led to a smaller improvement in457

performance.458

In conclusion, the results above have demon-459

strated to some extent the generalization capability460

of the method across different KG sources for the461

same set of questions.462

4.5 Ablation Study463

In this section, we aim to verify whether compo-464

nents of the method are operational. A most impor-465

tant question is: Are the verification steps useful? It466

is possible that when we use the model to generate467

a pseudo-graph, we activate the internal knowledge468

of the model, thereby enhancing the model’s perfor-469

mance. Following this, pseudo-graph verification470

steps may lightly reduce the accuracy of the pseudo- 471

graph. Thereby this makes the results superficially 472

better than other baselines. Therefore, GPT-3.5 473

and GPT-4 are selected for testing on QALD-10 474

and Nature Questions. During the experiment, we 475

compared the accuracy of directly providing the 476

model with the pseudo-graph to determine whether 477

the verification steps could perform well.

Method QALD-10 Nature Questions

CoT 40.5 23.2
Pseudo-Graph 44.4 24.3
Gain from CoT +3.9 +1.1

Verification 48.6 37.5
Gain from Pseudo-Graph +4.2 +13.2

Table 4: GPT3.5’s performance on QALD-10 and Na-
ture Questions with different KG.

478

Method QALD-10 Nature Questions

CoT 48.9 27.7
Pseudo-Graph 53.9 24.4
Gain from CoT +5.0 -3.3

Verification 56.5 39.2
Gain from Pseudo-graph +2.6 +14.8

Table 5: GPT4’s performance on QALD-10 and Nature
Questions with different KG.

Pseudo-Graphs Generation stimulate model’s 479

knowledge: From Table 4 , we can see that for 480

GPT-3.5, using the model to generate pseudo- 481

graphs, as opposed to the traditional CoT, can to 482

some extent activate the model’s factual capabili- 483

ties. Regarding Table 5, for the QALD-10 dataset, 484

the pseudo-graph also enhanced the traditional CoT 485

with better performance. 486

Atomic Knowledge Verification increases pre- 487

cision and breadth of knowledge: Additionally, 488

from Table 4, verification steps did not lead to a de- 489

cline in the model’s performance; instead, they re- 490

sulted in an improvement in accuracy from pseudo- 491

graph. In Table 5, for Nature Questions, the 492

pseudo-graph actually led to a certain decline in 493

the model’s performance. This could be because, 494

when the model generate the pseudo-graph, it be- 495

comes more inclined to output knowledge that it 496

is certain of. This leads to the pseudo-graph not 497

being comprehensive in terms of facts. Moreover, 498

the performance of GPT-4 when using CoT has 499

been quite good. So, there is a slight decline in per- 500

formance in this case. However, this also further 501
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demonstrates that the Atomic Knowledge Verifica-502

tion steps indeed perform effectively.503

In summary, from the results mentioned above,504

it is not difficult to find that the verification steps505

can work effectively. Moreover, this results can to506

some extent explain the function of the two steps.507

Utilizing the model to generate pseudo-graphs can508

more effectively stimulate the model’s self-factual509

retrieval capability compared to the traditional CoT510

method. Additionally, the Atomic Knowledge Veri-511

fication steps can not only correct erroneous facts in512

precise questioning but also significantly enhance513

the factual accuracy and comprehensiveness of the514

model’s answers in open-ended questions.515

4.6 Error Analysis516

It is aimed to identify some of the reasons for errors517

by analyzing the four steps. The details can be seen518

in Appendix A.2.519

4.6.1 Generation of Pseudo-Graph520

In the approach to generating pseudo-graphs using521

LLM, we first utilize LLM to generate Cypher state-522

ments and then parse them. Therefore, there might523

be instances where errors occur during the LLM’s524

generation of Cypher statements. However, since525

Cypher is a relatively simple and formally struc-526

tured language, the model seldom makes mistakes527

in writing the code in actual practice. GPT-3.5528

exhibited a 0.6% error rate on QALD-10 and Sim-529

pleQuestion datasets. For other cases, the model530

did not make mistakes in generating Cypher state-531

ments.532

We discovered that the primary reason for errors533

in generating Cypher by the model is: during gen-534

eration, it mistakenly believes that a query needs535

to be made in the KG and thus uses the "MATCH".536

This could be related to the fact that the model pri-537

marily focuses on querying the knowledge graph538

during the training process.539

4.6.2 Sematic Querying540

During the process of semantic querying, there541

were instances where entities were not matched.542

This could be due to the issue of threshold settings543

in the semantic querying process. Additionally,544

during the pruning process based on the pseudo-545

graph, there might also be cases where the answer546

entities were inadvertently removed.547

4.6.3 Pseudo-graph Verification548

Errors may also occur during the process of fact549

verification using LLM. For example, some inaccu-550

racies in the model during the verification process 551

could lead to errors in the final graph. The propor- 552

tion of new errors caused by verification could be 553

calculated, compared to directly using the pseudo- 554

graph, for two models on the QALD-10 dataset, 555

as a percentage of the total errors. For GPT-3.5 556

and GPT-4, the proportions are 15.2% and 13.8%, 557

respectively. This is to a certain extent within our 558

acceptable range, and it also reflects to some degree 559

that GPT-4’s verification performance is superior. 560

We discovered that the main errors in the model’s 561

verification process were caused by directly ap- 562

pending the base graph after the pseudo-graph and 563

not making modifications to the pseudo-graph. 564

4.6.4 Answer Generation 565

We found that in terms of answering, the model 566

largely follows the graph for responses. 567

5 Conclusion & Future Work 568

A framework that combines Pseudo-Graph Gener- 569

ation and Atomic Knowledge Verification is pro- 570

posed to enhance LLMs for open-ended questions. 571

Pseudo-Graph Generation utilizes the property of 572

LLM hallucination-even under erroneous condi- 573

tions provide us with a framework for knowledge 574

points. Atomic Knowledge Verification contains 575

atomic-level fact semantic querying and verifica- 576

tion to solve the generalization issue for the same 577

question across different KG sources. We imple- 578

mented the use of KG for LLM augmentation in 579

open-answer questions scenarios. Experimental re- 580

sults show that the framework not only achieves 581

good results in traditional precise questioning, but 582

also gets an equally good boost in the natural 583

question-answering. Our approach points out a 584

feasible direction for the enhancement of LLM us- 585

ing KG in practical applications. 586

In future work, we would like to utilize better 587

semantic encoding models to enhance semantic 588

querying. Whether there are better pruning strate- 589

gies to improve the quality of the knowledge ac- 590

quired is also a direction to ponder. There is also 591

a reflection to build an additional Pseudo-Graph 592

Verification module to better enhance the knowl- 593

edge of the LLM. Finally, we want to engineer our 594

framework and build means of enhancing LLM that 595

can be practically applied. 596

8



6 Limitations597

However, the method still has certain limitations.598

For example, during Semantic Querying, it is pos-599

sible that the answer entity may be omit during600

pruning, resulting in errors. Additionally, during601

Pseudo-Graph Verification, due to using LLM to602

verify itself, there may be a bias towards the LLM’s603

pseudo-graph, leading to unsuccessful verification.604
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A.1 Our prompts 803

Our prompts can be seen in the Figure 3, 4, 5. 804

A.2 Error cases 805

Error cases can be seen in the Figure 6, 7, 8. 806
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[Task description]:
You should the answer {Question} in the following steps:
<step 1> Find out what {Knowledge Planing} do you need to solve the {Question}
<step 2> Strictly fill the {Knowledge Planing} to construct the {Knowledge Graph} as as complete as possible  with (Cypher)

[Example 1]: 
{Question}: Who has the largest area of the Great Lakes in the United States？

<step 1> {Knowledge Planning}:
To answer the question of who has the largest area of the Great Lakes in the United States, 
we need to gather information about the Great Lakes, their individual areas, and the states they are located in. 
Here are the key points we should include in the knowledge graph:

- Introduction:
- Provide a brief overview of the Great Lakes and their significance.

- Basic Information:
- List the names of the Great Lakes along with their respective areas.
- Provide information about the states that border each Great Lake.

- Largest Area:
- Identify the specific state that has the largest area of a particular Great Lake.

<step 2> {Knowledge Graph}:
Here's a knowledge graph that represents the information we gathered:

���
�� Create Great Lakes nodes
CREATE (superior :Lake {name: 'Lake Superior', area: 82000})
CREATE (michigan :Lake {name: 'Lake Michigan', area: 58000})
CREATE (huron :Lake {name: 'Lake Huron', area: 23000})
CREATE (ontario :Lake {name: 'Lake Ontario', area: 19000})
CREATE (erie :Lake {name: 'Lake Erie', area: 9600})
���

���

[Example 2]:
{Question}: Who covers more countries, the Andes or the Himalayas?

<step 1> {Knowledge Planning}:
To effectively answer the question "Who covers more countries, the Andes or the Himalayas?" 
I need to gather information about the Andes and the Himalayas, as well as the countries they span. Here are the key points I want to include in the knowledge graph:

- Introduction:
- Briefly describe the Andes and the Himalayas.

- Geography:
- List the countries that the Andes cover.
- List the countries that the Himalayas cover.

<step 2> {Knowledge Graph}:

���
�� Create Andes node
CREATE (andes:MountainRange {name: "Andes"})

�� Create Himalayas node
CREATE (himalayas:MountainRange {name: "Himalayas"})

�� Create countries and connect them to the Andes
CREATE (andes)-[:COVERS]->(ecuador:Country {name: "Ecuador"})
CREATE (andes)-[:COVERS]->(colombia:Country {name: "Colombia"})
CREATE (andes)-[:COVERS]->(venezuela:Country {name: "Venezuela"})
CREATE (andes)-[:COVERS]->(bolivia:Country {name: "Bolivia"})
CREATE (andes)-[:COVERS]->(peru:Country {name: "Peru"})
CREATE (andes)-[:COVERS]->(chile:Country {name: "Chile"})
CREATE (andes)-[:COVERS]->(argentina:Country {name: "Argentina"})

�� Create countries and connect them to the Himalayas
CREATE (himalayas)-[:COVERS]->(india:Country {name: "India"})
CREATE (himalayas)-[:COVERS]->(china:Country {name: "China"})
CREATE (himalayas)-[:COVERS]->(nepal:Country {name: "Nepal"})
CREATE (himalayas)-[:COVERS]->(bhutan:Country {name: "Bhutan"})
CREATE (himalayas)-[:COVERS]->(myanmar:Country {name: "Myanmar"})
CREATE (himalayas)-[:COVERS]->(pakistan:Country {name: "Pakistan"})
CREATE (himalayas)-[:COVERS]->(afghanistan:Country {name: "Afghanistan"})

�� Additional information
CREATE (andes)-[:KNOWN_FOR]->(mountainClimbing:Concept {name: "Mountain Climbing"})
CREATE (himalayas)-[:KNOWN_FOR]->(mountainClimbing)

�� Information about height
CREATE (andes)-[:HAS_PROPERTY]->(height:Property {name: "High Altitude"})
CREATE (himalayas)-[:HAS_PROPERTY]->(height)
���

[Task]:
{Question}:

Figure 3: Prompt for pseudo-graph. We partially omit the section involving generated code due to the large number
of lines it occupies.
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[Task description]:
Please based the "gold graph" below deleting redundant content from "graph to fix" and adding missing content from "graph tofix" to help me solve the [problem], follow the format in [Example]:
[Example]:
[problem]: "Who has the largest area of the Great Lakes in the United States？"
"gold graph": 
[entity_0]:
<Lake Superior> <area> <82350>
<Lake Superior> <connects with> <Keweenaw Waterway>

[entity_1]:
<Lake Michigan> <area> <57750>
<Lake Michigan> <part of> <Lake Michigan–Huron>

[entity_2]:
<Lake Huron> <area> <59600>

[entity_3]:
<Lake Ontario> <area> <18529>
<Lake Ontario> <inflows> <Niagara River>
<Lake Ontario> <inflows> <Millhaven Creek>
<Lake Ontario> <inflows> <Black River>

[entity_4]:
<Lake Erie> <area> <25700>
<Lake Erie> <length> <388>

[entity_5]:
<Dongting Lake> <area> <4350>

"graph to fix":
<Lake Superior> <AREA> <82000>
<Lake Michigan> <AREA> <58000>
<Lake Huron> <AREA> <23000>
<Dongting Lake> <AREA> <259430>

"Fixed graph":
<Lake Superior> <area> <82350>
<Lake Michigan> <area> <57750>
<Lake Huron> <area> <59600>
<Lake Ontario> <area> <18529>
<Lake Erie> <area> <25700>

[Example]:
[problem]:  "What is the population of China?"
"gold graph": 
[entity_0]:
<China> <population> <1375198619>
<China> <population> <1442965000>
<China> <population> <1443497378>

[entity_1]:
<United States of America> <population> <332278200>
<United States of America> <population> <331449281>

"graph to fix":
<China> <Number of population> <1463725000>

"Fixed graph":
<China> <population> <1443497378>

[Task]:
Please based the [Example] above deleting redundant content from "graph to fix" and adding missing content from "graph to fix" with the "gold graph" to help me solve the [problem]. 
Please note that you only need to extract the information necessary for me to solve the [problem], thank you!
If "graph to fix" has triples that are not in the "gold graph", just delete them!
If "graph to fix" has triples that are conflict with the "gold graph", replace them with the ones in the "gold graph".!
If there are time-varying triples such as "<China> <population> <1443497378>", the "gold graph": will already have these triplesin chronological order, so you can just pick the last one that 
comes up.
[problem]:

Figure 4: Prompt for pseudo-graph Verification

[Task description]:
Please use the [problem] below to answer the [question], follow the format in [Example], you need to mark your answer with "{}":
[Example]:
[problem]: "What is the population of China?"
[graph]:
<China> <population> <1442965000>
<China> <population> <1443497378>
<United States of America> <population> <331449281>
[answer]: Based on the [graph] above, the population of China is {1443497378}.

[Example]:
[problem]: "Who has the largest area of the Great Lakes in the United States？"
[graph]:
<Lake Superior> <area> <82350>
<Lake Michigan> <area> <57750>
<Lake Huron> <area> <59600>
<Lake Ontario> <area> <18529>
<Lake Erie> <area> <25700>
[answer]: Based on the [graph] above, the largest of the Great Lakes is {Lake Superior} which area is 82,350.

[Task]:
If there are time-varying triples such as "<China> <population> <1443497378>", the [graph] will already have these triples in chronological order, so you can just pick the last one that comes up.
You need to mark the answer entity to the question with "{}".
If [graph] has no triples, answer with your own knowledge.
[problem]:

Figure 5: Prompt for answer generation
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[ground graph]:
[entity_0]:
<Stevie Wonder> <description> <American musician (born 1950)>
<Stevie Wonder> <sex or gender> <male>
<Stevie Wonder> <occupation> <singer-songwriter>
<Stevie Wonder> <occupation> <record producer>
<Stevie Wonder> <occupation> <singer>
<Stevie Wonder> <occupation> <pianist>
<Stevie Wonder> <occupation> <vocalist>
<Stevie Wonder> <occupation> <music arranger>
<Stevie Wonder> <occupation> <drummer>
<Stevie Wonder> <discography> <Stevie Wonder discography>
<Stevie Wonder> <Commons category> <Stevie Wonder>
<Stevie Wonder> <instance of> <human>
<Stevie Wonder> <image> <Stevie Wonder 1973.JPG>
<Stevie Wonder> <genre> <rhythm and blues>
<Stevie Wonder> <genre> <soul music>
<Stevie Wonder> <genre> <funk>
<Stevie Wonder> <genre> <jazz>
<Stevie Wonder> <genre> <blues>
<Stevie Wonder> <genre> <pop music>
<Stevie Wonder> <ISNI> <0000000108675094>
<Stevie Wonder> <record label> <Motown>
<Stevie Wonder> <social media followers> ��1180000>

[entity_1]:
<Kati Kovács> <description> <Hungarian recording artist; actress and singer>
<Kati Kovács> <instance of> <human>
<Kati Kovács> <occupation> <singer>
<Kati Kovács> <occupation> <actor>
<Kati Kovács> <occupation> <lyricist>
<Kati Kovács> <occupation> <recording artist>
<Kati Kovács> <image> <KovacsKatiKossuth-díj.jpg>
<Kati Kovács> <Commons category> <Kati Kovács>
<Kati Kovács> <ISNI> <0000000369547648>
<Kati Kovács> <genre> <jazz>
<Kati Kovács> <genre> <pop rock>
<Kati Kovács> <genre> <folk rock>
<Kati Kovács> <record label> <Hungaroton>
<Kati Kovács> <sex or gender> <female>
<Kati Kovács> <discography> <Kati Kovács discography>

[graph]: 
<Madam Satan> <HAS_PROPERTY> <Music Genre>
<Music Genre> <VALUE> <Jazz>
<Madam Satan> <HAS_PROPERTY> <Type>
<Type> <VALUE> <Nightclub>
<Madam Satan> <HAS_PROPERTY> <Capacity>
<Capacity> <VALUE> <500>
<Madam Satan> <LOCATED_IN> <Philadelphia>

Verification was not 
possible due to 
incorrect pruning of 
the correct entity.

Figure 6: Wrong pruning of the right entity.

[ground graph]: 

[graph]: 
<Francis Galton> <PUBLISHED> <Natural Inheritance>
<Francis Galton> <PUBLISHED> <Inquiries into Human Faculty and Its Development>
<Francis Galton> <PUBLISHED> <Hereditary Genius>
<Francis Galton> <INFLUENCED> <Anthropometry>
<Francis Galton> <INFLUENCED> <Psychometrics>
<Francis Galton> <INFLUENCED> <Statistics>
<Francis Galton> <INFLUENCED> <Eugenics>
<Karl Pearson> <WORKED_IN> <Statistics>
<Charles Davenport> <WORKED_IN> <Eugenics>
<Alfred Binet> <WORKED_IN> <Psychometrics>
<Harry Hollingworth> <WORKED_IN> <Psychometrics>

Prune too much

Figure 7: The threshold is too high, making all entities pruned.
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[ground graph]: 

[entity_0]:
���

<Pink Floyd> <has part(s)> <Syd Barrett>
<Pink Floyd> <has part(s)> <David Gilmour>
<Pink Floyd> <has part(s)> <Nick Mason>
<Pink Floyd> <has part(s)> <Roger Waters>
<Pink Floyd> <has part(s)> <Richard Wright>
<Pink Floyd> <has part(s)> <Bob Klose>
<Pink Floyd> <social media followers> ��3359811>
<Pink Floyd> <social media followers> ��3447531>

[graph]:
���

<Pink Floyd> <FORMATIONDATE> <1965>
<Pink Floyd> <HAS_MEMBER> <David Gilmour>
<Pink Floyd> <HAS_MEMBER> <Roger Waters>
<Pink Floyd> <GENRE> <Rock>
<Pink Floyd> <RELEASED> <The Piper at the Gates of Dawn>
<Pink Floyd> <RELEASED> <A Saucerful of Secrets>
<Pink Floyd> <INFLUENCED_BY> <The Beatles>
<Pink Floyd> <RELEASED> <More>
<Pink Floyd> <HAS_MEMBER> <Syd Barrett>
<Pink Floyd> <HAS_MEMBER> <Nick Mason>

Six answers

Missing

[ground graph]: 
<Queen> <FORMATIONDATE> <1970>
<Queen> <HAS_MEMBER> <John Deacon>
<Queen> <HAS_MEMBER> <Brian May>
<Queen> <HAS_MEMBER> <Freddie Mercury>
<Queen> <HAS_MEMBER> <Roger Taylor>
<Queen> <GENRE> <Rock>
<Queen> <INFLUENCED_BY> <The Beatles>
<Queen> <RELEASED> <Sheer Heart Attack>
<Queen> <RELEASED> <Queen II>
<Queen> <RELEASED> <Queen>

Still Missing

Figure 8: LLM error verification.
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