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Abstract

AI value alignment efforts increasingly emphasize value pluralism, but implementing
value pluralism itself involves contested choices. This paper introduces a two-level frame-
work distinguishing between first-order value choices (implementing specific accounts
of values) and second-order value choices (determining the legitimacy of these first-order
value selections and implementations). I argue that genuine pluralistic value alignment
requires explicit engagement with both levels. While first-order choices involve defining
and measuring values, second-order choices address who has legitimate authority to
make first-order value decisions and through what processes. The framework yields two
critical insights by decomposing value pluralism into distinct components. First, it helps
prevent “pluralistic value-washing” where superficial appeals to insignificant pluralism
could mask fundamentally monistic alignment approaches. Second, it reveals that there
is no single “correct” implementation of value pluralism — attempts to converge on
“pluralism” as a universal good approach fundamentally contradict pluralistic principles
themselves. To enable more meaningful tracking of pluralistic value alignment in both
single and multi-agent AI systems, I propose developing "value cards" based on the
components of this normative framework.

Figure 1: Outline of normative infrastructure for pluralistic value alignment
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1 Introduction

How can we specify and justify human values as targets for aligning AI models and agents in a
manner that is both legitimate and theoretically robust enough to account for value pluralism in diverse
societies and communities? To address this challenge, I propose a normative infrastructure with a
two-level framework (see Figure 1) that distinguishes between first-order value choices (implementing
specific accounts of values) and second-order value choices (determining the legitimacy of these first-
order selections and implementations). This infrastructure addresses three fundamental normative
challenges. At the first-order level, we face: (1) The complexity of determining the grounds and
carriers of values — identifying their nature,2 their origins, vehicles of transmission, and value-holders.
(2) The necessity of accommodating value pluralism and developing prioritization mechanisms —
recognizing conflicting values and creating methods to adjudicate among them. At the second-order
level, we face: (3) The challenge of normative justification — establishing legitimate bases for the
chosen first-order values that can withstand rigorous scrutiny from relevant authorities.

The normative infrastructure framework is rigorous in that it draws on philosophical [9, 47, 1, 10,
14], psychological [21, 45, 25], and economic [18, 25, 4] theories of values. Each dimension of the
framework tackles specific aspects of the three identified challenges: Criterion and Origin address the
complexity of determining and identifying the grounds and carriers of values (challenge 1). Mea-
surement, representation, and aggregation accommodate value operationalization and prioritization
by quantifying value adherence and integrating multiple value systems (challenge 2). Legitimacy
addresses normative justification by providing a basis for the authority of the level one dimensions in
diverse contexts (challenge 3).

Values’ normative infrastructure serves as a placeholder. In practice, each of its dimensions should be
instantiated with concrete instances to operationalize specific contexts and value systems. Figure 1
shows a non-exhaustive list of possible variable instantiation. The choice of a specific instantiation
significantly influences alignment of AI. Moreover, the implementation of aligned AI systems
based on these instantiations can, in turn, reinforce and propagate specific value systems within
society. Based on this two-level normative infrastructure, it remains unclear whether recent pluralistic
alignment efforts can withstand legitimate scrutiny of their claims to genuine value pluralism. To
situate the novelty of the normative infrastructure framework in the context of pluralistic AI value
alignment, I begin by briefly reviewing recent work on this topic.

Related recent work. Research on AI value alignment spans philosophical and theoretical founda-
tions as well as empirical investigations. Since 2010, AI researchers have advanced value alignment
from theoretical results to practical approaches [24, 15]. This progress accelerated with developments
in Large Language Model (LLM), including constitutional AI approaches [5] or instruction-tuning
methods like InstructGPT [40], all of which demonstrated empirical methods to make AI systems
more reliably aligned with human instructions or preferences. In the philosophical domain, Gabriel
[22] explored fundamental normative considerations, while Kasirzadeh and Gabriel [32] advanced a
pluralistic, context-sensitive framework emphasizing principles and norms as value carriers. These
philosophical insights have informed subsequent empirical work [36, 41, 37]. Parallel empirical
studies have also been developed independently. For instance, Askell et al. [5] introduced and
empirically investigated alignment with a plurality of “HHH” values: helpful, honest, and harmless.
Anthropic [2] conducted a public input process with 1,000 Americans to draft AI alignment rules
(rules as carriers of values), while Bergman et al. [8] proposed a community-centered methodology
for norm elicitation. Recent work has explored alternatives to conventional preference-based methods
for AI value alignment. For instance, Klingefjord, Lowe, and Edelman [35] instroduced moral graphs
as alignment targets, while Sorensen et al. [46] proposed the measurement of pluralism encodings
and benchmarks. Kirk et al. [34] gathered diverse human feedback to inform multicultural alignment
norms. Zhi-Xuan et al. [48] and Casper et al. [13] offered critiques of preference-based approaches,
proposing robust principles as alternatives.

Contribution. While prior work has advanced our understanding of AI value alignment, the field
lacks a rigorous theory for operationalizing value pluralism. Current efforts, while promising, still
fall short of fully addressing the complex interplay between the multi-dimensional aspects of values
and legitimacy sources that genuine value pluralism demands. I take a few steps in addressing this

2The term “nature" here includes both metaphysical considerations (the ontological status of values) and
practical/functional aspects (how values manifest and operate in real-world contexts).
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gap by (1) developing a normative infrastructure framework for AI value alignment and (2) proposing
the development of “value cards” that contain both qualitative and quantitative content based on each
component of this infrastructure.

2 Plurality of human values and AI value alignment

AI value alignment is the field of study and practice devoted to ensuring that artificial intelligence
systems adhere to (e.g., are optimized for) human values (e.g., goals or objectives) [43, 22, 38]. AI
value misalignment occurs when AI behaviors and outputs deviate from their intended alignment
targets, potentially undermining the human values they were designed to uphold [12, 29]. A key
subset of this field is LLM alignment, which specifically addresses the alignment of LLMs with
human values — whether expressed as "developer intention" [30] or "user intent" [40, 5, 33, 3], as
two examples.

Classically, most empirical approaches to LLM value alignment have focused on shifting model
behaviors to reflect the values of developers or a narrow set of preference providers. Research has
found these approaches can shift model preferences according to the demographics of preference
providers [44, 6]. However, when even US only sample populations disagree on core norms and
values [2], it is even “impossible that one can train a system that is aligned to everyone’s preferences
at once" [40]. As compute requirements [31] and concerns around AI safety [27, 19, 3] grow, the
tendency towards centralization of control of these processes increasingly escalate [11]. This has led
to a desire to develop alignment benchmarks along several philosophical axes [26]. However, even
in such work, the philosophical underpinnings as well as broader understanding of practical moral
reasoning, prioritizes Western perspectives [28].

In response, AI developers and researchers have started to recognize the importance of redistributing
epistemic power and ensuring democratic legitimacy in AI alignment, particularly through the
integration of public value inputs. Recent efforts by organizations like OpenAI [20], Anthropic [2],
and Google DeepMind [8] to distill and elicit opinions from samples of the general population external
to the companies can signify a departure from the developer-centric model of value alignment. Despite
these attempts, it remains fundamentally unclear how to navigate the vast design space of possibilities
for integrating a plurality of values into LLM-based technologies in a way that is theoretically robust
and legitimate. One core reason for this lack of clarity is the absence of a systematic treatment of
value pluralism in the context of AI alignment. To address this gap, we draw on philosophical [9,
47, 1, 10, 14], psychological [21, 45, 25], and economic [18, 25, 4] theories of personal, social, and
cultural values and propose a formal definition of pluralistic values — i.e., the target of AI alignment.

(I) An alignment target is a measurable representation M of aggregated criteria C,
specified by value originators O, combined through an aggregation process A, and
validated according to legitimacy principles L.

Criterion C. Values are concretized in terms of specific criteria. Take "harmlessness" as a value
in AI systems: we might represent it through criteria such as safety guidelines (avoiding dangerous
information or instructions), truthful representation (not deceiving or misleading users), and risk
mitigation (preventing potential negative impacts). Harmlessness in an LLM might be represented
through refusing to generate harmful content, providing appropriate content warnings, and maintain-
ing consistent safety boundaries across interactions. Generally, criteria can steer the model in different
ways: in terms of high-level behavioral principles like "Don’t provide information hazards" [39] to
specific guidelines like "Please choose responses that are as harmless and ethical as possible" [7].
Some approaches focus on eliciting values via preference-based criteria, such as "Choose responses
that avoid implying preferences or feelings" [23]. In each case, whether in general AI systems or
language models, criteria serve as concrete, actionable instantiation and representation of abstract
values.

Origin O. The specification of criteria raises the question: “Who gets to decide?” Consider three
philosophical perspectives: Contractarian approaches (following Rawls) would suggest criteria for
harmlessness should emerge from a hypothetical agreement under fair conditions; Deliberative
democracy theorists (like Habermas) argue for harm prevention criteria developed through inclusive
public discourse; while Capability theorists (like Sen and Nussbaum) emphasize the importance of
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involving marginalized voices in defining what constitutes harm and safety. In practice, current AI
development shows varying approaches to this challenge — from developer-centric specifications
[7] to broader public consultations [2]. Each approach implicitly takes a position on fundamental
questions of moral epistemology: Can expertise about harm prevention be concentrated in a few?
Should safety criteria emerge from democratic processes? How do we balance expert knowledge
with public values?

Measurement M . To make criteria actionable for AI systems, we must measure them [4, 25].
In current practice, values are typically measured through revealed preferences (actual choices
people make) or stated preferences (what people say they prefer). For example, when measuring
"harmlessness" in language generation, we might use revealed preferences through user rejection data
(which outputs users flag as problematic or unsafe), stated preferences through explicit safety feedback
forms ("rate how safe/appropriate this response is"), or comparative judgments where evaluators
assess the relative safety of alternative model outputs (e.g., "Which response better avoids potential
harm?"). AI systems are aligned with these measurements through various technical approaches:
from direct preference learning [42], where models learn directly from human safety assessments, to
reward modeling based on user harm ratings [15]. Each measurement approach emphasizes different
aspects of harmlessness evaluation — revealed preferences might show what content users actually
find harmful but miss subtle safety concerns, while stated preferences might reveal more careful
considerations about potential harms (such as identifying subtle manipulation or long-term societal
impacts) but can be distorted when people report what they think they should say rather than their
genuine safety concerns.

Aggregation A. When dealing with multiple values, two fundamental issues arise. First, are these
values truly commensurable? Can we meaningfully compare, for instance, different dimensions of
harmlessness—such as preventing direct misinformation versus avoiding unintended downstream
harms? Various arguments have been made about some values existing in fundamentally different
domains - like trying to compare the "weight" of safety with the "length" of utility [14, 1]. Second,
what happens when values inevitably conflict [10, 1]? When harmlessness (avoiding potential risks)
clashes with helpfulness (providing comprehensive information), how do we proceed? Two major
theoretical approaches can be used to handle these challenges. The first proposes structured hierarchies
of values [21, 45]. In this context, we must examine whether “harmlessness” is fundamental enough
as a core value, or whether it should be decomposed into more precise concepts such as “non-
maleficence,” “safety,” or “risk prevention.” The second approach could embrace situational flexibility
[47, 9], suggesting that some values must be assessed qualitatively through deliberation and judgment
rather than reduced to numerical scores. For instance, in LLMs, how do we balance being maximally
safe (refusing to engage with potentially risky topics) with being genuinely helpful (providing accurate
information about sensitive but important subjects)? Several methods are available such as Pareto
optimization for balancing multiple objectives [46], social choice theory for aggregating different
safety preferences [16], or Delphi-based consensus methods for stakeholder value integration [17],
each with their own baggage of assumptions and limitations.

Legitimacy L. All the pluralistic choices discussed above — from defining harmlessness criteria to
selecting measurement approaches to resolving value conflicts — fundamentally depend on what we
accept as legitimate sources of authority in AI alignment decisions. For instance, when deciding how
to measure harmful content, or how to balance harmlessness against other values like helpfulness
or truthfulness, the key question becomes: How should we decide about particular methods as
authoritative? Legitimacy can come from various sources, each with distinct implications. These
include democratic processes (citizen assemblies determining safety standards), expert consensus
(ethics boards with diverse disciplinary expertise defining harm), legal compliance (adhering to
content regulation laws), or societal and cultural norms (different cultural interpretations of harmful
content).

The legitimacy of these choices becomes crucial for the entire pluralistic value alignment effort.
Consider how different models for resolving value conflicts derive their legitimacy: constitutional
AI approaches might prioritize pre-defined safety rules, while debate-based approaches let AI
systems argue for the safest course of action. Amplification methods scale up human judgments
about harm, while market-based approaches aggregate user preferences about safety. Each model
implicitly claims different sources of legitimacy — from developer expertise to emergent consensus.
Legitimacy is not just about technical validity but about societal acceptance and justification. Are our
safety measurements culturally appropriate? Do they reflect the actual experiences of communities
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potentially affected by AI harm? Have stakeholders been meaningfully involved in designing
safety metrics? Decisions about the choices of legitimacy require transparency about measurement
limitations, regular audits of safety metrics, or ongoing community feedback mechanisms about what
constitutes harm in order to avoid value pluralistic-washing.

3 Towards legitimate and rigorous pluralistic AI alignment

I outline several approaches to measuring value pluralism across the normative infrastructure dimen-
sions (Figure 1). While this workshop paper presents initial ideas, selecting and validating appropriate
measures will require extensive interdisciplinary research.

1. Criteria pluralism evaluates the diversity of value criteria in the model. Pre-design, we can
calculate the distribution of different categories of criteria for training data. Post-design, we can use a
test set of value-based dilemmas spanning various criteria to assess the model’s behavior consistency
and ability to acknowledge alternative perspectives.

2. Origin pluralism assesses the diversity of value origins. Pre-design, we can quantify the
geographical and cultural diversity of the training corpus using named entity recognition and cultural
reference identification. Post-design, we can employ a benchmark to test the model’s ability to
accurately represent and reason about values from different cultural origins. A specific instantiation
can be demographic pluralism.

3. Measurement pluralism evaluates the diversity of value measurement approaches. Pre-design,
we can analyze the training data for diverse value measurement approaches, including quantitative
and qualitative assessments. Post-design, we can use a suite of tasks to assess the model’s flexibility
and accuracy in employing different measurement approaches when evaluating scenarios.

4. Aggregation pluralism assesses the diversity of value aggregation methods. Pre-design, we can
analyze the training data for examples of value aggregation and conflict resolution, categorizing
different approaches. Post-design, we can assess the model’s ability to employ different aggregation
methods and explain its reasoning in decision-making scenarios with conflicting values. This approach
ensures the model can effectively balance and prioritize different values in complex situations.

5. Legitimacy pluralism examines the diversity of sources of normative authority. Pre-design,
we can identify and categorize sources of normative authority in the training data using, e.g., text
classification techniques. Post-design, we can evaluate the model’s ability to reason about the
legitimacy of different value claims, considering multiple sources of authority.

Epistemic pluralism supervenes on a meaningful combination of the above five measures. It assesses
the model’s ability to recognize and work with diverse ways of knowing, reasoning, and justifying
beliefs. Pre-design, we analyze the training corpus to quantify the distribution of different epistemic
sources and reasoning styles. Post-design, we evaluate the model’s ability to approach problems
from multiple epistemic perspectives, acknowledge different ways of knowing, and avoid unjustified
privileging of one epistemic approach over others.

Components of normative infrastructure can be synthesized into "value cards" — structured repre-
sentations that capture how values shape AI as a normative technology and facilitate value sharing
between AI systems. Each value card documents a value’s multi-dimensional nature, including its
criteria, measurement approaches, aggregation methods, and legitimacy sources. Determining which
value cards suit general versus specific AI applications remains an open research question.
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