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Abstract

Content-Controllable Summarization generates001
summaries focusing on the given controlling002
signals. We propose a plug-and-play module003
RelAttn to adapt any general summarizers to004
the content-controllable summarization task in005
zero- or few-shot settings. RelAttn first iden-006
tifies the relevant content in the source docu-007
ments, and then guides the model to attend to008
the appropriate context by directly steering the009
attention weight. We further propose an unsu-010
pervised online adaptive parameter searching011
algorithm to determine the degree of control in012
the zero-shot setting, while such parameters are013
learned in the few-shot setting. Experiments on014
three backbone models show that our method015
effectively improves all the summarizers, and016
outperforms both the prompting-based method017
and a widely used plug-and-play model.1018

1 Introduction019

Abstractive summarization is the task of generating020

a concise text containing the most relevant points021

for the given document. It is a widely explored022

task that has been greatly advanced by the use of023

large-scale generative language models trained on024

large corpora. The state-of-the-art abstractive sum-025

marizers (Zhang et al., 2020; Lewis et al., 2020;026

Xiao et al., 2021; He et al., 2022) achieve good027

performances regarding both salience and fluency.028

Following a long tradition in pre-neural query-029

based summarization (Dang, 2005; Rosner and030

Camilleri, 2008), researchers have just begun to031

investigate the neural controllable summarizers,032

which are expected to generate summaries that ful-033

fill certain constraints, either on the format, e.g.034

the length (Liu et al., 2022) and style (Cao and035

Wang, 2021), or on the content (Dou et al., 2021;036

He et al., 2020), regarding specific entities, top-037

ics, and aspects. In this work, we focus on the038

content-controllable summarization task.039

1The code will be made public once published.

The task is essential in many practical settings. 040

For example, users with specific information needs 041

may be interested in different aspects or topics even 042

for the same news article. While there are several 043

large naturally annotated datasets for the task of 044

generic summarization (like news with highlights 045

and scientific papers with abstracts), no similar 046

large corpora exists for content-controllable sum- 047

marization. Furthermore, it is not financially feasi- 048

ble to annotate such a large corpus, which calls for 049

zero- or few-shot methods. To take advantage of 050

the general summarizers pre-trained on large-scale 051

datasets, we propose a simple yet effective train- 052

able plug-and-play module, RelAttn, which can 053

effectively adapt the general summarization mod- 054

els to controllable summarization in both zero-shot 055

and few-shot settings by steering attention weights. 056

Our proposal is inspired by findings in cogni- 057

tive science, namely that when performing task- 058

oriented reading comprehension tasks like question 059

answering or summarization, humans use selective 060

attention (Stevens and Bavelier, 2012; Dayan et al., 061

2000; Lavie et al., 2004), i.e., they focus on task- 062

relevant information while suppressing any distrac- 063

tions. And intriguingly selective attention can be 064

further trained to improve the reader’s reasoning 065

ability (Mccrudden et al., 2011). 066

As an essential component in the sequence-to- 067

sequence transformer models, the Cross Attention, 068

which guides the decoder to focus on a certain 069

context of the input, plays a similar role as selec- 070

tive attention. For general summarizers, the atten- 071

tion is trained to focus more on the salient content. 072

However, in the controllable summarization task, 073

given the controlling signals, the selective atten- 074

tion should focus more on the relevant parts, not 075

only the salient parts. Thus, to make the model 076

focus on the updated task-relevant information, we 077

propose to inject an adaptable Relevance Attention 078

component into Cross Attention. We combine the 079

Relevance and the Cross Attention with an adapt- 080
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able weight, determining how much controlling081

is needed. Inspired by Minimum Bayes Risk De-082

coding methods(MBRD, Suzgun et al. (2022)), we083

further propose an online adaptive hyper-parameter084

search algorithm (OS), which can be used to de-085

termine the degree of control for each single data086

example in fully unsupervised settings.087

One close task explored recently is guided sum-088

marization (Dou et al., 2021; He et al., 2020;089

Narayan et al., 2021), with predicted or oracle key-090

words as the guidance. However, such guidance091

enhances the model ability to identify the salient092

content, therefore, improving the faithfulness of093

generated summaries, instead of making the model094

focus on the relevant content (Maddela et al., 2022).095

We evaluate our method on two new annotated096

datasets (Maddela et al., 2022; Bahrainian et al.,097

2022), consisting of human-written summaries as-098

sociated with different controlling signals. Exper-099

iments in both zero- and few-shot settings show100

that our module improves the performance of three101

summarizers (Lewis et al., 2020; Zhang et al.,102

2020; He et al., 2020) on both datasets, and our103

method outperforms or performs similarly to previ-104

ous prompting-based methods and a plug-and-play105

method. Tellingly, more benefit is observed in the106

scenarios when higher degree of control is needed.107

2 Related Work108

2.1 Controlled Generation109

Recent works on Controlled Text Generation ei-110

ther add a prefix/prompt at the beginning of the111

input (Keskar et al., 2019) or add a plug-and-play112

component to the large model (Dathathri et al.,113

2020; Krause et al., 2021; Yang and Klein, 2021).114

In particular, PPLM (Plug-and-Play Language115

Model) proposed by Dathathri et al. (2020) com-116

bines an additional attribute model with a pre-117

trained unconditional language model to control118

the text generation. It uses gradient ascent on the119

LM’s hidden activations to guide the generation of120

the next token to satisfy the control while maintain-121

ing fluency. Then it is extended by Krause et al.122

(2021), who employs a generative discriminator to123

improve the efficiency. Even more recently, Yang124

and Klein (2021) instead employs the attribute mod-125

els to re-weight the output distribution of the LM126

considering an estimation on the controlling satis-127

faction of the partially generated text at each decod-128

ing step, archiving similar results. In this work, we129

compare our method with PPLM (Dathathri et al.,130

2020) on the datasets for the content controllable 131

summarization task. 132

2.2 Controllable Summarization 133

Although generic summarization has received 134

much-renewed attention in the deep-learning era 135

(Zhang et al., 2020; Xiao et al., 2021; He et al., 136

2022; Chen et al., 2022), neural controlled summa- 137

rization is still largely unexplored. In essence, there 138

are mainly two kinds of controlling aspects: the for- 139

mat of generated summaries (e.g. length (Liu et al., 140

2022) or simplicity (Cao and Wang, 2021) ) or the 141

content of the generated summaries (e.g. regard- 142

ing specific entities and topics they should focus 143

on, queries or questions they should answer). Re- 144

cently, Zhang et al. (2022) propose a benchmark for 145

controlled summarization with multiple attributes, 146

and GPT-like models have been applied with lim- 147

ited success to the aspect-based summarization task 148

(Goyal et al., 2022). Closely relevant to content- 149

controllable summarization, most recent works fo- 150

cus on the guided-summarization task. Specifically, 151

one extracts the oracle entities or keyphrases from 152

the ground-truth summaries, which are then used 153

to guide the generation of the summaries. For ex- 154

ample, Dou et al. (2021) uses an additional encoder 155

to encode the guidance signals, with partial param- 156

eters shared with the original document encoder. In 157

another line of research, He et al. (2020) propose a 158

pre-training strategy prepending the source docu- 159

ments with the oracle keywords as a prompt, and 160

Narayan et al. (2021) train the model to first predict 161

an entity chain before predicting the final summary. 162

However, different from the content-controllable 163

summarization, the injection of those keywords en- 164

hances the model to find the most important content 165

which improves the models’ faithfulness, rather 166

than making the model focus on relevant content 167

in the context (Maddela et al., 2022). 168

Recently, Bahrainian et al. (2022) have collected 169

a human-annotated topic-focused summarization 170

dataset NEWTS. It was created by sampling from 171

the CNNDM dataset using the topic information 172

as the controlling signal. Similarly, Maddela et al. 173

(2022) have introduced a human-annotated dataset 174

EntSUM for entity-centric summarization. We eval- 175

uate our proposed method on these two datasets. 176

3 RelAttn: A Plug-and-Play Module 177

The content-controllable summarization task can 178

be defined as follows: given a document with n 179
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Figure 1: The illustration of the RelAttn module. The Relevance Attention is injected into the Cross Attentions with
wrel, indicating the degree of control. In the few-shot settings, Qrel and Krel are trainable linear projections.

tokens, D = {d1, d2, ...dn}, and controlling as-180

pects CA = {ca1, ca2, ...cak}, which can be a se-181

quence of words, entities or key-phrases indicating182

the content of interest, the objective is to generate183

a summary that focuses on the controlling aspects.184

Our main idea is to inject the Relevance Atten-185

tion, indicating how important each input token is,186

into the Cross Attention of the transformer-based187

summarizers. The objective is to guide the model188

to ‘pay more attention’ to content relevant to the189

controlling aspects.190

3.1 Cross Attention191

There are three kinds of attention in a sequence-
to-sequence transformer model - Encoder Atten-
tion, Decoder Attention, and Cross Attention. The
Cross Attention, in particular, is used by the de-
coder to refer to the input sequence. As shown in
Figure 1(right), in each cross attention head with
model dimension dim, suppose hdecj ∈ R1×dim is
the output of the previous layer of the decoder at
the decoding step j, and henc ∈ Rn×dim is the out-
put of the last layer in the encoder, then the cross
attention vector is computed as:

CroAttnj = Softmax(Q(hdecj ) ·K(henc)T )

where Q(·) and K(·) are the query and key vectors192

respectively, and CroAttnj ∈ R1×n indicates the193

attention over the input tokens, with higher atten-194

tion values on input tokens influencing more the195

generation of the current token.196

3.2 Relevance Attention197

To adapt the models to the controllable summa-198

rization task, we propose Relevance Attention to199

identify the relevant content in the input. And then200

such attention is injected into Cross Attention in all 201

the heads, making the model focus on the content. 202

Specifically, as shown in Figure 1 (left), we de- 203

note the representation of each controlling aspect 204

token caj and input token di as rcaj and rdi , re- 205

spectively, and we directly use the embeddings of 206

each token as the representation. Then the control- 207

ling aspect with k tokens and source input with n 208

tokens can be represented as rca ∈ Rk×dim and 209

rd ∈ Rn×dim, respectively. The relevance atten- 210

tion RelAttn is computed either based on the dot 211

product of the representations in the zero-shot set- 212

tings or that of the key and query vectors learned 213

in few-shot settings, i.e. 214

(Zero-shot)Rel = rca · rTd 215

(Few-shot)Rel = Qrel(rca) ·Krel(rd)
T 216

RelAttn = Softmax(
∑
k

Rel) 217

, where Qrel(·) and Krel(·) are the query and key 218

vectors in the proposed RelAttn component. The 219

resulting Rel ∈ Rk×n represents the relevance of 220

every source document token with every control- 221

ling aspect token, thus
∑k

1 Rel ∈ R1×n represents 222

the overall relevance score of the source document 223

tokens. In summary, RelAttni measures how rel- 224

evant the i-th input token is with the controlling 225

aspects, and the model is encouraged to focus more 226

on the relevant content. 227

As shown in Figure 1 (middle bottom), the rele- 228

vance attention matrix is then combined with the 229

original cross attention matrices of every attention 230

head with a relevance weight wrel, representing 231

how much controlling is conducted, i.e. 232

CroAttnrel
j = wrelRelAttn+ (1− wrel)CroAttn 233

outputj = CroAttnrel
j · V (henc) 234
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Dataset # Examples # Src Doc #Summ/Doc Len(doc) Len(summ) Ctrl Asp.

NEWTS 4800/1200 2388/574* 2 539 67 Topic Info
EntSUM 734/1994 164/481 1-18 861 95 Entity

Table 1: The statistics of both datasets.

, where V (·) represents the value vector in the235

Cross Attention, and CroAttnj ∈ R1×n is the236

original cross attention over all the source input237

tokens at decoding step j. Thus, the final out-238

put is computed using the updated cross attention239

CroAttnrel
j with the proposed Relevance Atten-240

tion included.241

Gaussian Smoothing: To enhance the model’s242

awareness of the context surrounding relevant243

words, we introduce Gaussian smoothing to the244

Relevance Attention module. This helps prevent245

attention vectors from becoming overly focused on246

highly related words, such as those identical to the247

controlling aspects, particularly in zero-shot set-248

tings. This approach aligns with recent research on249

attention weight smoothing (Lohrenz et al., 2022;250

Maekaku et al., 2022).251

3.3 Determine the Degree of Control252

In essence, wrel is a hyperparameter indicating253

how much influence the controlling aspects are254

supposed to have on the model. In this section, we255

introduce practical ways to determine the value of256

wrel in both zero-shot and few-shot settings.257

3.3.1 Zero-shot: Online Adaptive Parameter258

Selection259

In previous works, hyper-parameters like wrel are260

usually set according to the performance on a small261

validation set (Zheng and Lapata, 2019), but this is262

not feasible for zero-shot. Also, different degrees263

of control may be needed, which requires different264

wrel for each data example. We, therefore, propose265

an online adaptive parameter selection algorithm266

(OS) to select wrel for each single data example,267

inspired by the recent works on Minimum Bayes268

Risk Decoding (MBRD, Suzgun et al. (2022)).269

The key idea is to find the ‘central’ summary
over a candidate set containing the summaries gen-
erated by the model with different wrel.2 Specifi-
cally, for each data example i, we generate n can-
didate summaries with different wrel to form a can-
didate pool Ci

{wrel} = {Si
wrel

}. And then for each
candidate, we compute an alignment score with all

2We add some heuristic constraints to ensure the sum-
maries in the candidate set are of reasonable quality. The
details can be found in Section 5.1

the other candidates. We finally pick the wrel with
the summary having the highest alignment score
with other candidates, i.e.

w̄i
rel = argmax

wrel

1

|Ci
{wrel}|

∑
y∈{wrel}

a(Si
y, S

i
wrel

)

In this way, the chosen value for wrel is expected 270

to have a more balanced influence on the model for 271

the target data example. 272

3.3.2 Few-shot 273

In the few-shot setting, we make the model learn 274

different wrel for each head. Specifically, in each 275

head, we apply a linear layer mapping the concate- 276

nation of the representations of source documents 277

and controlling signals to a real number, followed 278

by a sigmoid activation function to convert the num- 279

ber to probability space. 280

4 Datasets and Baselines 281

4.1 Datasets 282

We use two datasets for the experiments, control- 283

ling the content of generated summaries by topic 284

information and entities. The detailed statistics of 285

the datasets can be found in Table.1.3 286

NEWTS (Bahrainian et al., 2022) is a topic- 287

oriented summarization dataset. For each article, 288

there are two human-written summaries regarding 289

two different topics, with the topics represented 290

by a sequence of topic words and phrases, along 291

with a topic sentence. The topic words and phrases 292

are selected based on their high frequency within 293

each topic, but they may not necessarily appear 294

in both the source article and the human-written 295

summaries. In our experiments, we focus solely on 296

using the topic words for simplicity. 297

EntSUM (Maddela et al., 2022) is an entity- 298

centric summarization dataset, where each exam- 299

ple contains a document, an entity, and a human- 300

written summary regarding the entity. The given 301

entity is not necessarily central in the source docu- 302

ment. The original dataset is test-only, for hyper- 303

parameter search and few-shot experiments, we 304

randomly split the dataset into train/test sets. 305

3There are some duplicates in the NEWTS dataset, so the
number of unique documents is slightly different from the
expected number.
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More details of the datasets are in Appendix A.306

4.2 Models307

To evaluate the effectiveness of our method, we use308

three pre-trained models as the backbone model,309

including a pre-trained model for general summa-310

rization (PEGASUS), a model fine-tuned for the311

general summarization task (BART-CNNDM, or in312

short BART4), and a model trained for conditional313

summarization task (CTRLsum).314

In previous studies (Bahrainian et al., 2022), in-315

corporating keywords as prompts has proven to be316

a successful approach for adapting a general sum-317

marizer to controlled summarization tasks, despite318

its simplicity. Therefore, we employ this efficient319

prompting-based method as a baseline in our ex-320

periments (-CA+Doc).321

Besides, we also compare our method with the322

three backbone models, when they are extended323

with a widely used plug-and-play module (PPLM,324

Dathathri et al. (2020). The details of the models325

can be found in Appendix B.326

5 Experiments and Analysis327

5.1 Settings and Implementation328

For all the pre-trained models (PEGASUS, BART-329

CNNDM, and CTRLsum) used in this paper, we330

directly use the publicly available checkpoints5.331

In the zero-shot setting, the relevance weight332

wrel is selected in three ways, as listed below, from333

a candidate set, which contains all the 30 numbers334

within the range [0.01, 0.30] with a step size 0.01.335

And we also add several heuristic constraints to336

ensure the summaries generated by wrel in the can-337

didate sets are reasonable: we remove all the candi-338

date summaries with too many repeated words and339

the summaries distracted too much 6, and we also340

remove all the duplicated summaries. 7341

RelAttn(Val): wrel is a fixed number shared for342

the whole dataset, set based on the performances on343

a randomly sampled validation set with size 100.344

RelAttn(OS): wrel is determined for each single345

data example using the online selection algorithm346

4All ‘BART’ mentioned refer to ‘BART-CNNDM’
5https://huggingface.co/models
6By practice, we remove the summaries with unique word

ratios less than 0.6 and with word overlap less than 0.2 with
the generated summary without control.

7We set the upper bound to be 0.30 for computational
efficiency, and by observation, for most of the data examples,
the real upper bound for the filtered candidate set is below
0.30.

introduced in Section 3.3.1. We use ROUGE-1 as 347

the alignment score in the OS algorithm. 348

RelAttn(OS-oracle): wrel is set to be the 349

number with which the summaries have the best 350

ROUGE score with the ground-truth summaries. 351

As such, it shows the empirical upper bound of 352

the RelAttn model in the zero-shot setting.8 More 353

detailed settings are discussed in Appendix C. 354

5.2 Zero-Shot Results 355

We evaluate all models on the two datasets in the 356

zero-shot setting using ROUGE scores (Lin, 2004) 357

and BERTScore (Zhang* et al., 2020) as evalua- 358

tion metrics. The results in Table 2 are organized 359

in separate blocks for each of the three backbone 360

models. 361

The scores between the general and controlled 362

reference summaries, as shown in the first row, are 363

notably low for both datasets. This suggests that 364

the controlled summaries differ significantly from 365

the general summaries. 366

RelAttn generally helps. With the proposed 367

RelAttn module (-Doc v.s. +RelAttn), the perfor- 368

mances of all three models on both datasets im- 369

prove except for the CTRLsum on the NEWTS 370

dataset, and most of the improvements are signif- 371

icant. In essence, the RelAttn module is more ef- 372

fective for all three models on the EntSUM dataset, 373

and the reason might be that as the dataset is more 374

extractive, paying attention to the correct context 375

brings a more obvious improvement. 376

Simply adding the controlling aspect as a 377

prompt provides limited help. Prompting-based 378

method (-CA+DOC v.s. -DOC) often improves the 379

model within a small margin, but sometimes even 380

hurts the performance. 381

Pre-training for guided summarization does 382

not always lead to a performance gain on the 383

controllable summarization task. Overall, CTLR- 384

Sum does not dominate the other two models, 385

which shows that the model pre-trained for the 386

guided summarization task may not be directly ap- 387

plied to the controllable summarization task. 388

Unsupervised OS algorithm for flexible wrel 389

outperforms fixed number selection. Except for 390

the PEGASUS model on the NEWTS dataset, using 391

the unsupervised OS algorithm to select wrel for 392

each data example yields better performance than 393

using a fixed number based on a small validation 394

8Since we only compute it for 30 values, an even higher
bound could be possible.
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Model NEWTS EntSUM
R-1 R-2 R-LSum BERTScore R-1 R-2 R-LSum BERTScore

General Summ 28.82 7.62 23.55 84.99 27.51 9.79 18.26 84.07

PEGASUS-Doc 33.21 11.41 29.06 85.55 36.44 18.75 32.76 85.72
PEGASUS-CA+Doc 33.58 11.45 29.02 85.20 36.99 19.08 33.19 85.69
PEGASUS+PPLM(Val) 32.11 10.88 28.08 85.32 34.90 17.10 31.17 85.29
PEGASUS+RelAttn(Val) 33.37 11.50 29.28 85.59 37.49† 19.84† 33.84† 85.92
PEGASUS+RelAttn(OS) 33.23 11.33 29.20 85.43 39.02† 21.43† 35.36† 86.14
PEGASUS+RelAttn(OS-oracle) 36.87 13.53 32.35 85.97 44.90 27.33 41.14 87.10

BART-Doc 33.09 10.67 28.98 86.01 30.50 12.10 27.33 85.16
BART-CA+Doc 32.90 11.01 29.48 85.98 30.73 12.46 27.59 85.17
BART+PPLM(Val) 31.61 10.30 28.67 85.70 29.22 10.56 26.25 84.67
BART+RelAttn(Val) 33.10 11.11 29.70 86.01 33.47† 16.07† 30.55† 85.58
BART+RelAttn(OS) 33.34† 11.19 30.09† 86.06 34.42† 16.23† 31.21† 85.88
BART+RelAttn(OS-oracle) 39.48 14.95 35.58 86.81 44.83 27.76 41.57 87.54

CTRLsum* 32.57 9.58 29.06 85.52 35.97 18.56 32.69 85.96
CTRLsum+PPLM(Val) 30.32 8.31 27.23 85.26 32.40 14.33 29.18 85.10
CTRLsum+RelAttn(Val) 32.12 9.17 28.45 85.51 36.14 18.40 32.82 86.03
CTRLsum+RelAttn(OS) 32.38 9.53 28.91 85.40 37.24† 19.27† 33.71† 86.20
CTRLsum+RelAttn(OS-oracle) 37.54 12.01 33.17 85.92 45.25 27.05 41.34 87.47

Table 2: Results on both datasets in zero-shot settings with three different backbone models. The top-2 performers
(except the oracle ones) are bold. † indicates that the model is significantly better than the baseline models with
p < 0.05 by bootstrap significant test (Graham et al., 2014).

Model NEWTS EntSUM

PEGASUS-Doc 26.91 21.39
PEGASUS-CA+Doc 32.20 24.41
PEGASUS+RelAttn(OS) 28.79 25.78

BART-Doc 26.29 20.42
BART-CA+Doc 26.60 20.70
BART+RelAttn(OS) 28.90 25.95

CTRLsum 42.02 30.52
CTRLsum+RelAttn(OS) 43.56 35.72

Table 3: SimCSE between the generated summary and
the controlling aspects.

set. This indicates that different data examples395

benefit from varying degrees of control, which can396

be effectively determined by the OS algorithm.397

The performances still have a large room to398

improve with a better selection algorithm for399

wrel, as there is still a gap between the performance400

of RelAttn(OS) and RelAttn(OS-Oracle) - last row401

of each block.402

RelAttn enhances similarity between gener-403

ated summaries and controlling aspects. We404

assess the relevance of the generated summaries405

to the controlling aspects by computing the Sim-406

CSE score (Gao et al., 2021) between them, as407

shown in Table 3. The RelAttn module signifi-408

cantly improves the similarity between the gen-409

erated summaries and the controlling aspects in410

most cases, except for its application to PEGA-411

SUS on the NEWTS dataset. This deviation can412

be attributed to the tendency of the pre-trained PE-413

GASUS model to directly copy sentences from414

the source document, where the initial sentences415

are frequently copied. Consequently, the prompt416

(controlling aspects) is included in the summary,417

resulting in higher similarity with the controlling418

aspects. 419

5.3 Analysis on the Degree of Control 420

We further investigate the effectiveness of our 421

method across varying levels of required con- 422

trol. To measure the expected degree of control, 423

we utilize the similarity (ROUGE) between gold- 424

standard controlled summaries and general sum- 425

maries. Higher control is needed when the con- 426

trolled summaries differ more from the general 427

summaries. To analyze the performances of our 428

method, we divide the data examples into bins 429

based on the ROUGE-1 scores. 430

Figure 2 (left) shows the number of instances 431

where RelAttn (OS) and the prompting-based 432

method outperform each other for different levels 433

of control. RelAttn tends to perform better when 434

greater control is required, particularly when the 435

ROUGE-1 scores between general and controlled 436

summaries fall within the range of [10, 40]. 437

Next, we explore the influence of the parame- 438

ter wrel on the degrees of control (Figure 2, right). 439

The expected trend is for higher values of wrel to 440

be selected for examples requiring more control. 441

While the oracle wrel (by OS-Oracle) aligns with 442

this trend for both datasets, the average values of 443

wrel selected by the OS algorithm remain similar 444

across all bins. One possible explanation is that our 445

algorithm selects the proper wrel using the "cen- 446

tral" summary from the candidate set, which often 447

coincides with the central value. However, future 448

work can explore improving the unsupervised algo- 449

rithm by considering the distance between salient 450

and relevant content. 451
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Figure 2: Analysis on the degree of expected control (BART). Left: The number of better performers among
CA+Doc and RelAttn(OS). Right: The avg wrel of OS and -Oracle.

Model
NEWTS EntSUM

R-1 R-2 R-L R-1 R-2 R-L

Pgeasus-CA+Doc 33.63† 11.42 29.06 37.12 19.31 33.30
PEGASUS+RelAttn (Ours) 33.19 11.32 29.03 37.66† 20.25† 34.03†

BART-CA+Doc 33.65 11.26 30.09 39.45 23.32 36.23
BART+RelAttn (Ours) 34.36† 11.81† 30.67† 40.27† 24.63† 37.03†

CTRLsum 33.54 11.01 29.92 51.57 39.83 49.00
CTRLsum+RelAttn (Ours) 33.88† 11.07 30.18† 52.42† 40.65† 49.82†

Table 4: Results on both datasets in few-shot settings with three backbone models. We train all the models on 10
data examples for 5 times, sampled with the same set of random seeds, and we show the mean ROUGE scores.

5.4 Few Shot Results452

We train the prompting-based models and the Re-453

lAttn injected models using all three backbone mod-454

els on both datasets. The training is conducted with455

10 data examples, repeated 5 times. The average456

ROUGE scores are reported in Table 4. In most457

of the experiments, our method shows significant458

improvements over the prompting-based method.459

Comparing the models with the zero-shot results,460

CTRLsum makes the largest improvements, and461

PEGASUS makes the least. The reason might be462

that the guided summarizer is trained in the way463

closest to controllable summarization task, there-464

fore even a small amount of in-domain data is suf-465

ficent to adequately adapt the model to the task.466

5.5 Qualitative Analysis467

Table 5 presents the results of a real example in the468

zero-shot setting from the EntSUM dataset. The469

article discusses crimes occurring in a computer470

chat room, with the given entity being one of the471

accused suspects (James Buckley). The general472

summarizer (BART-Doc) generates a summary that473

does not mention the entity specifically, but rather474

covers the general set of crimes. In contrast, with475

the RelAttn module, the model considers the entity,476

resulting in summaries that focus on the relevant 477

content. However, if the value of wrel is exces- 478

sively large, the generated summary may consist 479

of repetitive words instead of fluent text, highlight- 480

ing the importance of selecting an appropriate wrel. 481

The trained guided-summarization model (CTRL- 482

sum) generates a summary that contains only one 483

relevant sentence, while the rest focuses on the gen- 484

eral content. Overall, the inclusion of the RelAttn 485

module appears to enhance the focus on the given 486

entity in the generated summary. 487

5.6 Human Evaluation 488

We conduct a human evaluation for zero-shot sum- 489

maries with Amazon Mechanical Turk.9 490

We randomly selected 40 examples (20 from 491

each dataset) that included two system sum- 492

maries generated by BART-CA+DOC, BART- 493

RelAttn(OS), and the reference summaries. Three 494

annotations were collected for each example. An- 495

notators were shown the original documents, con- 496

trolling aspects, and the three summaries in a ran- 497

dom order. They were asked to score each summary 498

on Relatedness, Factualness, Grammaticality, Co- 499

9More details can be found in Section E.
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Model Type Summary

Ground-truth The reporter, James Buckley, 50, of Brookhaven, who has worked for more than 20 years at WALK-FM (97.5), was arraigned on Tuesday
morning in United States District Court in Central Islip. Allen Bode, an assistant United States attorney, said in a telephone interview that
Mr. Buckley was caught trading pornography, including some hard-core material involving toddlers, with undercover agents in Germany and
the United States. Mr. Buckley faces up to 19 years in federal prison if convicted.

BART-Doc
(wrel = 0)

24 men accused of soliciting sex from detectives posing as children in computer chat rooms. In a separate case, a traffic and weather reporter
for a Long Island radio station was indicted on federal charges of possessing child pornography. All were charged with attempting to
disseminate indecent material to a minor, a felony with a maximum penalty of four years in prison. ...

BART+RelAttn
(OS-Oracle)
(wrel = 0.12)

Buckley faces up to 19 years in federal prison if convicted.Buckley has worked for more than 20 years at WALK-FM (97.5) Buckley’s
court-appointed defender, Randi Chavis, said in a telephone interview that he pleaded not guilty. Buckley was caught trading pornography,
including some hard-core material involving toddlers, with undercover agents in Germany and the United States.Buckley’s attorney declined
to comment.

BART+RelAttn
(OS)
(wrel = 0.15)

Buckley faces up to ...(same as above) declined to comment.Buckley is one of 11 men arrested after sending sexually explicit messages.

BART+RelAttn
(wrel = 0.30)

Buckley Buckley, Buckley Buckley Buckley is Buckley Buckley’s Buckley Buckley.Buckley Buckley faces Buckley Buckley was ...

CTRLsum James Buckley, 50, of Brookhaven, faces up to 19 years in federal prison if convicted. Police say they created online profiles and screen
names for fictitious boys and girls. ... autoimmune autoimmune autoimmune disease. autoimmune disease, autoimmune disease of the mind,
immune system, and body.

CTRLsum+RelAttn
(OS)
(wrel = 0.05)

James Buckley, 50, of Brookhaven, faces up to 19 years in federal prison if convicted. Buckley was caught trading pornography, including
hard-core material involving toddlers, with undercover agents in Germany and the U.S. Police say they created online profiles and screen
names for fictitious boys and girls, ages 12 to 14, and visited chat rooms operated by AOL, Yahoo and other Internet service providers. ...

Table 5: An example from the EntSUM dataset (doc_id: 1739833) with the entity James Buckley, and the full
version can be found in Table 8 in the Appendix.

Model NEWTS EntSUM
Rel Fact Gram Coh Overall Rel Fact Gram Coh Overall

Reference 5.03 5.12 5.30 4.93 4.68 5.57 6.27 5.12 5.03 4.97
BART-CA+DOC 4.85 5.87 5.52 5.37 5.08 3.67 6.13 5.78 5.53 4.13
BART+RelAttn(OS) 5.18 5.87 5.68 5.55 5.32 4.78 5.97 5.30 5.22 4.85

Table 6: Results of human evaluation on both datasets, each with 20 examples. Annotators score each summary
regarding Relatedness, Factualness, Grammaticality, Coherence and Overall quality, all the scores range within 1-7.

herence10, and Overall quality using a scale of 1-7,500

where 1 indicated very poor and 7 indicated very501

good for each aspect. Results are shown in Table 6.502

Our method is consistently better than the base-503

line model (BART-CA+DOC) on both datasets re-504

garding Relativeness, and the Overall quality, while505

having a similar performance regarding Factual-506

ness, Grammaticality and Coherence. This demon-507

strates that our method effectively enhances the508

relatedness of the generated summaries without509

compromising fluency in the zero-shot setting. It510

is worth noting that both system summaries per-511

form better than the reference summary in NEWTS,512

which could be attributed to variations in evaluation513

criteria applied by the reference summary annota-514

tors and the scoring annotators in assessing what515

constitutes a "good" summary.516

6 Conclusion and Future Work517

In this work, we propose a plug-and-play module,518

RelAttn, to adapt general summarization models519

10No specific methods were employed to enhance the fac-
tualness, grammaticality, and coherence of the summaries.
Consequently, no performance improvement is expected in
these aspects.

to the content-controllable summarization task in 520

zero/few-shot settings, which can be applied to any 521

transformer-based sequence-to-sequence model. In 522

essence, RelAttn helps the model focus on the con- 523

tent more relevant to the given controlling aspects 524

by steering the attention weights in the cross at- 525

tention. An online adaptive parameter selection 526

algorithm is proposed in the zero-shot setting to 527

estimate the degree of control, and such module is 528

also trainable in the few-shot settings. We conduct 529

experiments on two datasets with three summariza- 530

tion models as backbone models. The results show 531

that RelAttn effectively adapts the general sum- 532

marizers to content-controllable summarization in 533

both zero- and few-shot settings, and the module 534

is shown to be more helpful when more control is 535

needed in the zero-shot settings. 536

Given the recent success of decoder-only GPT- 537

like models (OpenAI, 2023) in many NLP tasks, we 538

plan to study how to combine our Relevance Atten- 539

tion component with a decoder-only self-attention, 540

in order to contribute to addressing their still ex- 541

isting limitations for aspect-based summarization, 542

originally identified in Goyal et al. (2022). 543

8



Limitations544

We propose a plug-and-play module for adapting545

the general summarizers to the content-controllable546

summarization task in zero- or few-shot settings.547

Despite its effectiveness on the relatedness of the548

generated summaries toward the given controlling549

aspects, similar to most other plug-and-play mod-550

ules, it may occasionally generate jerky text in the551

zero-shot settings. Though our proposal shows a552

competitive performance on fluency in the human553

evaluation, further research is still needed to im-554

prove the fluency of the generated summaries by555

the plug-and-play modules.556

Ethics Concern557

Similar to existing state-of-the-art generation mod-558

els, there is no guarantee that our model will always559

generate factual content. Therefore, caution should560

be exercised when deploying the model in practical561

settings. Factuality is an open problem in existing562

generation models.563
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A Details of the Datasets743

NEWTS (Bahrainian et al., 2022) is a topic-744

oriented summarization dataset, for each article,745

there are two human-written summaries regarding746

two different topics, represented by a sequence747

of topic words and phrases, and a topic sentence.748

When building the dataset, they first obtain the top-749

ics using the LDA model (Blei et al., 2003) on the750

CNNDM dataset (Nallapati et al., 2016), and se-751

lect the articles with two strong coherent topics,752

then the human annotators are asked to write two753

summaries regarding both topics (given by the top754

frequency words and manually written phrases) for755

each article. Based on how the dataset is built, the756

topic words and phrases do not necessarily appear757

in both the source article and human-written sum-758

maries. For simplicity, we only use the topic words759

in our experiments.760

EntSUM (Maddela et al., 2022) is an entity-761

centric summarization dataset sampled from NYT762

dataset. Each data example contains a document,763

an entity extracted from the document, and a764

human-written summary regarding the given en-765

tity. The given entity is not necessarily central in766

the source document. As the original dataset is test-767

only, for the purpose of hyper-parameter search768

and few-shot experiments, we randomly split the769

original dataset into train/test sets.770

We show two examples from the two datasets in771

Table 7772

B Details of the Baseline Models773

To evaluate the effectiveness of our method, we use774

three pre-trained models as the backbone model,775

including a pre-trained model for general sum-776

marization (PEGASUS), a model fine-tuned for777

the general summarization task (BART-CNNDM),778

and a model trained for conditional summarization779

task (CTRLsum). As both PEGASUS and BART-780

CNNDM are (pre-)trained for the general summa-781

rization task, we prepend the source documents782

with the given controlling aspects as prompts to783

fit the model to the controlled summarization task,784

followed by a special token and the source doc-785

ument as the inputs to the models. Besides, we786

also compare our method with the three backbone787

models, when they are extended with a widely used788

plug-and-play module (PPLM) (Dathathri et al.,789

2020).790

PEGASUS (Zhang et al., 2020) is a pre-trained 791

generative model tailored for abstractive summa- 792

rization, with the objective of generating the mask- 793

out salient sentences in the source documents. It 794

shows a good performance for the general summa- 795

rization task in zero-shot and few-shot settings. 796

BART-CNNDM (Lewis et al., 2020) is a pre- 797

trained generative language model, fine-tuned on 798

the CNNDM dataset (Nallapati et al., 2016) for the 799

general summarization task, which achieves the 800

state-of-the-art on the CNNDM dataset. 801

CTRLsum (He et al., 2020) is a pre-trained 802

model for guided summarization, which is trained 803

with the oracle keyphrases on the CNNDM 804

dataset (Nallapati et al., 2016). Specifically, in the 805

training stage, the oracle keyphrases (the matched 806

keyphrases between the source document and the 807

ground truth summary) is prepended to the source 808

documents as the input, and in the inference stage, 809

the keywords can either be automatically generated 810

or human given. 811

PPLM (Dathathri et al., 2020) is a plug-and- 812

play language model for conditional generation, 813

which can be applied to any transformer-based gen- 814

erative model. It combines the pre-trained gen- 815

erative language model with one or more trained 816

simple attribute models that guide text generation 817

without any further training of the LM. Specifically, 818

at each generation step, it updates the language 819

model’s hidden states using the attribute model’s 820

gradients with the current generated text as the in- 821

put. The updates toward the direction to the combi- 822

nation of higher log-likelihood (LL) of the attribute 823

a under the conditional attribute model P (a|x) and 824

higher LL of the unmodified language model P (x). 825

In this work, as we focus on content-controlling, 826

we simply use the bag-of-words of the controlling 827

factor as the attribute model. We apply the plug- 828

and-play component to all the aforementioned mod- 829

els. As the PPLM module can not be trained, we 830

only evaluate them in the zero-shot setting. 831

C Settings and Implementations 832

For the PPLM model, we do a hyper-parameter 833

search on a randomly sampled validation set 834

with size 100 for all the backbone models 835

on both datasets. The hyper-parameters are 836

γgm and step size, which are searched within 837

{0.65, 0.75, 0.85, 0.95} and {e−2, e−3, e−4, e−5}, 838

respectvely. 839
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NEWTS
Source: An American tourist has spent the night stranded in the Blue Mountains, west of Sydney, after she fell 15 metres off a cliff while bushwalking
...
’But due to the terrain in the prevailing weather that plan was aborted.’ Rescue teams had to wait for the fog to lift so they could winch the woman out via a helicopter.
Summary: Foggy weather conditions made it difficult to rescue a stranded hiker. Helicopters cannot fly with such low visibility. The weather also blocked out
sunlight.
Controlling Aspects: snow, weather, cold, winter, temperatures, conditions, hot, morning, expected, parts

EntSUM
Source: A lieutenant colonel in the Army Reserve, a firefighter and a college student are among 24 Manhattan and Long Island men accused of soliciting sex from
detectives posing as children in computer chat rooms during a monthlong sting operation.
...
The reporter, James Buckley, 50, of Brookhaven, who has worked for more than 20 years at WALK-FM (97.5), was arraigned on Tuesday morning in United States
District Court in Central Islip. Magistrate Judge Arlene R. Lindsay ordered him held under house arrest on $350,000 bond.
...
Commissioner Dormer said the detectives stayed in character, as naïve children. ”The predators seduced the youngsters; the youngsters did not seduce the predators,”
he said.
Summary: The reporter, James Buckley, 50, of Brookhaven, who has worked for more than 20 years at WALK-FM (97.5), was arraigned on Tuesday morning in
United States District Court in Central Islip. ... Mr. Buckley faces up to 19 years in federal prison if convicted.
Controlling Aspects: James Buckley

Table 7: Examples from both datasets.

For all the models, we use the default settings for840

the generation step as in the original model, and the841

length limit of the decoder is set to 56/142, 86/172842

for NEWTS and EntSUM respectively based on the843

average length of the two datasets.844

For the few-shot experiments, we train all the845

model on 10 data examples for 5 times (each846

time with different sampled examples). We use847

Adam(Kingma and Ba, 2015) as the optimizer, with848

the learning rate is 3e-5, and the models are trained849

for at most 100 epochs with early stops. We train850

the models on single A100 GPU, with the average851

time for training each model being 2-4 hours.852

D Qualitative Analysis853

In Table 8, we show the full example as shown in854

Table 5. It can be found that the PEGASUS model855

directly copies the first sentence (along with the856

prompts) to the summary, and with RelAttn, the857

model additionally generates a relevant sentence.858

E Human Evaluation859

Specifically, we randomly select 40 examples (20860

from each dataset) with two system summaries gen-861

erated by BART-CA+DOC, BART-RelAttn(OS)862

and the ground-truth summaries, and 3 annotations863

are collected for each example. For each data exam-864

ple, we show the annotators the original documents,865

the controlling aspects, and the three summaries (in866

a random order), and we ask the annotators to score867

each summary, regarding Relatedness, Factualness,868

Grammarticality, Coherence and the Overall qual-869

ity within range 1-7, with 1 and 7 indicating very870

poor and very good for each aspect. The results are871

shown in Table 6. 11 872

We show the annotation page for mechanical 873

turkers in Figure 3,4,5. 874

F Software and Licenses 875

Our code is licensed under Apache License 2.0. 876

Our framework dependencies are: 877

• HuggingFace Datasets12, Apache 2.0 878

• NLTK 13, Apache 2.0 879

• Numpy14, BSD 3-Clause "New" or "Revised" 880

• Transformers15, Apache 2.0 881

• Pytorch16, Misc 882

• Pytorch Lightning 17,Apache 2.0 883

• ROUGE 18, Apache 2.0 884

• BART 19, Apache 2.0 885

11We refer the questions for Grammaticality and
Coherence from DUC human evaluation guidelines
https://www-nlpir.nist.gov/projects/duc/
duc2007/quality-questions.txt

12https://github.com/huggingface/
datasets/blob/master/LICENSE

13https://github.com/nltk/nltk
14https://github.com/numpy/numpy/blob/

main/LICENSE.txt
15https://github.com/huggingface/

transformers/blob/master/LICENSE
16https://github.com/pytorch/pytorch/

blob/master/LICENSE
17https://github.com/PyTorchLightning/

pytorch-lightning/blob/master/LICENSE
18https://github.com/google-research/

google-research/tree/master/rouge
19https://huggingface.co/facebook/

bart-large-cnn

12

https://www-nlpir.nist.gov/projects/duc/duc2007/quality-questions.txt
https://www-nlpir.nist.gov/projects/duc/duc2007/quality-questions.txt
https://github.com/huggingface/datasets/blob/master/LICENSE
https://github.com/huggingface/datasets/blob/master/LICENSE
https://github.com/nltk/nltk
https://github.com/numpy/numpy/blob/main/LICENSE.txt
https://github.com/numpy/numpy/blob/main/LICENSE.txt
https://github.com/huggingface/transformers/blob/master/LICENSE
https://github.com/huggingface/transformers/blob/master/LICENSE
https://github.com/pytorch/pytorch/blob/master/LICENSE
https://github.com/pytorch/pytorch/blob/master/LICENSE
https://github.com/PyTorchLightning/pytorch-lightning/blob/master/LICENSE
https://github.com/PyTorchLightning/pytorch-lightning/blob/master/LICENSE
https://github.com/google-research/google-research/tree/master/rouge
https://github.com/google-research/google-research/tree/master/rouge
https://huggingface.co/facebook/bart-large-cnn
https://huggingface.co/facebook/bart-large-cnn


Model Type Summary

gt The reporter, James Buckley, 50, of Brookhaven, who has worked for more than 20 years at WALK-FM (97.5), was arraigned on
Tuesday morning in United States District Court in Central Islip. Allen Bode, an assistant United States attorney, said in a telephone
interview that Mr. Buckley was caught trading pornography, including some hard-core material involving toddlers, with undercover
agents in Germany and the United States. Mr. Buckley faces up to 19 years in federal prison if convicted.

PEGASUS-DOC A lieutenant colonel in the Army Reserve, a firefighter and a college student are among 24 Manhattan and Long Island men accused
of soliciting sex from detectives posing as children in computer chat rooms during a monthlong sting operation, the Suffolk County
police said on Tuesday. ”Let this be a wake-up call to parents to monitor our children’s chat rooms,” said County Executive Steve
Levy at a news conference at police headquarters in Yaphank. The Suffolk police commissioner, Richard Dormer, who was also at
the news conference, said, ”I consider this the sleaziest kind of investigation, but I consider it necessary.” In a separate case, a traffic
and weather reporter for a Long Island radio station was indicted on federal charges of possessing child pornography. Detectives in
the Police Department’s computer crimes unit who were at the

PEGASUS-CA+DOC James Buckley => A lieutenant colonel in the Army Reserve, a firefighter and a college student are among 24 Manhattan and Long
Island men ... (same as above)

PEGASUS+RelAttn(OS)
(wrel = 0.10)

A lieutenant colonel in the Army Reserve, a ...(same as above) federal charges of possessing child pornography. Buckley Buckley
Buckley was caught trading pornographic messages, including some hard-core

BART-Doc 24 men accused of soliciting sex from detectives posing as children in computer chat rooms. In separate case, a traffic and weather
reporter for a Long Island radio station indicted on federal charges of possessing child pornography. All were charged with
attempting to disseminate indecent material to a minor, a felony with a maximum penalty of four years in prison. The 24 cases
together constitute the largest child sex crackdown ever in Suffolk, the police said.

BART-CA+DOC 24 men accused of soliciting sex from detectives posing as children in computer chat rooms. Police commissioner: ”I consider
this the sleaziest kind of investigation, but I consider it necessary” In separate case, Long Island radio reporter indicted on federal
charges of possessing child pornography.

BART+RelAttn (OS-Best)
(wrel = 0.12)

Buckley faces up to 19 years in federal prison if convicted.Buckley has worked for more than 20 years at WALK-FM (97.5)
Buckley’s court-appointed defender, Randi Chavis, said in a telephone interview that he pleaded not guilty. Buckley was caught
trading pornography, including some hard-core material involving toddlers, with undercover agents in Germany and the United
States.Buckley’s attorney declined to comment.

BART+RelAttn (OS)
(wrel = 0.15)

Buckley faces up to ...(same as above) declined to comment.Buckley is one of 11 men arrested after sending sexually explicit
messages.

BART+RelAttn (Val)
(wrel = 0.17)

Buckley faces up to ...(same as above) undercover agents in Germany and the United States.Buckley’s attorney, Buckley Buckley,
declined to comment.Buckley is one of 11 men arrested after sending sexually explicit messages.

BART+RelAttn
(wrel = 0.30)

Buckley Buckley, Buckley Buckley Buckley is Buckley Buckley’s Buckley Buckley.Buckley Buckley faces Buckley Buckley was ...

CTRLsum James Buckley, 50, of Brookhaven, faces up to 19 years in federal prison if convicted. Police say they created online profiles and
screen names for fictitious boys and girls. Police commissioner: ”I consider this the sleaziest kind of investigation, but I consider it
necessary” Police say 11 others were arrested after sending sexually explicit messages or photographs online; their identities were
provided by the Internet service providers under subpoena. autoimmune autoimmune autoimmune disease. autoimmune disease,
autoimmune disease of the mind, immune system, and body.

CTRLsum+RelAttn(OS)
(wrel = 0.05)

James Buckley, 50, of Brookhaven, faces up to 19 years in federal prison if convicted. Buckley was caught trading pornography,
including hard-core material involving toddlers, with undercover agents in Germany and the U.S. Police say they created online
profiles and screen names for fictitious boys and girls, ages 12 to 14, and visited chat rooms operated by AOL, Yahoo and other
Internet service providers. Police commissioner: ”I consider this the sleaziest kind of investigation, but I consider it necessary”

Table 8: The full example from the EntSUM dataset (doc_id: 1739833) with the entity James Buckley.
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Figure 3: The questions for human evaluation.
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Figure 4: The questions for human evaluation.
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Figure 5: The questions for human evaluation.
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• PEGASUS20, Apache 2.0886

• CTRLSum21, BSD-3-Clause license887

20https://huggingface.co/google/
pegasus-large

21https://huggingface.co/hyunwoongko/
ctrlsum-cnndm

17
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