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Abstract—This talk focuses on the complete synchronization
of coupled delayed discontinuous systems (DDSs). Without con-
straints on the derivatives of time delays, several new conditions
are exploited to guarantee the global existence of Filippov solu-
tions for DDSs. A nonsmooth intermittent control combined with
an event-triggering strategy is then designed. The conspicuous
feature of this control scheme is that the measurement error in
the event-triggering mechanism is formulated as a linear form,
which can reduce computation burden compared to classical
approaches. To address the challenges posed by Filippov solutions
and intermittent control, novel analytical techniques, including an
original lemma and a weighted-norm-based Lyapunov function,
are developed so that sufficient synchronization conditions for
DDSs are obtained. Finally, the effectiveness of the theoretical
findings is confirmed by Hopfield neural networks.

Index Terms—Discontinuous systems, event-triggered intermit-
tent control, Filippov solution, synchronization, time delays.

I. INTRODUCTION

Coupled discontinuous systems (DSs), modeled by some
interconnected differential equations with discontinuous right-
hand sides, are a special type of complex network. Their appli-
cations span various areas of applied science and engineering,
such as variable structure systems, neural networks [1], control
synthesis [2], etc. Recently, there has been substantial attention
on the dynamic behaviors of DSs with or without time delays,
covering stability, stabilization, and synchronization [3]–[5].

Considering the discontinuities of the states on the right-
hand side of DSs, especially delayed DSs (DDSs), it is
paramount to discuss the existence of Filippov solutions.
Some limitations on time delays are necessary to ensure
the existence of Filippov solutions for DDSs. For example,
literature [1] considered DDSs with constant delays. Liu et al.
[6] demanded that the state variables with time delays satisfy
∥z(t − σ(t))∥ ≤ ∥z(t)∥ + max1≤i≤n max−σ≤s≤0{zi(s)},
where z(t) ∈ Rn is the state variable and σ(t) ∈ [0, σ] is the
time delay. Yang et al. [7], [8] provided sufficient criteria for
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the existence of global Filippov solutions for DDSs, based on
the condition that the derivatives of time delays are less than
1. However, in reality, the derivatives of some time delays
can exceed or equal 1, and even be non-differentiable in
some cases. A fundamental question arises: What conditions
guarantee the existence of Filippov solutions for DDSs when
these constraints are removed?

To study the synchronization of coupled DDSs (CDDSs),
the basic idea is to transform CDDSs into uncertain systems
using Filippov regularization and the measurable selection
theorem, and then to address the corresponding issues for
the uncertain systems [8]. Quasi-synchronization criteria for
CDDSs have been obtained via smooth state feedback control
[6], [9]. A nonsmooth control incorporating sign functions
was proposed to achieve complete synchronization of CDDSs
[7], where the sign function is use to mitigate the effects of
uncertainties caused by Filippov solutions. Subsequent results
on exponential, finite-time, and fixed-time synchronization of
CDDSs have been published in [10]–[13]. However, little work
has been done to achieve the complete synchronization of
CDDSs via intermittent control. Actually, intermittent control
offers better robustness and lower control cost than continu-
ous control, as control signals can be artificially interrupted
without affecting the final control purposes [14]–[18]. If the
intermittent control is adopted for complete synchronization
of CDDSs, the main obstacle lies in that the uncertainties
posed by Filippov solution are difficult to cancel out during
the interrupted intervals of control signals. So, how to develop
new analytical methods to study the complete synchronization
of CDDSs with intermittent control is another motivation.

Event-triggered control has recently sparked increasing in-
terest due to its ability to reduce computational overhead by
updating the sampled signal based on a preset supervision
mechanism [19]–[21]. To fully leverage the merits of event-
triggered strategy and intermittent control, this paper considers
the complete synchronization of general CDDSs via a novel
event-trigged intermittent control. The primary contributions
of this work are:

1) The existence of Filippov solutions of DDSs is discussed.
Different from existing papers [1], [6]–[8], several harsh
constrictions on delays are removed.

2) A novel lemma is developed to address the difficulties



induced by intermittent control. Then, complete synchro-
nization criteria for CDDSs with intermittent control are
obtained for the first time.

3) A simple robust intermittent control scheme is designed
by combining an event-triggered strategy with nonsmooth
control. Unlike many event-triggered nonsmooth controls
[12], [17], the measurement error (ME) in a linear form
for the event-triggering mechanism (ETM) is considered,
which facilitates easy computation (see Table I).

Notation: Let D+[·] be the upper right Dini derivative opera-
tor. Nj

k , {k, k+1, . . . , j} with k < j ∈ N, dg(·) is the block-
diagonal matrix. For a ∈ Rn, let cl(ai)n = (a1, a2, . . . , an)

T,
and dg(ai)n = diag(a1, a2, . . . , an), sg(a) = a

∥a∥ , ∥a∥ ̸= 0,
otherwise sg(a) = 0. The other notations used in this paper
are same as those in [16].

II. PRELIMINARIES

In this paper, the problem of synchronization and control in
an array of coupled DDSs is considered. Before starting the
research works, several necessary preparations on the solution
of DDSs and stability theorem are provided.

A. Filippov solution of DDSs

Consider a DDS as follows:

ż(t) = F (z, zσ), z(o) = τ(o) ∈ C([−σ, 0],Rn). (1)

Here F (z, zσ) , Cz(t)+Ah(z(t))+Bg(z(t−σ(t))), z(t) ∈
Rn denotes the state vector, σ(t) ∈ [0, σ] is the bounded delay,
C,A = (aij)n×n, and B = (bij)n×n ∈ Rn×n are known
constant matrices, nonlinear functions h(·), g(·) : Rn → Rn

are continuous except on a series of smooth hypersurfaces
domains [7]. Chosen an initial value z(o) for system (1), its
trajectory can establish the desired state, such as equilibrium
point, chaotic orbit, or nontrivial periodic orbit.

Due to the discontinuity of a(·) with a = {h, g}, classical
solutions of DDS (1) do not exist. To further study the dynam-
ical behaviors of DDS (1), this paper utilizes the framework
of the Filippov solution, in which the definition of Filippov
solution can be founded in [6]–[8]. It is concluded that, for
DDS (1), there exists a continuous function z(t) on [−σ, t] to
be absolutely continuous on [0, t] such that

ż(t) = F(z, γ, ζσ), a.a. t ∈ [0, t], (2)

where F(z, γ, ζσ) = Cz(t) + Aγ(t) + Bζ(t − σ(t)), γ(t) ∈
F{h(z(t))} and ζ(t− σ(t)) ∈ F{g(z(t− σ(t)))} are measur-
able functions, and F{·} is the Filippov set-valued map [22].

For the Cauchy problem of DDS (1) in the sense of Filippov,
it implies that there is a triple of function (z(t), γ(t), ζ(t)) :
[−σ, t] → Rn ×Rn ×Rn such that z(t) is a Filippov solution
on [−σ, t] with t > 0 and

ż(t) = F(z, γ, ζσ), a.a. t ∈ [0, t],

γ(s) = ζ(s) = F{ϕ(s)}, a.a. s ∈ [−σ, 0],

z(s) = φ(s), ∀s ∈ [−σ, 0],

(3)

where φ(t) is a continuous function on [−σ, 0] and ϕ(t) is a
measurable selection function.

The following lemma provides some mild conditions to
ensure the existence of Filippov solutions for DDS (1).

Lemma 1: Suppose that a(0) = 0,a = {h, g} and there
exist constants darj ≥ 0 and d̂ar ≥ 0 such that, for ∀x =
cl(xi)n, y = cl(yi)n ∈ Rn,
(A1) : |ar(x)− ar(y)| ≤

∑n
j=1 d

a

rj |xj − yj |+ d̂ar , r ∈ Nn
1 .

Then, there is at least one Filippov solution z(t) to DDS (1)
on [0,+∞).

Proof: The prove process is similar to those in [7], [8]
with slightly changes, that is, the Cauchy problem in (3) is
transformed into a fixed point problem.

Denote a map G(z) : C([−σ, t],Rn) → C([−σ, t],Rn)1 as:

G(z) =


eCtz(0) +

∫ t

0
eC(t−s)

[
BF{g(z(t− σ(t)))}

+AF{h(z(t))}
]
ds, t ∈ [0, t], t > 0,

φ(s), ∀s ≤ 0.

(4)

It has that G(z) is completely continuous and upper semi-
continuous with convex closed values. Further, one knows that
the solutions of the Cauchy problem of DDS (3) are the fixed
points of G(z).

By (A1), the set Ω = {z ∈ C([−σ, t],Rn) : λz ∈ G(z), λ >
1} is non-empty. Next, let us prove that the set Ω is bounded.

For z ∈ Ω, it holds that λz ∈ G(z) for λ > 1. So, there are
γ(t) ∈ F{h(z(t))} and ζ(t− σ(t)) ∈ F{g(z(t− σ(t)))} such
that

z(t) =
1

λ

[
z(0)eCt +

∫ t

0

eC(t−s)c(s)ds
]
, a.a. t ∈ [0, t], (5)

where c(t) = Aγ(s) +Bζ(s− τ(s)).
In view of (A1), there are constants Da and da such that

∥c(t)∥ ≤Dh∥A∥∥z(t)∥+Dg∥B∥∥z(t− σ(t))∥+ d, (6)

where d = (dh∥A∥ + dg∥B∥) and a = {h, g}. Considering
inequalities (5) and (6), it follows that

∥z(t)∥ ≤e∥C∥t[y(t) +Dg∥B∥
∫ t

0

e−∥C∥s∥z(s− τ(s))∥ds

+Dh∥A∥
∫ t

0

e−∥C∥s∥z(s)∥ds
]
, a.a. t ∈ [0, t],

which implies that

z(t) ≤y(t) +D
∫ t

0

z(s)ds, a.a. t ∈ [0, t], (7)

where z(t) = e−∥C∥t supθ∈[−σ,t] ∥z(θ)∥, D = (Dh∥A∥ +

Dg∥B∥), and y(t) = ∥z(0)∥+ d

∥C∥ (1− e−∥C∥t).
Note that, it is easy to obtain ymax = ∥z(0)∥ + d

∥C∥ is a
upper bound of y(t) on [0,+∞). Then, from inequality (7)
and the Gronwall’s lemma, it has

e−∥C∥t∥z(t)∥ ≤z(t) ≤ ymaxe
Dt, a.a. t ∈ [0, t], (8)

1C([−σ, t],Rn) is the Banach space of the n-dimensional vector-valued
continuous functions defined on [−σ, t] with norm defined by ∥x∥∞ =
sup{∥x(t)∥, t ∈ [−σ, t]}.



which further means that Ω is bounded, a.a. t ∈ [−σ, t].
From the discussions in [7], it is deduced that G(z) has a

fixed point for ∀t > 0, which infers that a Filippov solution
to DDS (1) can be defined on [0,+∞).

Remark 1: Delay σ(t) in DDS (1) is merely bounded,
which is a milder condition than those in [1], [7], [8]. For
instance, the existence of Filippov solutions for DDSs has
been discussed in [1], [7], [8] under the condition that the
derivatives of delays are differentiable and their values do not
exceed 1. Moreover, the proof in Lemma 1 differs from that
in [6]. The technique in [6] for handling time delay involves
the inequality ∥z(t−σ(t))∥ ≤ max

1≤i≤n
max

−σ≤s≤0
{zi(s)}+∥z(t)∥,

which is a difficult condition to verify.

B. Stability Theorem of DDSs

Next, a lemma that can be used to realize synchronization
of CDDSs with intermittent control is provided.

Lemma 2: Given a time sequence {tρ}∞ρ=0 with t0 = 0,
limρ→+∞ tρ = +∞, and limρ→+∞ sup

t2ρ+2−t2ρ+1

t2ρ+2−t2ρ
= ϕ ∈

(0, 1), if there is a continuous and nonnegative function w(t)
with t ∈ [−σ,+∞) such that{

ẇ(t) ≤ −a1w(t) + bw(t)− c1, t ∈ cρ = [t2ρ, t2ρ+1),

ẇ(t) ≤ a2w(t) + bw(t) + c2, t ∈ uρ = [t2ρ+1, t2ρ+2),

(9)

then it has that w(t) < Me−λ̃t, λ̃ = λ− (a1+a2)ϕ > 0, t ≥
0, where ρ ∈ N, M > 0, w(t) = w(t − σ(t)), λ > 0 is the
unique solution of transcendental equation a1−λ−b2e

λσ = 0,
and the other parameters meet that a1 > b ≥ 0, c1 = (a1 −
b)d > 0, and c2 = (a2 + b)d > 0.

Proof: Let h(t) = w(t) + d. Then, it has that h(t) =
w(t) + d and h(s) = ϕ(s) + d > 0, s ∈ [−h, 0],{

ḣ(t) ≤ −a1h(t) + bh(t), t ∈ cρ,

ḣ(t) ≤ a2h(t) + bh(t), t ∈ uρ,
(10)

Following the results of [14], it concludes from the defini-
tion of h(t) and (10) that w(t) < h(t) ≤ sups∈[−σ,0] h(s)e

−λ̃t.

By defining M = sups∈[−σ,0] h(s), the proof is finished.

C. Research Problem

This talk discusses the complete synchronization of coupled
networks with ℓ DDSs (1) via an event-triggered intermittent
controller. The coupled network is modeled as{

ẋs(t) = F (xs, xs,σ) +
∑ℓ

j=1 usjΦxj(t) + rs(t),

xs(o) = τs(o) ∈ C([−σ, 0],Rn), s ∈ Nℓ
1,

(11)

where xs(t), rs(t) ∈ Rn are respectively the state variable and
the control input, outer-coupling matrix U = (uij)ℓ×ℓ satisfies
the diffusive condition, Φ is the inner-coupling matrix. Similar
to (2), the CDDSs (11) in sense of Filippov solution is

ẋs(t) = F(xs, γs, ζs,σ) +

ℓ∑
j=1

usjΦxj(t) + rs(t), (12)

where F(xs, γs, ζs,σ) = Cxs(t) + Aγs(t) + Bζs(t − σ(t)),
γs(t) ∈ F{h(xs(t))} and ζs(t− σ(t)) ∈ F{g(xs(t− σ(t)))}.

Definition 1: The CDDSs (11) is said to be globally expo-
nentially synchronized with DDS (1) if, by designing suitable
controllers rs(t), s ∈ Nℓ

1, there exist M ≥ 0 and α > 0 such
that ∥e(t)∥ ≤ Me−αt, for t ≥ 0, where e(t) = cl(es(t))ℓ,
es(t) = xs(t)− z(t).

III. SYNCHRONIZATION OF CDDSS

A. Control Design

According to [8], the control goal presented in Definition
1 is equivalence to the same issue for the Filippov systems
(2) and (12). Hence, the subsequent study directly addresses
the synchronization issue of (2) and (12). In this talk, the new
event-triggered intermittent control is designed as

rs(t) =


−Kses(t

s,2ρ
k )− ξssg(es(t

s,2ρ
k )),

t ∈ cρ ∩ [ts,2ρk , ts,2ρk+1),

0, t ∈ uρ,

(13)

where ξs > 0 and Ks ∈ Rn×n are the control gains, ts,2ρk is
the kth control signal update instant of subsystem s, which is
determined by the following ETM

ts,2ρk+1 = inf{t > ts,2ρk : ∥θs(t)∥ − κs∥es(ts,2ρk )∥ > 0}, (14)

where ts,2ρ0 = t2ρ, θs(t) = es(t
s,2ρ
k ) − es(t) is the ME and

κs ∈ (0, 1) is the threshold value.
Remark 2: The ME θs(t) in (14) is linear and demands

less computing power than the nonlinear ones, such as those
in [11], [12], [17], which will further be clarified in the
numerical example part. In addition, it observes that the
MEs in [11], [12], [17] are piecewise continuous, which also
introduce additional challenges in proving the exclusion of
Zeno behavior. While, these challenges will not arise in the
case of a linear ME. Hence, event-triggered nonsmooth control
with a linear ME is more practical.

Considering system (2) and CDDSs (12) with controller
(13), the error system is obtained as

ės(t) =Fs(t), t ∈ cρ, (15a)

ės(t) =F̃s(t), t ∈ uρ, ρ ∈ N, (15b)

and its compact Kronecker product form is

ė(t) =F(e, θ, r, cσ), t ∈ cρ, (16a)

ė(t) =F̃(e, θ, r, cσ), t ∈ uρ, ρ ∈ N, (16b)

where Fs(t) = F̃s(t)−ξssg(es(t)+θs(t))−Ks(es(t)+θs(t)),
F̃s(t) = Ces(t) +Ars(t) +Bcs(t− σ(t)) +

∑ℓ
j=1 usjΦej(t),

F(e, θ, r, cσ) = F̃(e, θ, r, cσ) − K(e(t) + θ(t)) − ξsg(e(t) +
θ(t)), F̃(e, θ, r, cσ) =

(
C + U

)
e(t) + Ar(t) + Bc(t − σ(t)),

θ(t) = cl(θs(t))ℓ, r(t) = cl(rs(t))ℓ, rs(t) = γs(t) − γ(t),
sg(e(t) + θ(t)) = cl(sg(es(t) + θs(t)))ℓ, c(t − σ(t)) =
cl(cs(t − σ(t)))ℓ, cs(t − σ(t)) = ζs(t − σ(t)) − ζ(t − σ(t))
X = Iℓ ⊗ X, X ∈ {A,B,C}, U = U ⊗ Φ, K = dg(Ks)ℓ,
and ξ = dg(ξsIn)ℓ.



B. Synchronization Analysis

The synchronization criteria are given below.
Theorem 1: Assume that (A1) holds. For given ϕ, κs ∈

(0, 1), a1 > b = ∥Bg
D∥, and a1 + a2 > 0, there are matrices

K = dg(Ks)ℓ ∈ Rℓn×ℓn and Ψ = dg(Ψs)ℓ ∈ Dℓn×ℓn
+ such

that η = a1−b
a2+bυ > 0, ζs = 1+κ̃s

1−κ̃s
η, ξs =

1+κ̃s

1−κ̃s
υ + ζs, s ∈ Nℓ

1,

Ω1 =

(
He[A1 +Ah

D] + Ψ̃ −K
∗ −Ψ

)
< 0, (17)

Ω2 = He[A2 +Ah
D] < 0, (18)

then CDDS (11) with controller (13) is globally exponentially
synchronized onto DDS (1), i.e., ∥e(t)∥ ≤ Me−c̃t, c̃ = c −
(a1+a2)ϕ > 0, where c is the solution of a1−c−becσ = 0, ϕ
is defined in Lemma 2, M = sups∈[−σ,0] ∥e(s)∥+ υ

a2+b , A1 =

C−K+U+a1Iℓn, A2 = C+U−a2Iℓn, Ψ̃ = dg(κ̃2
sΨs)ℓ, Ah

D =
Iℓ ⊗ (

∑n
r=1 |air|dhrj)n×n, Bg

D = Iℓ ⊗ (
∑n

r=1 |bir|d
g
rj)n×n,

ah = ℓ
1
2 ∥cl(

∑n
r=1 |air|d̂hr )n∥, bg = ℓ

1
2 ∥cl(

∑n
r=1 |bir|d̂gr)n∥,

κ̃s =
κs

1−κs
, and υ = ah + bg.

Proof: Design a Lyapunov function V (t) = ∥e(t)∥.
For t ∈ cρ, ρ ∈ N, it derives from (16a) that

D+[V (t)] =
2eT(t)F(e, θ, r, cσ)

2V (t)
. (19)

It follows from (A1) and Cauchy-Schwarz inequality that

eT(t)Ar(t) ≤ eT(t)Ah
De(t) + ah∥e(t)∥, (20)

eT(t)Bc(t− σ(t)) ≤
(
b∥e(t− σ(t))∥+ bh

)
∥e(t)∥. (21)

The ETM (14) means ∥θs(t)∥ ≤ κ̃s∥es(t)∥ and

θT(t)Ψθ(t) ≤ eT(t)Ψ̃e(t). (22)

Moreover, one has from ∥θs(t)∥ ≤ κ̃s∥es(t)∥ that

eT(t)ξsg(e(t) + θ(t)) ≥
ℓ∑

s=1

ξs∥es(t)∥(∥es(t)∥ − ∥θs(t)∥)
∥es(t) + θs(t)∥

≥
ℓ∑

s=1

ξs(1− κ̃s)∥es(t)∥2

(1 + κ̃s)∥es(t)∥

≥(υ + η)∥e(t)∥. (23)

Substituting inequalities (20)–(23) into (19) yields

D+[V (t)] ≤εT(t)Ωε(t) + 2bV (t)V (t− σ(t))

2V (t)

− a1V (t)− η, (24)

where ε(t) = (eT(t), θT(t))T. Then, condition (17) and in-
equality (24) ensure that

D+[V (t)] ≤ −a1V (t) + bV (t− σ(t))− η. (25)

Similarly, for t ∈ uρ, ρ ∈ N, it has from (16b) and (18) that

D+[V (t)] ≤a2V (t) + bV (t− σ(t)) + υ. (26)

Then, from Lemma 2 and inequalities (25)–(26), the result of
Theorem 1 can be obtained.

Remark 3: Based on the novel nonsmooth event-triggered
intermittent control (13) and Lemma 2, Theorem 1 presents the
complete synchronization criteria for CDDS (11). The result
is quite general since Theorem 1 allows that the derivative
of σ(t) is less, equal to, greater than 1, or even that σ(t) is
nondifferentiable. Specially, when the derivative of the delay
σ(t) exceeds 1 or even delay σ(t) is nondifferentiable, the
nonsmooth control (13) makes the Lyapunov-Krasovskii func-
tional methods to show limitations in achieving the complete
synchronization. The main reason is that many techniques
dealing with time delay in the Lyapunov-Krasovskii functional
methods only depend on linear controls, which cannot achieve
the complete synchronization of CDDS (11). Hence, a new
analysis framework of studying the complete synchronization
of CDDSs with intermittent control is proposed.

Next, let us discuss the Zeno behavior of ETM (14).
Theorem 2: Under the assumption and conditions of Theo-

rem 1 the triggering instants generated by ETM (14) can rule
out the Zeno behavior.

Proof: For ∀s ∈ Nℓ
1 and t ∈ cρ ∩ [ts,2ρk , ts,2ρk+1), it has that

D+[∥θs(t)∥] ≤ ∥D+[es(t
s,2ρ
k )− es(t)]∥ = ∥ės(t)∥. (27)

In view of Theorem 1, it concludes that there is a us >
0 such that ∥es(t)∥ ≤ us. Then, one can obtain from error
system (15a), and (A1) that

∥ės(t)∥ ≤ϑs + ∥Ks∥∥θs(t)∥, (28)

where ϑs = (∥C − Ks∥ + ∥Ah
D∥ + ∥Bg

D∥)us + υ + ξs +

2|uss|∥Φ∥
∑ℓ

j=1 uj , Ah
D = (

∑n
r=1 |air|dhrj)n×n, and Bg

D =
(
∑n

r=1 |bir|d
g
rj)n×n.

One has from inequalities (27)–(28) and ∥θs(ts,2ρk )∥ =

0 that ∥θs(t)∥ ≤ ∥Ks∥
ϑs

(e∥Ks∥(t−ts,2ρk ) − 1), that is, (t −
ts,2ρk ) ≥ 1

∥Ks∥ ln(
∥Ks∥
ϑs

∥θs(t)∥+ 1). Note that, the next event
will not be triggering until ∥θs(ts,2ρ−k+1 )∥ = κs∥es(ts,2ρk )∥.
Hence, the inequality above implies that (ts,2ρ−k+1 − ts,2ρk ) ≥
ln( ∥Ks∥κs

ϑs
∥es(ts,2ρk )∥+1)
∥Ks∥ > 0.

IV. NUMERICAL EXAMPLE

This section utilizes the Hopfield neural network (HNN)
with discontinuous activation functions to verify the effective-
ness of our results. The circuit diagram of the HNN is shown
in Fig. 1(a) with detailed explanations provided in [23]. By
applying Kirchhoff’s laws, the HNN can be represented as a
DDS (1). Next, the parameters of the HNN, in the form of
those in DDS (1), are selected for numerical simulation.

Conside a HNN or the DDS (1) with z(t) = (z1(t), z2(t))
T,

g(z) = (g1(z1), g2(z2))
T, h(z) = (h1(z1), h2(z2))

T, σ(t) =
0.65 + 0.35| sin(t)|, C = dg(−1.5,−1), i = 1, 2,

A =

(
2 −0.1

−4.9 3

)
, gi(zi) =

{
|zi+1|−|zi−1|

2 + 0.04, zi > 0,
|zi+1|−|zi−1|

2 − 0.01, zi < 0,

B =

(
−1.5 0.1
−0.5 −0.5

)
, hi(zi) =

{
tanh(zi) + 0.01, zi > 0,

tanh(zi)− 0.02, zi < 0.
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Fig. 1: (a) Circuit diagram of the HNN and coupling topology;
(b) Trajectories of DDS (1) and CDDS (11) without controller.

It has that a(·),a = {h, g} meet (A1) with da11 = da22 = 1,
da12 = da21 = 0, d̂h1 = d̂h2 = 0.03, and d̂g21 = d̂g21 = 0.05.

Now, consider that the coupled system (11) is composed
of 3 DDS (1), where Φ = dg(2, 1) and U = (uij)3×3 is the
Laplacian matrix of the digraph shown in Fig. 1(a). When
the initial values of DDS (1) and CDDS (11) are randomly
chosen on [−5, 5], ∀t ∈ [−1, 0], their trajectories are given
in Fig. 1(b), from which one can see that the synchronization
cannot be realized without the control.

By taken a1 = 4.6, a2 = 3.88, κ1 = 0.12, κ2 = 0.17,
and κ3 = 0.15, one gains that b = 1.603 ξ1 = 1.197,
ξ2 = 1.378, ξ3 = 1.299 and ϕ = 0.1002. Solving conditions

(a)

(b)

Fig. 2: (a) Error trajectories of DDS (1) and CDDS (11) with
controller (13); (b) Triggering instants and intervals.

(17) and (18) obtains K1 =

(
11.480 3.759
3.759 13.908

)
, K2 =(

11.690 3.815
3.815 14.139

)
, K3 =

(
11.744 3.854
3.854 14.236

)
. Hence, The-

orem 1 is true, that is, CDDS (11) with controller (13) can be
synchronized onto DDS (1). Fig. 2(a) shows the evolution of
error trajectories of (11) and (1) when the work intervals of
controller (13) are [0, 0.5)∪[0.5, 0.7)∪[0.7, 1.6)∪[1.6, 1.65)∪
[1.65, 2.55)∪[2.55, 2.68)∪[2.68, 3.98)∪[3.98, 4) · · · . In addi-
tion, the triggering instants and intervals of three subsystems
are displayed in Fig. 2(b), respectively. It finds from Fig. 1 (b)
and Fig. 2 that the designed event-triggered controller (13) is
not only efficient but also resource-efficient.

Comparative Experiment: To prove the novelty 3), a
comparative experiment with the ETMs from in [11], [12], [17]
is conducted, where average running time (ART) and trigger
rate (RT) are the measurement standards. The results are listed



TABLE I: TR1 and ART2 of ETM (14) and [11], [12], [17].

Methods (14) [11], [12], [17]
Nodes 1 2 3 1 2 3

TR (%) 27.17 36.43 31.84 39.51 38.93 38.38
ART (sec) 0.5214 0.7966

1TR= The number of trigger releases
Total signals

; 2ART is the average obtained from 10 runs of the code.

in Table I. In the simulation, the time-step size is 0.001, and
a total of 12420 control signals are generated for [0, 15]. The
experiment code runs on a computer with Windows 10, Intel
Core i5-10400, 2.9GHz, and 16GB RAM. It observes from
Table I that ETM (14) not only saves 52.78% of the running
time but also reduces trigger frequency.

V. CONCLUSION

This talk has considered the complete synchronization of
CDDSs under event-triggered intermittent control. By devel-
oping a new stability inequality and a weighted-norm-based
Lyapunov function, sufficient synchronization conditions have
been derived. Note that, the results of this talk did not impose
any restrictions on the derivatives of the delay. Moreover,
experiments shown that the novel event-triggered control with
a linear ME requires less computing power than existing
papers.
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