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Abstract—Reconstructing a signal on a graph from observa-
tions on a subset of the vertices is a fundamental problem in
the field of graph signal processing. It is often assumed that
adding additional observations to an observation set will reduce
the expected reconstruction error. We show that under the setting
of noisy observation and least-squares reconstruction this is not
always the case, characterising the behaviour both theoretically
and experimentally.

Index Terms—Graph signal processing, sampling, reconstruc-
tion, least squares, robustness.

I. INTRODUCTION

Graph signal processing (GSP) has gained popularity owing
to its ability to process and analyze signals on graphs, such
as political preferences [1], brain fMRIs [2] and urban air
pollution [3]. GSP generalises the highly successful tools of
classical signal processing from regular domains such as grids
to graphs. Similar to the classical case, the computational costs
of processing and storing large volumes of graph signals can
be prohibitive, and complete data may not be available owing
to impractically high observation costs. Graph sampling pro-
vides a solution to these problems by efficiently extrapolating
the full data across the graph from observations on a set of
vertices or summaries of the data [4].

Sampling in the graph setting poses more challenges than
classical sampling because of the irregularity of the graph
domain. One such challenge is that periodic sampling, widely
used in traditional signal processing, is not applicable. Instead,
sample selection must adapt to the graph’s topology. Opti-
mal sample selection on graphs is in general NP-hard [5],
[6]. Many works focus on providing efficient heuristics for
selecting good sample sets under different optimality criteria.
These studies also provide bounds to help practitioners manage
the trade-off between observation cost and reconstruction loss
while determining sample size [7]-[12]. One limitation of
these bounds is the scope of their settings: some bounds are
set in the noiseless setting [13], while most recent sample-set
selection literature is set in the noisy observation setting. In
the noisy observation setting, sample-size bounds can require
optimal Bayesian reconstruction [5], as opposed to being
generic over the various reconstruction methods presented in
and benchmarked against in the sample set selection literature,
e.g., least squares (LS) [10], [11], variants of LS [7], [8]
or graph-Laplacian regularised (GLR) reconstruction [12].
Furthermore, driven by these bounds, many papers in the
sample set literature only present experiments with sample
sizes exceeding the bandwidth.

This paper presents two primary contributions. First, we
demonstrate that the commonly held expectation that in-
creasing sample size results in lower MSE (presented, for
example, below equation (13) in [5]) does not hold under LS
in many of the settings studied in the literature for signals with
noise. Second, we show that it is possible to simultaneously
reduce observation cost and reconstruction error compared
to sampling and reconstruction schemes presented in the
literature. We support our findings with theoretical evidence
and experiments conducted under LS.

II. RELATED WORK

Graph signal processing extends the fundamental problem
of sampling and reconstruction from signals in the Euclidean
domain to graph-structured data. It does so by generalising
the graph shift operator [14] - the most common choices
being the adjacency matrix of the graph, the graph Laplacian,
or a normalised variant of those - and using it to define a
signal model. While some work uses the adjacency matrix as
the shift operator [15], and the theorems in [5] apply to all
of these operators, most of the literature uses a normalised
variant of the graph Laplacian. See [14] for a more complete
consideration of the trade-offs involved in this choice.

The graph sampling literature is further divided by consid-
erations around the signal model, the reconstruction method
and the optimality objective, which we describe below.

A. Bandlimited Signals

The most common signal model used in the literature is the
bandlimited signal model. For a graph G with a shift operator
L with eigenvalues A\; < .. < Ay, the space spanned by
the first k eigenvectors of L is called a Paley-Wiener space
PW,,(G) (for any w € [Ag, A\x+1)) and its elements are called
k-bandlimited signals. Pesenson [16] introduced the concept
of a uniqueness set which is a vertex set capable of perfectly
reconstructing any signal in PW,,(G), and notes that it must
include at least k vertices. This provides a unique optimality
criterion for sample sets, for which multiple sampling schemes
have been devised [17], [18].

B. Non-bandlimited signals

It is rare for observed signals to be perfectly bandlimited.
While some work has focused on extending the class of
underlying signals to ‘approximately bandlimited signals’ [19],
[20], it is mostly assumed that there is a clean underlying ban-
dlimited signal and our observations are corrupted by additive



noise. The extra error introduced by this noise is handled in
two ways: noise-aware sampling criteria (and corresponding
sampling schemes), and robust reconstruction algorithms.

While there is a unique optimality criterion in the noiseless
case, there are multiple in the additive noise case:

e MMSE criterion: Minimise the average mean squared
error (MSE), called A-Optimality under LS [7]-[9]

o Confidence Ellipsoid criterion: Minimise the confidence
ellipsoid around the eigenbasis co-efficients, which is
called D-optimality under LS [10], [11]

o WMSE criterion: Minimise the worst-case MSE, which
is called E-optimality under LS [12], [15]

These criteria under LS reconstruction, and equivalences to
other optimality criteria, are further studied in the literature on
Optimal Design of Experiments (see [7] for more detail).

C. Reconstruction Methods

Reconstruction methods are also known as interpolation
operators [5]. The most common methods of reconstructing
noisy signals are LS reconstruction [10], [11], variants of
LS reconstruction [7], [8] and GLR reconstruction [12]. The
variants of LS reconstruction and GLR reconstruction are more
robust than ordinary LS reconstruction. We provide more detail
on these schemes in Section III-C.

ITI. PRELIMINARIES
A. Graph Signals and bandlimitedness

We define a graph G to consist of a set of IV vertices and
a set of edges with associated edge weights. We assume the
graph is connected and undirected. We consider a bandlimited
signal  on G, generalising the classical signal processing
definition of bandlimitedness. We do so by considering a sym-
metric, positive semi-definite shift operator L on G; commonly
used examples of L include the combinatorial Laplacian and
its normalised variants. We take its eigendecomposition

L=UAU"

writing A = diag(A1,..., An) where 0 = A\ < --- < Ay are
the eigenvalues of L, also known as the graph frequencies
[14]. U forms an orthonormal basis of RY; let U be
the k& columns of U corresponding to the k lowest graph
frequencies. We say that x is k-bandlimited if x € span(Uy).

B. Sampling

Inherent to the definition of bandlimitedness is that & comes
from a low-dimensional subspace. This implies that we do not
need to observe x on all N vertices. Indeed, there is some
subset of vertices such that if we observe any k-bandlimited
a on that subset we can reconstruct  fully and without error.
Such a subset is called a uniqueness set [16].

Given a vertex sample set S, let Mg € RISIXN be the
corresponding sampling matrix where

1 ifS; =35
(Ms),; = { hoi S (1)

0, otherwise

then S is a uniqueness set for a bandwidth % if and only if
rank(MsUy) = k [17].

In practice, the signal we are given is often not perfectly
bandlimited. We model this as observation noise; we observe
a corrupted signal y = x + o - € where

e x ~N(0,U,U}l) is a k-bandlimited Gaussian signal,

e € ~N(0,Iy) is ii.d. Gaussian noise on each vertex,

e 0 > 0 is some scaling of the noise

so the corrupted signal y has high-frequency components. Let
the Signal-to-Noise ratio SNR = % be the ratio of the
variance of the signal to the variance of the noise. Then as a
ratio of variances, SNR is positive1 and o2 = ﬁ.

There are multiple optimality criteria in the literature for

the noisy setting; under LS they have the following forms:
A-Optimality: minimise tr(((MsUy)(MsUp)T)™h)  (2)
D-Optimality: maximise det((MsUy)(MsUy)T) (3)
E-Optimality: maximise A, ((MsUy)(Ms Uk)T) 4)
where A, (A) is the minimum eigenvalue of A.

In this paper, we use average MSE under our model as our
loss, which corresponds to A-optimality for LS.

C. Reconstruction Methods

There exist two common reconstruction methods in the
literature: LS reconstruction (a.k.a. the standard decoder [18])
and GLR reconstruction (as described in [12], [18]). We
summarise the differences in Table I. Our analysis of LS also
applies to the commonly used iterative method, Projection onto
Convex Sets [21], as POCS converges to LS.

TABLE I: Reconstruction Methods

Objective Param | Bias Needs
Uk
LS min [[Mz — yl2 band- | no yes
xE€span(Uy) width
k
GLR min <|\M:cfy\|2+,u:1:TL:1:> " yes no
xRN

It is well known that, for linear models with noise, LS
reconstruction is the minimum-variance unbiased estimator of
x [22]. This justifies us focusing our analysis of unbiased
linear reconstruction methods on LS, at least theoretically. In
practice, computing Uy, is slow, so GLR reconstruction is used
for large graphs instead [12], [18].

We define a reconstruction method to take observations on
a vertex sample set S and reconstruct the signal across all
vertices. We say that a reconstruction method is linear if it
is linear in its observations. For a fixed vertex sample set S
we can represent a linear reconstruction method by a matrix
Rs € RVNISI,

1t is common in the literature to express the SNR in decibels, which may
be negative, while its ratio form remains positive. We will only use the ratio
form, so for example —20dB would be written as 10729/10 = 10=2 > 0.



Remark 1. LS and GLR reconstruction are both linear:
LS: Rs = Uy(MsUy)' (5)
GLR: Rs= (MZIMs+ puL)'MZL (6)
where for a matrix A, AT is its Moore-Penrose pseudoinverse.

IV. PROBLEM SETTING

For our theoretical results and experiments, we assume:

o A clean underlying k-bandlimited signal x.

o The bandwidth k is known.

o Observations of the signal are corrupted by flat-spectrum

noise, meaning we observe a non-bandlimited signal.

o We focus on LS reconstruction.

Note that when the sample size is below the bandwidth,
there are often multiple possible reconstructions. For example,
when trying to minimise the LS criterion

IMsz —yl|

min
z€span(Uy)

the following is a solution for any § € R™:
Uy ((JV-’sUk)T z+ (I — (MsUy)' (MsUy) 5) :

As we are mainly concerned in studying how sample
size affects reconstruction error rather than recommending a
specific reconstruction algorithm, for simplicity we pick the
minimal 2-norm solution with § = 0. This uniquely defines
LS reconstruction even when |S| < k [23, Sect. 5.5.1].

V. MAIN RESULTS
Consider reconstructing a signal with LS reconstruction. We
observe the corrupted signal y at S and reconstruct x (£ =
RsMsy). We decompose the expected MSE from observing
yat S:
EMSEs] =E [||x — RsMsyl|3]

= tr(cov(x — RsMsy))

= tr(cov(zx — RsMs(x + 0 -€))) (7)
As the underlying signal  and the noise € are independent,
and as our sampling and reconstruction operators are linear:

cov(z — RsMs(x+0-€)) =cov((x — RsMsx))

+cov(o - (RsMse)). ®

Let E =1 — RsMgs and combine (7) and (8):

E[MSEs| = tr(cov(Ex)) + o - tr(cov(Rs Mge))
= u((EUy)(EU)") + 0® - tr( RsMsMZ RY)
= |EUL||% + 0° - t(RsRE)
=||Ux — RsMsUy||% +o” - || Rs|| 7. ©)

We define

£1(S) = ||Ux — Rs MsUy| |7 (10)

&(S) = ||Rsll% (11)
so that

E[MSEs] = & (S) + 02 - &(S). (12)

Remark 2. Setting 0 = 0, we see that & (S) can be interpreted
as the reconstruction error in the absence of observation noise.

We use this decomposition to analyse changing the vertex
sample set S. We consider removing a vertex v from S to
make S\{v}.

Definition V.1. Removing v improves S if
E[MSEs] > E[MSEg\ {,1]-
For i € {1,2}, let
Ai(8,v) = &i(S) = &i(S\{v}).
Then by (12), the change in MSE from removing v is

13)

E[MSEs] — EMSEg\ (1] = A1(S,v) + 0% - As(S,v). (14)

If A1(S,v) 4+ 02 - Ax(S,v) > 0, removing v improves S.

We note that A; is the change in MSE when there is
no noise (¢ = 0), so can be interpreted as learning more
about x. It is always non-positive under LS reconstruction (see
Appendix A). On the other hand, As is a noise-sensitivity term
— its effect scales with o2 — and in many cases is positive.
Under LS reconstruction, one can show that A; and A, are
always of different signs (see Appendix B).

If the effect of increasing noise sensitivity exceeds the
effect of learning more about the underlying signal, then
we can decrease average MSE by removing a vertex from
the observation set. This leads to our main result under LS
reconstruction, which is summarised in the following theorem:

Theorem 1. Let

k
T(Sa U) = N : A2(87 U) (15)
then removing v improves S if and only if
SNR < 7(S8,v). (16)
Proof. See Appendix C. O

This result says that if SNR is too low (below a threshold 7
that depends on the bandwidth and the chosen samples), then
we can remove a sample from our observation set to improve
the average reconstruction error.

Remark 3. If A, is non-positive, we have 7(S,v) < 0 <
SNR. In this case (16) cannot hold and removing v will not
improve S for any SNR.

Theorem 1 leaves room for a clever way to pick vertices
such that the conditions on SNR in (16) would never be met,
hence removing a vertex would never improve the sample set.
We show that no such way exists.

Theorem 2. Consider a fixed vertex ordering v, ...,vy and
let S; be the set of the first ¢ vertices. Then there are exactly

k indices 1 < I ,...,I; < N such that
Vlgjgk:T(SIj,vjj)>0, 17

S0 removing vy, improves S 1, at some SNR.
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Fig. 1: Average MSE for LS reconstruction on ER Graphs (#vertices=1000, bandwidth = 100) with different SNRs

Proof. See Appendix D. O

Theorem 2 suggests that any sampling scheme, interpreted
as a sequential way of picking additional samples, must
encounter exactly k instances where the additional vertex v
picked on top of the current sample set S has 7(SUw,v) > 0,
meaning at a high enough noise level it increases MSE
on average. Schemes in the literature which are optimal in
the noiseless case, such as A-, D- and E-optimal sampling
schemes, see this happen for the first k vertices they pick.

Theorem 3. Suppose we have a greedy scheme which is
optimal in the noiseless case: given the bandwidth k, the first
k vertices it samples allow for perfect reconstruction of any
clean k-bandlimited signal. Use this scheme to select a vertex
sample set S, with |S,,| = m < k. Then

Vm<k:YweS,: 7(Sn,v) >0, (18)

that is, for any vertex in S, there exists some SNR such
that removing that vertex would improve S. Removal of any
vertices which the scheme adds after this cannot improve the
set:

vm' > k: Yo € S \Sk: 7(Spmr,v) <0. (19)

Proof. See Appendix E. O

Remark 4. Theorem 3 applies to A, D and E-optimal sam-
pling as they are optimal in the noiseless case (see Appendix
F).

Remark 5. Equation (19) says that removing one vertex from
a sample set of size m’ > k chosen by a noiseless-optimal
sampling scheme does not reduce error on average. Of course,
if one removes multiple vertices to bring the sample size below
k then the expected sample error may decrease.

VI. EXPERIMENTS
A. Experimental Setup

We present two experiments to illustrate when removing
vertices from the observation set can reduce MSE. For differ-
ent types of graphs, we present plots of E[MSEg,] (Fig. 1) and
7(8;,v;) (Fig. 2) as the sample size ¢ increases under different
sampling schemes. Results are presented with 90% confidence
intervals.

1) Sample Set Selection: The literature provides several
approximations to make vertex sample set selection efficient.
For example, approximating the projection matrix U U, ,? [7]
(subsets of which are used to compute optimality criteria) with
a polynomial in L, and approximating optimality criteria for
easier computation [12].

For our experiments, we generate the vertex sample sets
greedily using the exact analytical forms instead of approxima-
tions. We use the explicit forms of A/D/E optimality (see Eqns.
(2), (3), (4)) and directly compute U U kT throughout. We com-
pare A/D/E optimal schemes (MMSE/Conf. Ellips./WMSE) to
the Weighted Random sampling scheme in [18].

2) Graph Generation: We consider two graph sizes — small
(100 vertices) and large (1000 vertices) — for 10 instantiations
of each of the following unweighted random graph models:

o Erd6s—Rényi (ER) with edge probability p = 0.8

o Barabasi-Albert (BA) with a preferential attachment to 3

vertices at each step of its construction

o Stochastic Blockmodel (SBM) with intra- and inter-

cluster edge probabilities of 0.7 and 0.1 respectively

3) Signal Generation: To compute the MSE, we generate
200 signals as follows:

1) Generate T, ~ N(0,UcUYL), €00 ~ N(0,Iy)

2) Normalise: = —Zrew— and € = Srew
3) R ng““’”? [lerawl]2
eturn y = x
) Y=2% AR

4) Parameters: We set the bandwidth to | N/10], as per
[12]. We pick various SNRs to demonstrate that the effect oc-
curs below the threshold 7 and disappears above it, which here
means 1071,102,10%° (In dB: —10dB, 20dB and 100dB).

B. Experimental Results

Fig. 1a shows that for low SNRs, optimal sampling schemes
(the Green, Orange and Blue lines) lead MSE to increase
with each additional sample until the sample size reaches
the bandwidth, illustrating Theorem 3. On the other hand,
for high SNRs (Fig. 1c), MSE decreases monotonically as
sample size increases under all presented sampling schemes,
illustrating Theorem 1. Fig 1b shows an intermediate case: for
SNRs between these extremes some schemes (Red line) lead
to increasing MSE with increasing sample size, while other
schemes (Blue, Green, Orange lines) do not.
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Interestingly, Fig. 1a shows that at a very low SNR of 1071,
the optimal sample size under LS reconstruction is zero. One
interpretation of this observation is that, under very high noise,
if you throw away all of your samples and assume that your
underlying signal is O, you will on average have a lower MSE
than if you reconstruct with LS from your observed samples.
This follows from (12) and the positivity of &; and & — if
your error increases unboundedly with noise, at a sufficiently
high noise level your MSE will be above the fixed MSE you
would get by approximating your signal with O.

Fig. 2a demonstrates experimentally what the SNR thresh-
old 7 looks like in practice. For the ER graphs (N = 1000), for
signals with £ = 100 and SNR < 10, under most ‘optimal’
schemes (Blue, Green, Orange) sampling 90 vertices rather
than 100 vertices reduces both observation cost and recon-
struction error. Similar results can be seen for Barabasi-Albert
graphs (Fig. 2b) and different SNRs. This demonstrates that
MSE increasing with sample size happens under conditions
which might occur in practice, and is not simply a theoretical
curiosity.

We present plots for the larger graph instances here; the
smaller graphs (Fig. 3) follow the same pattern as the ER
graphs and are presented in Appendix G.

VII. DISCUSSION

In this paper we studied the impact of sample size on
LS reconstruction of noisy k-bandlimited graph signals. We
showed theoretically and experimentally that reconstruction
error is not necessarily monotonic in sample size - that at
sufficiently low SNRs, reconstruction error can sometimes be
improved by removing a vertex from a sample set, even if the
sample set was picked by a greedy optimal sampling scheme
given a fixed sample size.

Our finding reveals that certain existing results in the liter-
ature for noiseless settings may not necessarily generalise to
the noisy case. In addition, it further demonstrates the need to
consider both optimal sample size selection and reconstruction
methods at the same time. For example, the limitation of
ordinary LS reconstruction may be mitigated by regularisation
schemes such as that proposed in [5].

Future work includes extending the analysis in this paper to
cover other reconstruction operators such as GLR reconstruc-

tion, providing bounds on & and & to create noise-aware
sample size bounds, experimenting with other graph models
such as Ring graphs or studying early-stopping schemes for
LS reconstruction.
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