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Figure 1: Our proposed Compressed Latent Reasoning Model (CoLaR) performs dynamic-speed rea-
soning by auto-regressively predicting latent variables, each compressing information from multiple
word tokens. Simply prompting to reason faster enables CoLaR to predict more informative latents.

Abstract

Large Language Models (LLMs) achieve superior performance through Chain-
of-Thought (CoT) reasoning, but these token-level reasoning chains are compu-
tationally expensive and inefficient. In this paper, we introduce Compressed La-
tent Reasoning (CoLaR), a novel framework that dynamically compresses reasoning
processes in latent space through a two-stage training approach. First, during super-
vised fine-tuning, CoLaR extends beyond next-token prediction by incorporating
an auxiliary next compressed embedding prediction objective. This process merges
embeddings of consecutive tokens using a compression factor c randomly sampled
from a predefined range, and trains a specialized latent head to predict distributions
of subsequent compressed embeddings. Second, we enhance CoLaR through rein-
forcement learning (RL) that leverages the latent head’s non-deterministic nature
to explore diverse reasoning paths and exploit more compact ones. This approach
enables CoLaR to: i) perform reasoning at a dense latent level (i.e., silently),
substantially reducing reasoning chain length, and ii) dynamically adjust reason-
ing speed at inference time by simply prompting the desired compression factor.
Extensive experiments across four mathematical reasoning datasets demonstrate
that CoLaR achieves 14.1% higher accuracy than latent-based baseline methods at
comparable compression ratios, and reduces reasoning chain length by 53.3% with
only 4.8% performance degradation compared to explicit CoT method. Moreover,
when applied to more challenging mathematical reasoning tasks, our RL-enhanced
CoLaR demonstrates performance gains of up to 5.4% while dramatically reducing
latent reasoning chain length by 82.8%.
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1 Introduction

Large Language Models (LLMs) have demonstrated remarkable capabilities in mathematical reason-
ing, particularly when employing Chain-of-Thought (CoT) prompting techniques [29, 31]. Recent
advances have further highlighted the potential of this approach when combined with reinforcement
learning on extended reasoning sequences [16, 12, 28], revealing significant “aha-moments” in model
performance. Despite these advances, a critical limitation persists: generating lengthy reasoning
chains are computational costly, impeding efficiency and scalability. This inefficiency becomes par-
ticularly evident in real-world LLM applications, where extended reasoning chains create substantial
server load, especially under high-concurrency conditions, underscoring the urgent need for more
efficient reasoning methods.

Several approaches have emerged to address this computational challenge [26, 7]. One line of
research focuses on enhancing efficiency at the token level, primarily by identifying and skipping
less informative tokens [30], prompting models to generate more concise reasoning steps [32, 1], or
dynamically terminating reasoning when the model exhibits high confidence in a trial answer [35].
While valuable, these methods continue to operate on sparse token-based representations. A more
promising direction explores reasoning within the dense latent space. Initial efforts attempt to
“internalize” reasoning knowledge by curriculum learning [5] or knowledge distillation [6]. Some
works focus on the potential inside LLMs by looping or skipping some intermediate LLM layers [3,
2, 22] to realize efficient reasoning. Recent innovations have introduced auto-regressive prediction of
latent representations for efficient reasoning. Coconut [13] proposes to gradually replace token-level
reasoning with latent representations, while CODI [24] employs self-distillation to transfer CoT
knowledge into latent reasoning processes. However, these methods primarily utilize fixed-length
reasoning chains, resulting in suboptimal efficiency and limited adaptability. Furthermore, to the best
of our knowledge, all these latent-based methods employ deterministic latent reasoning processes,
overlooking the potential benefits of exploration-exploitation capability may bring about.

To overcome these limitations, we introduce Compressed Latent Reasoning (CoLaR), a novel
framework that dynamically compresses LLM reasoning chains into latent space while preserving
exploration-exploitation capabilities. Our approach utilizes an auxiliary next compressed embedding
prediction task in supervised fine-tuning (SFT) stage. Specifically, at each training step, CoLaR first
samples a random compression factor c ∈ [1, cmax] and merges the embeddings of c consecutive
reasoning tokens using our Embedding Compress module. A Latent Head is then trained to predict
the next compressed embeddings from the LLM’s output hidden states, which is a fully parallelized
process. During inference, CoLaR is capable to auto-regressively predict dense and informative
latents with the Latent Head, and automatically determine when to terminate the reasoning process
with LLM’s Language Head. Rather than predicting deterministic values, the Latent Head outputs a
probability distribution that produces diverse reasoning pathways for a same question input. Based
on this, we further enhance CoLaR through post-training with Group Relative Policy Optimization
(GRPO) reinforcement learning algorithm (author?) [23, 37], which enables CoLaR to explore
correct latent reasoning paths with diverse outputs and exploit those shorter ones.

Our extensive evaluations on four grade-school level mathematical reasoning datasets (GSM8k [4],
GSM8k-hard [9], SVAMP [20], and MultiArith [21]) demonstrate that CoLaR achieves a 14.1% ↑
improvement in accuracy compared to state-of-the-art baseline methods at comparable compression
ratios. Furthermore, CoLaR reduces reasoning chain length by 53.3% ↓ with only a 4.8% ↓
performance degradation relative to explicit CoT. Finally, experiments on a more challenging dataset
MATH [14] demonstrates the potential of CoLaR to reinforcement learning, gaining up to 5.36% ↑
accuracy while reducing the length of reasoning chain significantly by 82.8% ↓.

Our main contribution are three-fold:

• We introduce Compressed Latent Reasoning (CoLaR), a novel framework enabling dynamic-
speed reasoning by auto-regressively predicting latent variables that encapsulate the com-
pressed semantics of multiple word tokens. This allows for more efficient reasoning by
operating in a compressed latent space.

• We design CoLaR with a probabilistic Latent Head and demonstrate the effectiveness of
reinforcement learning on latent reasoning. This combination improves performance and
reduces the length of reasoning chains by encouraging exploration of diverse reasoning
paths and exploitation of the shorter ones.
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• Extensive experiments show that CoLaR achieves a 14.1% accuracy improvement over
existing latent-based methods. Furthermore, reinforcement learning enhances performance
by up to 5.36% while simultaneously reducing reasoning chain dramatically length by
82.8%, demonstrating significant efficiency gains.

2 Related Work

2.1 Explicit LLM reasoning

Recent advances have demonstrated the strong reasoning capabilities of large language models
(LLMs). The explicit reasoning approach, exemplified by Chain-of-Thought (CoT) reasoning [29],
propose to prompt LLMs to generate intermediate reasoning steps through sequential token prediction
before generating answers [36, 31, 27, 39, 17]. Subsequent work demonstrated that reinforcement
learning techniques [23, 37, 38] can further improve performance on verifiable reasoning tasks
like mathematical problem-solving, revealing an “aha-moment” that significantly boosts model’s
performances with longer thinking process [16, 12, 28].

However, the computational cost of processing these lengthy reasoning chains remains a significant
bottleneck, motivating research into efficiency optimizations. Current solutions focus on identifying
and skipping redundant tokens [30, 35] or encouraging more compact reasoning patterns using
mathematical notations and programming language-like expressions [1, 32]. While these methods
reduce reasoning chain length, they are fundamentally limited by the sequential token prediction.

2.2 Latent LLM reasoning

Latent reasoning approaches operate in a denser, continuous space, abstracting away from indi-
vidual word tokens. These methods can be broadly categorized into three directions: knowledge
internalization, architectural modifications, and auto-regressive latent reasoning.

The first direction, knowledge internalization, aims to embed reasoning capabilities directly into
the model. iCoT-SI [5] attempts to internalize reasoning knowledge by progressively removing
explicit reasoning steps during training, while Pause [10] proposes training models to reason within
specialized token embeddings.

The second direction exploits the hierarchical structure of transformer layers, with proposals to
dynamically skip or repeat layer computations [22, 2, 3, 25, 19]. These methods aim to reduce
computational cost by selectively processing different layers.

The third direction, and most relevant to our work, explores auto-regressive latent reasoning [33].
Coconut [13] pioneered this approach by replacing token sampling with hidden state concatenation
for breadth-first reasoning, while CODI [24] introduces an auto-regressive latent variable model
through self-distillation. However, existing methods like Coconut and CODI are limited by their
reliance on fixed-length reasoning chains due to the implicit nature of latent variables. Furthermore,
they employ a deterministic approach to auto-regressive latent generation, neglecting the potential
for exploration-exploitation strategies to further enhance model performance, particularly within a
reinforcement learning framework.

In contrast, CoLaR advances auto-regressive latent reasoning by introducing a novel next com-
pressed embedding objective. This allows the model to capture the semantics of multiple word tokens
within a single latent variable and reason with dynamic chain lengths, leading to improved efficiency
and performance. Moreover, CoLaR achieves significant performance gains and a dramatic reduction
in latent reasoning length through reinforcement learning with a probabilistic latent prediction head.

3 Method

In this section, we introduce our task, notations, and our proposed method CoLaR. We focus on
mathematical reasoning tasks using a dataset D, which consists of a question tq = t

1:Lq
q , a reasoning

chain tr = t1:Lr
r , and an answer ar = t1:La

a , where Lq, Lr, and La denote the respective token
lengths. A representative example entry would be: "Question: A set of 7 spoons costs $21. If each
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Figure 2: Our proposed method CoLaR consisting an LLM backbone and a Latent Head. During
the SFT stage (left), for each training step, CoLaR first compresses embeddings er of the original
reasoning chain into compressed embeddings ec with a compression factor c randomly selected from
the range [1, cmax]. Then, CoLaR is trained to predict: i) the compressed reasoning embeddings via
the Latent Head, and ii) the compressed reasoning tokens and answer tokens through the Language
Head. During the RL stage (right), for every question input, CoLaR samples a group of G outputs
o1:G consisting of the latent reasoning chain and the predicted answer. We then calculate the relative
rewards a1:G for each output, and the rewards are averaged on each token (āi), encouraging CoLaR to
explore diverse latent reasoning pathways and exploit those more compact ones.

spoon would be sold separately, how much would 5 spoons cost?", "Reasoning chain: « 21 / 7 = 3 » «
5 * 3 = 15 » <end>", and "Answer: 15".

Given an LLM backbone M, the input tokens are first mapped to embedding vectors eq = e
1:Lq
q ,

er = e1:Lr
r , and ea = e1:La

a . These embeddings are processed by M to produce the hidden states
of the final layer, denoted hq = h

1:Lq
q , hr = h1:Lr

r , and ha = h1:La
a . M then predicts distributions

a.k.a. logits of next tokens using a Language Head.

To address this issue of lengthy reasoning chains, we propose compressing reasoning processes
into a denser latent space, facilitating more efficient LLM reasoning. This requires our method to
i) compress reasoning tokens into latent space and understand these dense representations, ii)
predict subsequent dense latent representations and determine when to terminate reasoning, and iii)
maintain the ability to explore diverse latent reasoning paths and exploit shorter latent solutions.
CoLaR is designed with these three objectives in mind.

3.1 Reasoning token compression and understanding

As illustrated in Figure 2, the input to CoLaR can be represented as e = [eq, ec, ea], where [·, ·]
denotes concatenation. Here, ec represents the compressed embeddings derived from er, the em-
beddings of the original reasoning steps, and the length of compressed embeddings Lc = ⌈Lr

c ⌉. To
achieve a dynamic test-time compression factor c, we begin each training step by randomly sampling
c ∈ [1, rmax]. For every r consecutive reasoning token embeddings ek:k+r

r , the Embedding Compress
module generates a compressed embedding ekc .

A straightforward approach is to apply mean pooling directly to these embeddings. However, due to
the high dimensionality of the embedding space (e.g., 2048 dimensions), embeddings from different
tokens may be highly uncorrelated. Simply averaging these embeddings can distort the original
distribution. For instance, consider two uncorrelated distributions A ∼ N (µ, σ2) and B ∼ N (µ, σ2);
mean pooling would alter the original distribution to A+B

2 ∼ N (µ, σ2

2 ), effectively scaling the
variance by 1

2 . We found that, for most pre-trained LLMs, the distributions of embeddings are
centered at µ ≈ 0. Thus, to prevent distortion of the original embedding distribution of LLMs, the
Embedding Compress module only scales the sum of the c embeddings by 1√

c
.

Intuitively, it could be difficult for LLMs to understand these compressed embeddings. A simple
approach is to supervise M to predict answers with a language modeling loss, which enforces M to
model answers with compressed embedding inputs. However, this objective provides supervision
signals that are too sparse to converge to near-optimal performance. To address this issue, we train
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CoLaR to predict the compressed reasoning tokens. Ideally, when using a compression factor c,
CoLaR should be able to read and predict tokens in groups of c. This means that for each compressed
embedding input, CoLaR should be trained to predict all c corresponding tokens. To approximate
this multi-label classification task using the single-label prediction capability of LLM’s language
model head, we randomly sample one token from each group of c reasoning tokens tk×c:(k+1)×c

r

as the ground-truth label. This approach trains the predicted logits to approximate a multimodal
distribution that represents all potential tokens in each compressed group. This process could be
formally represented as:

Lcomp = − 1

La + Lc

La+Lc∑
i=1

log p([tc, ta]
i|[ec, ea]1:i−1, eq), (1)

where tc are sampled from tr.

3.2 Next compressed embedding prediction

To enable auto-regressive latent reasoning, we train a Latent Head E (analogous to the Language
Head in LLMs) to predict the next compressed embedding, where E is a two-headed MLP. Given the
current hidden states hi

c output by M, the Latent Head E predicts both the mean µi+1
c and standard

deviation σi+1
c of the next embedding’s distribution.

Unlike previous works that predict deterministic values—which limits exploration of alternative
reasoning pathways—our approach generates a probabilistic distribution. During inference, we
employ the re-parameterization trick to sample the next embedding: êi+1

c = µ̂i+1
c + σ̂i+1

c ϵ, where ϵ
is random noise sampled from a standard Gaussian distribution N (0, 1).

The Latent Head E is primarily trained using the negative log-likelihood (NLL) loss. For a prediction
at position i, this can be formulated as:

Llatent(i) = − log p(eic | µ̂i
c, σ̂

i
c) =

(eic − µ̂i
c)

2

2σ̂i
c

+ log σ̂i
c (2)

This probabilistic formulation enables the model to capture uncertainty in the latent reasoning process
and allows for diverse reasoning pathways during generation. The total loss is computed by averaging
over all positions in the compressed embedding sequence.

However, we empirically found that CoLaR with NLL loss tends to under-fit on simpler math
reasoning datasets that require less exploration. To address this, we propose a soft-MSE loss that
combines Mean Squared Error with an entropy regularization term:

Llatent(i) = Eϵ

[
(µ̂i

c + σ̂i
cϵ− eic)

2
]︸ ︷︷ ︸

MSE term

−α

(
1

2
log(2πe

(
σ̂i
c

)2
)

)
︸ ︷︷ ︸

entropy term

, (3)

where α is a positive hyperparameter that encourages the model to predict more diverse latents with
larger σ̂ values. This approach enables CoLaR to better fit simpler datasets while maintaining its
exploration capability. We evaluate both the two forms of latent loss in our experiments. We sum up
Lcomp and Llatent as the final loss to optimize CoLaRin the SFT stage.

3.3 Exploration with reinforcement learning

The next-compressed embedding prediction training enables latent reasoning chains to mimic original
chain of thoughts. However, this paradigm inevitably limits the performance of latent reasoning
models to their CoT teachers. To further explore the potential of CoLaR, we apply a reinforcement
learning stage to our proposed method.

With the Latent Head trained to predict distributions, we can sample diverse latent reasoning pathways
and final answers for the same question q. We then apply Group Relative Policy Optimization (GRPO)
algorithm [23] to reinforce correct reasoning chains and answers while penalizing incorrect ones.

Specifically, for each question q, GRPO first samples a group of outputs {o1, o2, . . . , oG} from the
old policy πθold , where G is the group size. Each output oi consists of a latent reasoning chain and a
final answer. Then, GRPO optimizes the policy πθ by minimizing the following objective:
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LGRPO = − 1

G

G∑
i=1

(
min

(
πθ (oi|q)
πθold (oi|q)

Ai, clip
(

πθ (oi|q)
πθold (oi|q)

, 1− ϵ, 1 + ϵ

)
Ai

))
, (4)

where ϵ is a hyperparameter, and Ai is calculated as a group-normalized reward:

Ai =
ri − mean (r1, r2, . . . , rG)

std (r1, r2, . . . , rG)
. (5)

We simply set ri to 1 when an answer is correctly predicted and to 0 otherwise. Following DAPO [37],
we remove the KL-regularization term from original GRPO implementation for efficient training.

Notably, LGRPO is calculated at the output level, i.e., across the entire latent reasoning chain and
predicted answer, but is then averaged when applied to each latent/token. This design encourages
CoLaR to balance exploration and exploitation. For instance, in Figure 2, although both a1 = a2 =
−1, GRPO penalizes the latents/tokens in o1 more, as there are fewer reasoning steps. This encourages
CoLaR to think more deeply to explore correct reasoning paths. Likewise, the latents/tokens in o4
are reinforced more as the reward is averaged less, which encourages CoLaR to exploit those more
compact latent reasoning paths.

4 Experiments

In this section, we evaluate our proposed method CoLaR against strong baselines, analyze the
contributions of different components, and explore the impact of key parameters.

4.1 Experimental setup

Datasets and tasks. Our method is mainly trained and evaluated on GSM8k-Aug [6], an augmented
version of the Grade-School level Math reasoning dataset GSM8k [4]. GSM8k-Aug comprises
approximately 385k training samples and 1k test samples. We also evaluate the trained methods on
three out-of-domain math reasoning datasets: (1) GSM-Hard [9], a modified version of GSM8K
with approximately 1k test samples featuring larger magnitude numbers, (2) SVAMP [20] and (3)
MultiArith [21], two simpler math reasoning datasets with 1k and 600 test samples, respectively.
Moreover, we train and evaluate our method on a more challenging dataset MATH [14], which
consists of 7.5k training samples and 5k test samples, covering algebra, calculus, statistics, geometry,
linear algebra and number theory. Following [13], we use two metrics: (1) Accuracy (Acc.), which
measures the effectiveness of correctly predicting answers and (2) Reasoning chain length (# L),
which measures efficiency by averaging the number of tokens/latents predicted in reasoning chains.

Baseline methods. We primarily compare against the following baselines: (1) CoT [29], which is
fine-tuned on complete reasoning chains and answers, and performs token-level reasoning before
predicting answers during inference; (2) iCoT [5], which internalizes reasoning knowledge by
gradually removing reasoning steps, and directly predicts answers during inference; (3) Coconut [13],
which is fine-tuned with a curriculum process to gradually replace token-level reasoning steps with
latent reasoning steps, and performs six steps of latent reasoning before predicting answers; and (4)
Distill, is our reproduced version of CODI [24] based on their implementation details as the code and
model are not released. It self-distills token-level CoT into fixed-length latent reasoning steps, with
an inference stage same to Coconut.

Implementation details. (1) Base model: unless otherwise specified, all experiments use a frozen
Llama-3.2-1B-Instruct [11] backbone with a trainable LoRA module [15]. Following Coconut, all
methods are initialized with weights from CoT-SFT to accelerate training. (2) Model checkpointing:
for fair comparison, all models are trained for up to 50 epochs or 12 hours, whichever is reached first,
and we choose the checkpoint that achieves the best accuracy on the validation set as the final model.
(3) Hyper-parameters: we use the AdamW [18] optimizer with a fixed learning rate of 1e-4 and a
weight decay of 1e-2 in SFT stage, and set the learning rate to 1e-6 in RL stage. We set rmax = 5 to
train CoLaR. During inference, we configure the LLM generation with a temperature of 1 and top-p
of 0.9. All SFT training processes are conducted a total batch size of 256. For more implementation
details, please refer to Appendix Section A.
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Table 1: Experiment results of baseline methods and CoLaR on four grade-school math reasoning
datasets. We test the methods for five times with different random seeds to report the averaged
number and 95% confidence interval (±) on accuracy (Acc. %) and reasoning chain length (# L).
CoLaR-c denotes a same CoLaR model tested with different compression factors c. For ablation
methods (marked in gray), suffixes DL, OC, MP and NLL denote CoLaR with a Deterministic Latent
head, training withOut Compressed reasoning chain in cross entropy labels, using Mean Pooling to
compress embeddings, and training with NLL loss, respectively.

GSM8k-Aug GSM-Hard SVAMP MultiArith Average
Acc. # L Acc. # L Acc. # L Acc. # L Acc. # L

CoT 49.4±.72 25.6±.11 11.9±.16 34.2±.11 59.8±.29 12.1±.03 93.2±.49 13.7±.09 53.6 21.4

iCoT 19.8±.23 0.00±.00 3.87±.16 0.00±.00 36.4±.51 0.00±.00 38.2±.66 0.00±.00 24.6 0.00
Coconut 23.1±.28 6.00±.00 5.49±.33 6.00±.00 40.7±.65 6.00±.00 41.1±.24 6.00±.00 27.6 6.00
Distill 13.3±.62 6.00±.00 2.97±.24 6.00±.00 21.7±.73 6.00±.00 19.2±.83 6.00±.00 14.3 6.00

CoLaR-5 26.8±.17 5.57±.02 5.87±.10 6.53±.01 48.4±.45 2.95±.02 86.4±.35 3.21±.01 41.7 4.57
- DL 26.7±.11 5.74±.01 5.53±.11 8.20±.04 48.3±.05 2.90±.01 84.5±.19 3.22±.01 41.3 5.02
- OC 24.8±.27 5.14±.12 6.46±.11 5.49±.06 46.5±.18 2.85±.01 85.9±.22 3.13±.01 40.1 4.15
- MP 20.6±.22 5.61±.02 4.20±.07 6.18±.02 47.7±.41 2.96±.01 80.7±.59 3.20±.01 38.3 4.49
- NLL 20.3±.64 5.99±.06 4.52±.39 16.6±.25 43.9±.43 3.06±.03 81.6±.23 3.20±.02 37.6 8.01

CoLaR-2 40.1±.20 12.7±.02 9.08±.03 14.0±.07 54.9±.20 6.11±.01 91.3±.12 7.35±.01 48.8 10.0
- DL 39.7±.18 12.8±.01 8.84±.06 17.2±.09 54.3±.23 6.10±.01 90.1±.17 7.46±.01 48.2 10.9
- OC 39.1±.33 12.3±.04 8.96±.01 16.9±.13 54.7±.18 6.08±.02 90.1±.25 7.36±.01 48.2 10.6
- MP 36.9±.30 12.4±.02 8.46±.19 12.0±.05 54.1±.42 6.14±.01 86.8±.20 7.43±.01 46.6 9.49
- NLL 32.3±.51 12.2±.04 7.57±.16 16.6±.25 51.0±.24 5.50±.03 88.3±.41 7.09±.02 44.8 10.3

4.2 Comparison to baseline methods on GSM datasets

Table 1 presents a comparison of CoLaR against state-of-the-art baseline methods on four grade-
school level math reasoning datasets. CoLaR demonstrates consistent performance gains over existing
latent-based reasoning approaches. Notably, CoLaR with a test-time compression factor of 5 (CoLaR-
5) achieves a 14.1% improvement in average accuracy compared to Coconut, and does so with fewer
reasoning steps (4.57 vs. 6.00). This advantage stems from our effective next-compressed embedding
prediction objective, which efficiently compresses the reasoning process into compact and informative
latent variables. This allows for superior performance while maintaining a high compression ratio.

Leveraging the dynamic compression design, we evaluated the same trained model with a different
test-time compression factor of 2 (CoLaR-2). The resulting accuracy of 48.8% represents only a 4.8%
decrease compared to explicit CoT, but with a significant 53% reduction in reasoning chain length.

Furthermore, CoLaR exhibits robust out-of-domain generalization capabilities compared to other
latent-based baselines, particularly on the MultiArith dataset, where CoLaR shows minimal perfor-
mance degradation compared to CoT, while other latent-based methods suffer significant drops.

4.3 Ablation studies of on GSM datasets

We conduct ablation studies with four experimental settings on the GSM datasets, with results
illustrated in the gray areas of Table 1. Three key findings emerge:

(1) Simple math questions require balanced exploration capability. Comparing CoLaR with
CoLaR-DL (trained with a deterministic latent head) and CoLaR-NLL (trained with NLL loss), we
find that a deterministic latent head fits well on simple math datasets but lacks test-time exploration
potential, leading to suboptimal performance. Conversely, training CoLaR with NLL loss introduces
excessive randomness, resulting in poor fit on the training data and worse overall performance.

(2) Dense reasoning supervision signals are crucial. When comparing CoLaR with CoLaR-OC,
where we remove the tokens of compressed reasoning chain tc and use only the final answer tokens ta
as the language modeling supervision signal, performance degrades by 1.6% and 0.6% at compression
factors c = 5 and c = 2, respectively. This confirms the importance of dense supervision signals
when training latent-based reasoning methods.

(3) Latents under different compression factors should share the same space. CoLaR-MP,
which applies Mean Pooling on the compression embeddings, shows 3.4% and 2.2% performance
degradation compared to our method. This decline is primarily attributed to distribution shifts caused
by the compression process, which introduces confusion during model training.
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Table 2: Experimental results on the challenging MATH dataset. We evaluate our proposed method
CoLaR on two base models and three settings: -DL denotes using a Deterministic Latent head,
-NLL denotes CoLaR trained with NLL Loss as Llatent, which is our main method, and - /w GRPO
denotes the post-trained CoLaR-NLL with GRPO reinforcement learning process. We calculate
the performance gain between CoLaR-NLL and CoLaR-NLL-RL to highlight the effectiveness of
reinforcement learning. Compression factor c and # Lmax are set to 2 and 128, respectively.

DeepSeek-R1-Distill-Qwen-1.5B Llama-3.2-1B-Instruct
Acc. #L Acc. #L

CoT 23.5±.29 209±1.6 9.71±.33 210±1.4

CoLaR-DL 9.04±.12 99.4±.25 3.07±.28 134±.46

CoLaR-NLL 8.94±.21 56.8±.14 5.28±.16 83.1±.52

CoLaR-NLL-RL 14.3±.25 (5.36% ↑) 9.79±.40 (82.8% ↓) 7.08±.07 (1.80% ↑) 16.1±.14 (80.6% ↓)
- w/o average 13.8±.14 128±.00 0.00±.00 128.0±.00
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Figure 3: A case study on the GSM-8k validation set. We set the compression factor c to 2 and 5,
which produce two latent reasoning chains in length 7 and 3, respectively. We then retrieve tokens
with the predicted latents by embedding cosine similarity, and underscore those informative tokens.

4.4 Reinforcement learning results on the MATH dataset

We train and evaluate CoLaR with RL on the challenging MATH dataset, using two base models [12,
34, 11]. The results are presented in Table 2. Our analysis of the results yields three key conclusions:

(1) Exploration is crucial for difficult problems. The deterministic latent reasoning process of
CoLaR-DL exhibits accuracy comparable to or worse than CoLaR-NLL despite longer reasoning
chains. This suggests that challenging math problems necessitate exploration of multiple potential
solutions, rather than deterministic, step-by-step reasoning. Furthermore, post-training CoLaR-NLL
with RL yields significant gains, achieving up to 5.36% higher accuracy and an 82.8% reduction in
reasoning length. This highlights the potential of RL and the importance of balancing exploration
and exploitation for latent reasoning models.

(2) Averaged rewards promote exploitation. When training without this averaging (i.e., simply
dividing the loss by a constant to normalize the loss scale), we observed that while Qwen-1.5B
exhibited a performance increase (from 8.94% to 13.8%) similar to averaging the loss, the reasoning
length rapidly converged to the pre-defined upper limit. Moreover, Llama-1B’s performance tend
towards collapse. This suggests the averaged design encourages CoLaR to exploit more efficient
reasoning pathways.

(3) Base model quality impacts RL effectiveness. Supervised fine-tuning on CoT resulted in varying
performance across the two base LLMs. Meanwhile, CoLaR also demonstrates a significantly larger
performance gain on RL when using the higher-quality Qwen-1.5B compared to Llama-1B. This
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Figure 4: Accuracy and reasoning chain length
(# L) of CoLaR on GSM8k dataset when trained
with random c ∈ [1, 5] (the lines) or trained
solely on specific c (the bars).
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Figure 5: Accuracy and reasoning chain length
(# L) of CoLaR on GSM8k dataset when trained
with c ∈ {1, 3, 5, 7} and tested with extra c ∈
{2, 4, 6} (under gray bars).

Table 3: Experimental results of CoLaR-2 and TokenSkip on GSM-8k, MATH-500, and GPQA.

Acc. (%)/#L CoT-1B CoLaR-1B CoT-8B CoLaR-8B CoLaR-8B-RL TokenSkip-8B

GSM-8k 47.5/92.6 40.4/49.2 76.5/93.6 70.8/47.3 71.9/13.3 78.2/113
MATH-500 28.6/176 19.8/84.6 54.6/168 45.8/67.7 52.4/17.6 40.2/292
GPQA 26.4/232 26.4/84.1 35.7/216 32.4/101 37.5/66.7 -

observation aligns with the findings of [8], which suggests that RL substantially activates inherent
reasoning capabilities, indicating the importance of base model quality.

We also observed that during the RL training process, CoLaR tends to think longer initially with a
rapid rise in accuracy, followed by a phase of thinking shorter accompanied by a more stable increase
in accuracy, aligning with the discussion in Section 3.3. Due to space constraints, the detailed training
curves are provided in Appendix C.

4.5 Scaling CoLaR on larger base model

We scale CoLaR to the 1-Billion and 8-Billion parameter Llama checkpoints to verify that its
compression and accuracy gains grow with model capacity. The 8B model also matches the backbone
used by TokenSkip, allowing a direct comparison under its published protocol. Experiments are
run on GSM-8k, MATH-500 which are slightly different to Section 4.1 to align with TokenSkip’s
settings) and the out-of-domain GPQA benchmark (chemistry, biology and physics). The results are
shown in Table 3. Moving from 1 B to 8 B parameters raises CoLaR’s accuracy on every dataset
while keeping the reasoning chain roughly half the length of the CoT teacher. Reinforcement learning
delivers further improvements: +1.1% on GSM-8k, +6.6% on MATH-500 and +5.1% on GPQA,
again with large additional compression. Most notably, CoLaR-8B-RL reaches 37.5% on GPQA,
surpassing its 35.7% CoT teacher and shortening the reasoning chain by 69%, confirming that latent
RL remains effective as models grow.

4.6 Interpreting chains of latent thoughts

To quantatively illustate the effectiveness of our proposed CoLaR, and make the latent reasoning
process more transparent, we conduct a case study of CoLaR on the GSM8k validation set. The
results are illlustrated in Figure 3.

As latent variables are fundamentally scaled sum of word token embeddings, we could directly
calculate the cosine simility between latent variables and the enitre LLM embedding matrix:

• When prompted with compression factor c = 2, CoLaR auto-regressively produces seven
latent variables, and then automatically terminates reasoning process. By calculating
similarity scores, each latent variable is capable of retrieving meaningful words such as “«”,
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“21”, and the entire chain of latent thoughts could be interpretered as “«21/7=3> «5*3=15>”,
which exactly matches the correct calculation process.

• When prompted with higher compression factor c = 5, less informative tokens such as “«”
are ignored, demonstrating both the effectiveness and efficiency of our proposed dynamic
compression mechanism.

4.7 Analyses on dynamic compression factors

We investigate the generalization capability of CoLaR across different compression factors c. Two
key findings emerge from our analyses:

First, as illustrated in Figure 4, for each test-time compression factor (except from c = 5), Co-
LaR trained with random c ∈ [1, 5] consistently outperforms models trained on a single compression
factor. These results demonstrate that exposure to diverse training-time compression factors produces
complementary benefits for generalization. For example, training with c = 2 also improves the
performance of testing with c = 4, highlighting the effectiveness of our dynamic training process.

Second, as shown in Figure 5, we train CoLaR with c ∈ {1, 3, 5, 7} and evaluate it with previously
unseen compression factors c ∈ {2, 4, 6}. We find that CoLaR successfully generalizes to these
unseen compression factors, maintaining expected actual compression rates. Moreover, though worse
in absolute values, the slope of the performance curve on out-of-domain compression factors closely
resembles that of in-domain factors, suggesting robust interpolation capabilities.

5 Limitations

While CoLaR demonstrates superior effectiveness and efficiency in latent reasoning, we acknowledge
two important limitations: (1) Though CoLaR surpassing its CoT teacher on GPQA, on the remaining
benchmarks, the overall performance of CoLaR currently approximates explicit CoT reasoning
without surpassing it. (2) We observe that CoLaR struggles to generalize to non-integer compression
factors (e.g., c = 1.5) or to values greater than the maximum training compression factor rmax. This
limitation stems primarily from the discrete tokenization constraints inherent to large language models,
which restrict the continuous representation of compression factors. (3) Beyond technical limitations,
our work on enhancing reasoning capabilities in LLMs has significant societal implications. On the
positive side, CoLaR could significantly boost the efficiency of existing LLM services. However,
potential negative impacts include the risk of amplifying existing biases in reasoning processes
and possible misuse for generating more convincing misinformation. To mitigate these risks, we
recommend careful monitoring of downstream applications.

6 Conclusion

In this paper, we introduce Compressed Latent Reasoning (CoLaR), a framework that dynamically
compresses LLM reasoning chains into latent space while maintaining exploration-exploitation
capabilities. Our method centers on three key innovations: (1) compressed latent reasoning through
an auxiliary next compressed embedding prediction task that encapsulates the semantics of multiple
tokens, (2) dynamic training and inference with variable compression factors that allows for flexible
reasoning chain lengths and fully parallelized processing, and (3) a probabilistic latent head for
reinforcement learning that enables exploration of diverse reasoning pathways for higher accuracy
while exploiting shorter reasoning chains for efficiency. Our experimental results demonstrate that
CoLaR achieves a 14.1% improvement in accuracy compared to state-of-the-art latent-based reasoning
methods, while reducing reasoning chain length by 53.3% with only a 4.8% performance degradation
relative to explicit CoT. On the challenging MATH dataset, reinforcement learning techniques further
boost CoLaR’s performance by 5.36% while dramatically reducing reasoning chain length by 82.8%.
Future work will focus on addressing non-integer compression factors, exploring more sophisticated
reinforcement learning approaches, and extending our dynamic compression mechanism to more
diverse reasoning tasks beyond mathematics.

Acknowledgements. This work is supported by the Beijing Natural Science Foundation (L233008)
and Xiaomi Inc. We acknowledge the anonymous reviewers for their helpful comments.
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NeurIPS Paper Checklist
1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and introduction clearly articulate our main contribution of
developing a novel approach for compressing explicit reasoning chains into latent space,
accurately reflecting the scope of theoretical foundations and empirical results across the
mathematical reasoning benchmarks evaluated in our experiments.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: There is a separate “Limitations” section discussion the main limitations on
performance compared to explicit CoT methods, and worse generalization capability on
certain compression factors.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
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Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: This paper presents a framework for latent reasoning compression but does not
include formal theorems with proofs.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Our paper provides comprehensive implementation details necessary for repro-
ducing the proposed method. We include detailed descriptions of the model architecture,
training procedure, hyperparameters, and evaluation methodology. Additionally, we will
open source our complete codebase, including the environment setup, model implemen-
tation, training pipeline, and evaluation framework, to facilitate direct replication of our
experimental results.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).
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(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [No]

Justification: We provide comprehensive implementation details to reproduce our method,
but we have chosen not to include anonymous URLs to our code repository at the submission
stage, to balance scientific transparency with the appropriate protection of intellectual
property. We make a strong commitment to release our complete codebase immediately upon
acceptance of the paper, including model implementation, training procedures, evaluation
framework, and necessary scripts to reproduce all experimental results.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We provide comprehensive methodological details, hyperparameter specifica-
tions, and experimental protocols for implementation in the manuscript and appendix.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer: [Yes]

Justification: All experimental results in our paper are reported as averages across five
independent runs with different random seeds. We include 95% confidence intervals for all
numerical results, calculated using the standard error of the mean multiplied by 1.96. These
confidence intervals are visually represented in our figures as error bars and explicitly stated
with ± in our tables.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provide complete information about the computational resources used in
our experiments in the Appendix, including hardware setup, virtual environment confugura-
tion, and total training hours.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: Our research fully complies with the NeurIPS Code of Ethics through our
transparent methodology, proper acknowledgment of prior work, and responsible data usage.
We have documented our approach thoroughly, and maintained scientific integrity throughout
our work on enhancing reasoning capabilities in Large Language Models.
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Guidelines:
• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Our paper discusses both positive societal impacts (improved reasoning capa-
bilities that could enhance decision support systems and educational tools) and potential
negative implications (risks of amplifying existing biases in reasoning processes and possible
misuse for generating misleading content). We outline mitigation strategies including careful
monitoring of downstream applications.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [NA]
Justification: Our paper is primarily analytical in nature, focusing on methods to enhance
and evaluate reasoning capabilities within existing models rather than releasing new models.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.
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• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: The pre-trained LLMs and datasets we use are fully open-sourced and correctly
cited in this paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [NA]

Justification: We conduct experiments using existing pre-trained LLMs and datasets, but do
not create new assets as part of this publication.

Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]

Justification: This paper does not involve crowdsourcing nor research with human subjects.

Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.
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• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: The paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Since LLMs form the core subject of our research, we have thoroughly
documented all aspects of their usage in our methodology section.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A More implementation details

In this section, we provide comprehensive details regarding our model architecture, training hyperpa-
rameters, and dataset specifications.

Model hyperparameters. For our experiments, we employ either a frozen LLama-3.2-1B-Instruct or
DeepSeek-distill-Qwen-1.5B as our LLM backbone, augmented with a tunable LoRA module. All
LoRA modules are configured with α = 32 and r = 128 consistently across all experiments. Our
method incorporates a Latent Head, implemented as a three-layered MLP with hidden dimensions
corresponding to the LLM backbone’s dimension (d = 2048).

Training hyperparameters. We utilize the AdamW optimizer with a weight decay of 1e-2 throughout
our experiments. The learning rate is set at 1e-4 for supervised fine-tuning (SFT) and 1e-6 for
reinforcement learning (RL). For SFT experiments, we leverage Distributed Data Parallel across eight
A100 GPUs with a total batch size of 256. The RL experiments are conducted on a single A100 GPU
with a rollout batch size of 8, optimizer step batch size of 4, group size G of 8, and clip ϵ of 0.2. To
ensure reproducibility, we fix the random seed of all libraries (Python, CUDA, PyTorch, and NumPy)
to 0 for training processes. For evaluation, we use five distinct runs with random seeds sequentially
set from 0 to 4.

Notably, when training the Latent Head, we normalize the target (i.e., the ground-truth compressed
embeddings) to ensure training stability. This normalization is implemented by dividing the target by
the standard deviation σe of the embeddings. Since the embedding distributions are already centered
at approximately zero (µ ≈ 0), we do not apply any shift during normalization. During inference, we
multiply the predicted embeddings by the standard deviation to rescale them to match the LLM’s
original embedding distribution. These statistics can be either learned during training or calculated
in advance; we opt for the latter approach for simplicity. We observe model-specific values, with
σe ≈ 0.02 for Llama-3.2-1B-Instruct and σe ≈ 0.03 for Qwen-1.5B. This normalization process
is critical for maintaining numerical stability while preserving the relative relationships between
embedding dimensions.

Dataset information. We evaluate our method on four grade-school mathematics datasets—GSM8K-
Aug, GSM8k-Hard, SVAMP, and MultiArith—as well as the more challenging MATH dataset for
advanced mathematical reasoning. Since the original MATH dataset does not provide an official
validation set, we randomly shuffle the training set and allocate 10% of the samples for validation
purposes.
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Figure 6: Layer-wise norm differences from CoLaR-1 to CoLaR-5.
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B Layer-wise analyses on compression factors

We further investigate how the compression factor c influences activation patterns across LLM layers,
with results shown in Figure 6. Specifically, we tested CoLaR on the same sample as in Section 4.6
with compression factors ranging from 1 to 5, calculating the relative activation norm differences
between consecutive LLM layers.

Our analysis reveals distinct patterns across different network depths:

• Shallow layers (0-3, near input): CoLaR shows higher activation on smaller compression
factors with more pronounced layer-wise changes in magnitude.

• Intermediate layers (3-9): Models with different compression factors exhibit similar
behavior.

• Deeper layers (9-15, near output): Higher compression factors maintain stronger activation
patterns.

This phenomenon can be explained as follows: when predicting less informative tokens (e.g., “«”) with
lower compression factors (especially with c = 1, which uses no compression), the model requires
minimal “thinking” and can determine the next token using primarily shallow layers. Consequently,
computation in deeper layers is largely underutilized.

In contrast, higher compression factors enable CoLaR to process information more densely, with
each latent representation carrying richer semantic content. This requires deeper layers to remain
actively engaged in analyzing the condensed information and predicting subsequent compressed
latents, thereby making more efficient use of the model’s computational capacity. These findings
align with observations from previous work on internal thinking processes in transformer models
[2, 22].

Figure 7: The validation accuracy and latent reasoning chain length curve on MATH dataset.

C RL training curves

Figure 7 presents the training curves from our reinforcement learning phase. The accuracy on
the validation set exhibits a distinct three-phase pattern. In the initial exploration phase, accuracy
increases rapidly from 9% to 14%, accompanied by an expansion of latent reasoning steps from 40 to
60. During this phase, the GRPO algorithm primarily encourages CoLaR to explore more extensively
to discover correct reasoning pathways.

In the subsequent exploitation phase, validation accuracy fluctuates between 14% and 16%, while the
latent reasoning length decreases from 60 to 20. With the per-token averaged reward/loss, the GRPO
algorithm reinforces CoLaR to exploit shorter yet effective reasoning pathways.

Finally, as CoLaR begins to overfit, our early-stopping strategy is triggered to preserve the best-
performing checkpoint at approximately 4k steps.

D Scaling properties of CoLaR

Figure 8 illustrates the performance characteristics of CoLaR when implemented with foundation
models of varying parameter counts, ranging from 1 billion to 8 billion parameters. Our results
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Figure 8: Performance of CoLaR when implemented with base LLMs ranging from 1B to 8B
parameters.

demonstrate that CoLaR follows established neural scaling laws, with performance improvements
correlating predictably with increases in the underlying model size. This consistent scaling behavior
suggests that the benefits of our approach extend proportionally across different model scales,
indicating CoLaR’s architectural effectiveness is not limited to specific parameter regimes.
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